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Abstract

We introduce a novel reformulation of the mean-field system for pulse-coupled oscillators. It is based
on writing a closed equation for the inverse distribution function associated to the probability density
of oscillators with a given phase in a suitable time scale. This new framework allows to show a hidden
contraction/expansion of certain distances leading to a full clarification of the long-time behavior, existence
of steady states, rates of convergence, and finite time blow-up of classical solutions for a large class of
monotone phase response functions. In the process, we get insights about the origin of obstructions to
global-in-time existence and uniform in time estimates on the firing rate of the oscillators.
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1 Introduction

Systems of pulse-coupled oscillators model synchronization by singular interactions occurring as phase jumps changing
in a particular pulsatile manner. They have numerous applications in science and engineering (e.g. [26, 27, 43,
44, 46, 49, 50, 59]). Yet their unique singular coupling mechanism renders them challenging to analyze. A partial
differential equation (PDE) for pulse-coupled oscillators, which characterizes the nonlinear interaction at a continuous
level, has been derived in physics literature 30 years ago by a formal mean-field argument [1, 32]. However, it still
lacks a systematic mathematical treatment. In this work, we study the mean-field equation from a novel reformulation,
which reveals several hidden structures of the equation, and facilitates the study on its basic properties, including
well-posedness, blow-up and long time convergence to the steady state.

1.1 The particle system

Pulse-coupled oscillators, as a particle system, describe a finite number of oscillators coupled in a pulselike manner.
Here we present a model following [39, 48]. Consider N oscillators (N € N ), each described by a phase variable ¢;(¢),
for time ¢ > 0 and ¢ = 1,2, ..., N. The phase variable ¢; takes value in [0, ®r|, where ®r > 0 is the firing phase. When
all ¢; € [0,Pr), i.e., strictly less than ®r, each ¢; is subject to its own dynamics, which is here assumed to be the
simple ordinary differential equation (ODE)

da
dt

An oscillator (¢;) reaching ®r constitutes a firing or spiking event, which has two consequences. For ¢; itself, it is

pi(t) =1, i=1,2.. N (1.1)

immediately reset to 0, i.e.

¢i(t7) =dp, = ¢1(t) =0. (1.2)
Also, the firing of ¢; induces an immediate phase jump in other oscillators, and the phase jump magnitude depends on
the recipient’s phase. More specifically, we have

Pl ) =Br, = 6500 =g () + AN o (13)
*Mathematical Institute, University of Oxford, Oxford OX2 6GG, UK (carrillo@maths.ox.ac.uk)
Beijing International Center for Mathematical Research, Peking University, Beijing, 100871, China (dxa@pku.edu.cn)
fInstitut Camille Jordan, Ecole Centrale de Lyon, 69134 Ecully, France (pierre.roux@ec-lyon.fr)
SInstitute for Theoretical Sciences, Westlake University, Hangzhou, Zhejiang Province, 310030, China (zhouzhen-
nan@westlake.edu.cn).



http://arxiv.org/abs/2404.13703v1

1 INTRODUCTION 2

Here the function K(¢) reflects how oscillators at different phases respond differently to the same spike. We call K (¢)
the phase response function, which is related to the infinitesimal phase response curve (iPRC) in some literature (e.g.
[35]). In the induced jump size in (1.3), the factor 3; is a scaling to ensure (at least formally) that there is a meaningful
mean-field limit, i.e. the limit when the number of particles N goes to infinity. Throughout this work we assume
K(¢) > 0, which implies that oscillators at lower phases become closer to ®r after receiving a spike. Note that ¢;(t)
in (1.3) may exceed ®r, in which case ¢; will also spike at the same time ¢. This can cause more oscillators to spike
at the same time in a chain-reaction manner [15, 39], which we will however not discuss in details here.

In (1.1)-(1.3), the oscillators interact with each other only through the sudden impulse (1.3) when firing events
occur. This singular interaction mechanism is in accordance with the name pulse-coupled oscillators. We also note that
the phase response function K(¢) can already induce intricate dynamics, despite that here the inter-spike dynamics
(1.1) appears simple.

The particle system in the form of (1.1)-(1.3) was proposed by Peskin in 1975 [48], whose original motivation was to
model pacemaker cells in the heart. Nowadays, pulse-coupled oscillators have found widespread applications, both in
modeling various natural phenomena, including flashing fireflies [46, 49], spiking neurons [12, 19, 20, 22] and earthquakes
[26, 43], as well as in engineering fields, including clustering algorithms [50] and wireless sensor networks [27, 44, 59].
These diverse applications share the common feature of the pulselike coupling (1.2)-(1.3). For instance, in the context
of neurons, (1.1)-(1.3) gives a network of the so-called integrate-and-fire neurons [12, 19, 20, 22], where ¢; represents a
rescaled version of a neuron’s voltage (membrane potential). The interaction here is through the spike (1.3), triggered
when a neuron’s voltage reaches the threshold ®r (1.2), followed by a reset of the voltage to 0 (1.2).

While the pulselike interaction (1.3) is relevant for various applications, its discontinuous nature also contributes
to the challenges for the mathematical analysis of (1.1)-(1.3). In 1990, Mirollo and Strogatz [39] proved that when the
phase response function K (¢) is monotonically increasing, the particle system will converge to a perfect synchronization
state in finite time, for almost every initial data. A key idea was to introduce a tool called the firing map, which became
a popular framework in the analysis of such systems. The seminal work [39] initiated a wide range of studies on (1.1)-
(1.3) in various settings and extensions, including decreasing K [36], delays [21], refractory periods [29], noise [23, 40],
non-identical oscillator [56] and graph structures [34, 42]. However, there are still many problems open even for the
simple model (1.1)-(1.3) (e.g. [35]), due to its distinctive interaction mechanism.

1.2 The mean-field continuity equation

A powerful approach to study the particle system (1.1)-(1.3) is to take the mean-field limit, seeking statistical descrip-
tions when the number of particles N goes to infinity. PDEs characterize the limit of the system, for which continuous
tools can be applicable to gain insights and to make the problem tractable for analysis. Such an approach has been
widely used in many fields, from statistical physics to biology and social science [8, 28, 31, 45].

For the pulse-coupled oscillator (1.1)-(1.3), the state of the mean-field system is represented by a distribution
function p(t, ), where p(t,-) is the phase distribution for each time ¢, and the spike activity is characterized by a mean
firing rate N(¢), the number of spikes per unit time. The dynamics of (p, N) is governed by the following PDE system,
which has been formally derived in physics literature [1, 32, 3§],

Oip+ 94 ([1+ K(¢)N(t)]p) =0, t>0, ¢ €(0,Pp), (1.4)
N(t) = [1 + K(®r)N(t)]p(t, OF), t>0, (1.5)
[1+ KO)N(®)lp(t,0) = [1 + K(®r)N(t)]p(t, r), t>0, (1.6)

p(t =0,0) = pinit(¢), ¢ € [0, r]. (L.7)

Equation (1.4) is a continuity equation describing the transport of density p with the velocity field (1 + K(¢)N(¢)),
for ¢ € (0,®r), where the K(¢)N(¢t) term reflects the pulse-coupled interaction (1.3). The phase response function
K (¢) describes how oscillators at different phases respond to the same stimulus differently. The basic assumptions on
K along this work can be summarized as

Assumption 1. The phase response function K satisfies

K € C*(R) and K', K" are bounded on R,
K(¢)>0,  ¢€[0,2p]

Note that while physically K (¢) is only defined on [0, @], it is sometimes mathematically convenient to extend it
as a function on R. A simple example is K(¢) = k¢ + b with some constants k, b. The phase response function K has a
crucial influence on the dynamics. In fact, we shall see increasing or decreasing (in ¢) phase response functions K lead
to drastically different qualitative behaviors.

The firing rate N(¢) is defined via the out-going boundary flux at ®# in (1.5), since a particle spikes when it reaches
®r (1.2)-(1.3). As the velocity field itself also depends on N(¢), (1.5) is a self-consistent equation, from which we can
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derive an expression of N(¢) in terms of the boundary value p(t, ®r)

p(t, (I)F)

N = TR @nptom)

(1.8)

We note that N(t) is vital to the dynamics of (p, N). To ensure physical values for the firing rate N(¢) € [0, +00), by
(1.8) the following constraint on p(t, ®r) is needed
1

The case p(t,Pr) > ﬁ is interpreted as N(¢) = 400, the blow-up of N(t).
Due to the boundary condition (1.6), the flux at ¢ = 0 matches that at ¢ = ®p, since a particle is reset at ¢ = 0
after a spike at ¢ = ®r (1.2). This reset process gives the conservation of mass for the system (1.4)

ep dp
/ p(t, ¢)dp = / pinit(P)de = 1,
0 0

where we assume the initial data pinit(¢) is a probability density on [0, ®r]. Note that as K(0) is not necessarily equal
to K(®r), and thus (1.6) does not imply a periodic boundary condition in p.

Despite being derived formally in the nineties [1, 32], the mathematical literature on (1.4)-(1.7) is scarce. In physics
and engineering literature, most studies focus on local linearized analysis around steady states for various extensions
of (1.4)-(1.7) (e.g. [1, 3, 14, 32, 57]). A pioneering work is [38] by Mauroy and Sepulchre in 2012. They constructed a
Lyapunov function and showed some global qualitative behaviors for (1.4)-(1.7) in certain regimes. In contrast, there
is a much richer literature on phase-coupled oscillators (e.g. [2, 17, 24, 30, 54]), where the interaction is in a smooth
and in some cases more symmetric way compared to the pulse-coupled oscillators considered here.

More recently, some closely related models from neuroscience have attracted many mathematical studies, from both
PDE [5, 11, 51] and probability [13, 15, 33] perspectives, which also connect to models in finance [25] and physics [16].
These models can be regarded as noisy variants of pulse-coupled oscillators. A comprehensive understanding of their
long-term behavior, especially beyond linearized regimes, remains largely elusive (see e.g. [4, 13] for recent advances).
One of our initial motivations towards (1.4)-(1.7) is an asymptotic limit for the voltage-conductance equation, another
PDE from neuroscience [7, 47]. In our opinion, the system (1.4)-(1.7) is of fundamental importance, as a prototype
model to understand the pulse-coupled interactions.

1.3 Our work: reformulation and main results

In this work, we revisit the mean-field equation (1.4)-(1.7) from a PDE perspective, aiming to derive a suitable framework
for a rigorous PDE analysis. We aim to do so with a reformulation, which reveals hidden structures, leads to fruitful
results, and opens new directions.

The reformulation consists of two steps. First, instead of working with the probability density p(t, ¢), we consider
the quantile function Q(t,n), also called the pseudo-inverse of the cumulative distribution function F(¢,¢) associated
with p. These relations can be informally illustrated as (see Section 2.1 for full rigorous details)

4 o~
F(t7¢) = /0 p(t,¢)d¢, NS [07 (I)FL F(t7Q(t777)) =1 ne [07 1]'

The pseudo-inverse reformulation has been applied to many other PDEs (e.g. [6, 9, 10, 41]), in particular in the presence
of the Dirac masses. In the context of pulse-coupled oscillators, the pseudo-inverse Q has been used in the pioneering
work [38] to construct a Lyapunov function. Yet a self-contained equation for @ itself was not explored before.
Second, instead of working in the original timescale t, we introduce a new timescale 7, called the dilated timescale,
which relates to the firing rate N(t) as follows
dr = N(t)dt.

The classical framework to study the particle system (1.1)-(1.3) focuses on the firing map [39], that is, by evolving the
system from a spike time to the next spike time, regardless of the elapsed time ¢ in between. The use of the dilated
timescale 7 can be understood as a continuous abstract analogy of this firing map. Note that if N(¢) is a sum of
Dirac deltas at the spiking times of a finite number of particles, then the dilated time scale 7 is a piecewise constant
non-decreasing function of ¢. The idea of using a firing-rate related timescale was introduced more recently in [52, 55]
and [18], for related models which can be seen as noisy variants of (1.4)-(1.7). Here we adopt the terminology “dilated
timescale” from [18]. The primary motivation to introduce the new timescale in [18, 52, 55] was to define solutions
beyond the blow-up of N(¢). Nevertheless, this work shows that the dilated timescale is also useful even in the classical
regime with finite N(¢).
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With these two ingredients, we reformulate (1.4)-(1.7), the system for p in ¢ timescale, as the following system for
Q in 7 timescale (see Section 2)

0.Q +0,Q = ﬁ + K(Q), 750, 7€ (1), (1.10)

Q(r,0) =0, >0, (1.11)
1

N 9,Q(7,1) — K(®r), T >0, (1.12)

Q(T = 07 77) = Qinit(n)7 ne [07 1] (113)

Here, a counterpart of (1.9) to ensure N(7) < 400 is
K(®r) < 0,Q(7,1) < +o0. (1.14)

Many advantages emerge with the reformulation (1.10)-(1.11)-(1.12)-(1.13). In the reformulation, the nonlinear
coupling through the firing rate is isolated, as 1/N(7) appears in the right-hand side of (1.10). Indeed, we can further
obtain an alternative characterization of 1/N(7), as a Lagrangian multiplier to ensure a hidden constraint Q(7,1) = ®¢
(Proposition 2.2). Moreover, at a technical level, the characteristics of (1.10) 97 4+ 9y are moving with a constant speed
compared to (1.4), which facilitates analysis.

We now state the main results concerning the PDE analysis for the system (1.10)-(1.13) under Assumption 1
avoiding additional technical assumptions and precise statements which are postponed to the relevant sections.

Theorem 1.1 (Well-posedness, Section 3). Under suitable compatibility conditions on the initial data, there ezists a
unique classical solution to (1.10)-(1.13) on the mazimal existence interval [0,7"), with 0 < 7* < +oo. If 7° < 400,
then
lim N(7) = +oo.
T (T*%)"
Furthermore, the solution depends continuously on the initial data on every time interval [0,T] with T < 7*. Moreover,
the solution has better reqularity under additional suitable assumptions for the initial data.

The main strategy to show Theorem 1.1 is to introduce an auxiliary problem, where the constraint (1.14) is relaxed
and the well-posedness is easier to handle. This is realized by allowing the inverse of the firing rate 1/N(7) to take
unphysical negative values. We then identify the blow-up of classical solutions as the first time when 1/N(7) touches
Zero.

Next, we focus on understanding the global dynamics of the system (1.10)-(1.13) depending on the nonlinear
interaction through the phase response function K.

Theorem 1.2 (Key Stability, Section 4). Under suitable compatibility conditions on the initial data, for any given two
classical solutions (Q1, N1) and (Q2, N2) to (1.10)-(1.13), we have

ekmmTHaan(O) - anQ2(0)”L1(0,1) < Haan(T) - 877Q2(T)”L1(0,1) < ekmxTnaan(O) - anQ2(O)HL1(O,1)- (1.15)

The estimates hold whenever the two classical solutions exist up to time T, and kmin and kmax are given by

b = K0+ [ (K7 (0) 0 < hui= K'0)+ [ (K7 ()0,

Here (z)— := min(z,0) and (z)+ := max(z,0). Note that in general

Emin < min K'(¢) € max K'(¢) < kmax.
< ,opin KO < mox | K(6) < ke

If K is either convex or concave, then

. ! !
i = B O e = T KO-

While Theorem 1.2 holds for general K, it has particularly interesting consequences on the long time behavior if kmin
and kmax are of the same sign. Notice that a particularly important case of kmax > kmin > 0 is K’ > 0 and K is either
concave or convex, and analogously, a particular case of kmin < kmax < 0 is K’ < 0 and K is either concave or convex.

Such results can be generalized to other distances, including a modified L? distance (see Theorem 4.2-4.3). Both the
statements and the proofs of these results crucially rely on the reformulation in terms of () and 7. For the statements,
the definitions of the distances used involve @, and moreover we need to compare two solutions at the same time value
in timescale 7, not in the original timescale ¢. For the proofs, a key step is to “filter out” the 1/N(7) term, which is
possible as in the reformulated equations it is singled out as a constant in 7 in (1.10).
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Fwin >0 | kmax <0 | Ceneral K
K large Blow-up
K not large Blow-up (@) ‘ Convergence (%) ‘ Unique steady state

Table 1: Qualitative behaviors of the solution in different regimes of K. Here “K large” means that (1.16) is violated
and “K not large” means that (1.16) holds. We recall that throughout this paper Assumption 1 is taken, which in
particular imposes that K > 0. Blow-up (¥): every solution blows up in finite time except the unique steady state.
Convergence *: for good initial data, the solution converges to the unique steady state exponentially in time.

Now we present results on the qualitative behaviors of the solution in different regimes of K, which are concisely
summarized in Table 1 (with expanded statements to be given in Theorem 1.3-1.4 below). The regimes are identified by
two factors: the signs of kmin and kmax, and the size of K. The signs of kmin and kmax, which relate to the monotonicity
of K, already play an important role in Theorem 1.2. The size of K, which reflects the strength of the pulse-coupled
interaction, is also crucial to the dynamics. For instance, it is directly linked to the existence of the steady state.

We first state the long time convergence result when kmax < 0 and K is not large.

Theorem 1.3 (Long time convergence, Section 5).
(i) (Dichotomy on the steady state, Proposition 5.4) There exists a unique steady state to (1.10)-(1.13) if

op
——d¢p > 1, 1.16
h E@ (119
otherwise there is no steady state.
(i) (Global existence and long time convergence to the steady state, Theorem 5.1-5.2) Suppose that K' < 0 and
(1.16). Under suitable compatibility conditions on the initial data, and another assumption on the initial data relating
to the size of K, the solution to (1.10)-(1.13) is global with a uniform-in-time bound on the firing rate N(T)

0<CminSN(T)SCmax<+ooy T207

where Cmin and Cmax are two explicit constants depending on the initial data.
Further suppose kmax < 0. Then the solution converges to the unique steady state exponentially in the long time.

For the global existence, the proof relies on several auxiliary structures, including an integral equation for 1/N(7)
(Proposition 5.1-5.2), which may be of their own interest. When kmax < 0, Theorem 1.2 implies a contraction of the
distance between arbitrary two solutions, provided that they exist. Therefore, the long time convergence to the steady
state can be readily deduced once the global existence is available. On the contrary, finite time blow-ups can be proved
in two regimes — when kmin > 0 or when (1.16) is violated. The latter means that the size of K is large.

Theorem 1.4 (Blow-up, Section 6).

(i) Suppose kmin > 0. Then every solution to (1.10)-(1.13) blows up in finite time, except if the solution were the
unique steady state, when it exists.

(i1) Suppose (1.16) is violated. Then every solution to (1.10)-(1.13) blows up in finite time.

In Section 6, we also obtain some explicit estimates on the blow-up time 7. For the first scenario when kmin > 0,
the finite time blow-up is a consequence of Theorem 1.2. Indeed, when kmin > 0, (1.15) implies that the distance
between two solutions expands exponentially, if they globally exist. However, we can directly show that such a distance
shall be uniformly bounded [|0,Q1(7) — 0,Q2(7)||L1(0,1) < 2®F (see later (4.6)), which leads to a contradiction. For
the second scenario, we note that it gives a sharp criteria for the blow-up of every solution, since otherwise (1.16) holds
and by Theorem 1.3-(i) there exists a steady state, which is naturally a global solution.

The convergence when kmax < 0 and the blow-up when kmin > 0 provide two cases to understand how the phase
response function K shapes the dynamics of pulse-coupled oscillators. Indeed, for the mean-field equation (1.4)-(1.7)
some partial results have been shown in [38], see later Corollary 4.1, Remark 5.1 and 6.2 for more detailed discussions
on the comparison between our results and theirs. The conditions kmax < 0/kmin > 0 avoid the convexity or concavity
assumption on K needed in [38]. At the particle system level, dynamics with monotone phase response function K are
studied in [36, 37] for K’ < 0 together with convexity/concavity assumptions on K, and in [39] for K’ > 0. Our results
supersedes these previous works for classical solutions of the mean-field equation (1.4)-(1.7). In particular, the blow-up
of every solution, when (1.16) is violated, is new at the mean-field level.

Summarizing, the main contribution of this work, is to build a rigorous framework to analyze the mean-field equation
for pulse-coupled oscillators, based on the new reformulation: the pseudo-inverse @) and the dilated timescale 7. Such a
framework is natural in our opinion as new structures are revealed and fruitful results can be formulated in a convenient
way and improved from existing literature. It is worth emphasizing that the key stability Theorem 1.2, which gives
much information on the qualitative behavior, relies deeply on the reformulation both in its statement and proof. There



2 PSEUDO-INVERSE FORMULATION IN DILATED TIMESCALE 6

is much more unknown concerning the mean-field equation, including but not restricted to the dynamics of general
non-monotone K and beyond the blow-up, let alone its generalizations motivated from various fields of science and
engineering.

The rest of this paper is arranged as follows: In Section 2, we derive the reformulation and prove its basic properties.
Section 3 is devoted to studying the well-posedness, where we prove Theorem 1.1. Section 4 focuses on proving the key
stability estimate, establishing Theorem 1.2. In Section 5, we investigate global existence and long-time convergence to
the steady state, providing the proof for Theorem 5.1. Section 6 is dedicated to the analysis of blow-up and the proof
of Theorem 1.4.

2 Pseudo-inverse formulation in dilated timescale

In this section, we introduce a new formulation for the mean-field system of pulse-coupled oscillators, whose analysis is
the main goal of this work.

We start with the mean-field system (1.4)-(1.7) for the distribution in the phase variable p(t,¢). Recall that
Assumption 1 is supposed throughout this paper. Moreover, to ensure physical values for the firing rate, the constraint
(1.9) is imposed. We define classical solutions to (1.4)-(1.7) as follows.

Definition 2.1 (Classical solution to (1.4)-(1.7)). Given 0 < T < o0, initial data pinic(¢) which is a C* probability
density with pinit(Pr) < 1/K(Pr), we say (p, N) is a classical solution to (1.4)-(1.7) on [0,T) if

1. p(t,¢) € CH([0,T) x [0,®F]) and N(t) € C[0,T) are non-negative.

2. Equations (1.4)-(1.7) are satisfied in the classical sense fort € [0,T).

3. The constraint (1.9) 0 < p(t,Pr) < 1/K(®r) holds for all t € [0,T).

The new formulation for (1.4)-(1.7) consists of two key ingredients: the pseudo-inverse function and the time-
dilation, which are introduced next.

2.1 Reformulation in terms of pseudo-inverses

Given a probability distribution u on [0, ®r], we define its (right-continuous) cumulative function by

F(¢) = M([Ov ¢])7 ONS [07 (I)F]‘

In general I’ may not be either continuous or strictly increasing, but we can always define its pseudo-inverse via

Q(n) =inf{¢p > 0: F(¢) > n}, n € [0,1].

Here we focus on the classical case when p has a positive density function p, and then @ is indeed the regular inverse
of F. See Figure 1 for an illustration of the general case.
We carry on such reformulations for (1.4)-(1.7), assuming that p(t, ¢) is positive everywhere. We define for each ¢
the cumulative function via o
Ft.o)= [ ot.d)d oel0.0n)
Jo
Then for each ¢t we can define the pseudo-inverse for the cumulative function by

Q(t,n) = inf{p > 0: F(t,¢) > n}, n € [0,1]. (2.1)

Due to the positivity of p, F(t,-) is indeed strictly increasing and C*. Therefore Q(t,-) is actually its C* inverse,
satisfying

F(t,Q(t,n)=n,  ne[01],

P (t,8) = p(t, ), &€ [0, D],

and
1 1
PN =g rea) ~ swewmy 1O 22

Using the chain rule and the boundary conditions, it is not difficult to obtain

9Q=(1+K(@N()-N®HQ, t>0,n¢c/(0,1). (2:3)
The definition of @ (2.1) implies a boundary condition at n =0

Q(t,0)=0, t>0.
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Figure 1: Tllustration of the relations between the probability distribution u (or its density p), the cumulative
function F and the pseudo-inverse of the cumulative function Q. Upper left: Plot of the density p with a
red circle indicating a Dirac mass part of p (here the size of the Dirac mass is 0.3). Lower left: Plot of the
cumulative function F. Right: Plot of the pseudo-inverse @. In all three figures, the red solid line indicates the
Dirac mass part, which manifests as a jump in F’ and a constant part in ). The orange dashed line represents
the vacuum part, where the density is zero, resulting in a flat segment in F' that induces a jump in (. And
the blue dash-dotted line indicates the regular part where there is no Dirac mass, and the density is positive.

To close the system, we need to represent N(t) in terms of ). Thanks to the assumption that p is positive everywhere,
we have

Qt,n=1)=&r, t>0. (2.4)
Therefore using (2.2) we get
1
t,®p) =p(t,Qt,n =1)) = ——.
Pl 0r) = p(t.Qtn = 1)) = 550
Hence by (1.8) we obtain
p(t7 (I)F) 1
N(t) = = . 2.5
O = TR @npt.r) ~ 5,001 —K@r) (25)
To summarize we have derived from (1.4)-(1.7) a system for the pseudo-inverse function Q(t,n)
HQ+N(H2,Q =1+ K@N(), >0, ne(0,1),
Q(t,0) =0, t>0, (2.6)
1
N(t) = , t>0,
V= 50w - K@
which is complemented by the initial data
Q(t =0,n) = Quit(n), n€[0,1]. (2.7)

We need an additional constraint on 9,Q(t,1) to ensure that 0 < N(t) < +oo in (2.5)
K(®r) < 0,Q(t,1) < +o0.

Here 0,Q(t,1) > K(®F) is the same as (1.9), which ensures N(t) < +o0o0. We also impose 9,Q(t,1) < 400, which gives
N(t) > 0 and p(t,Pr) > 0, aligning with our assumption that p is positive everywhere.
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2.2 Time-dilation and some basic properties
Next, we rewrite the system in the dilated timescale 7 with
dr = N(t)dt. (2.8)

This change of time is invertible when 0 < N < +c0. By dividing the equation (2.3) by N(t), we can derive the system
in 7 (1.10)-(1.14), which we recall here for convenience.

0:Q +8,Q — ﬁ + K(Q), >0, ne 1), (2.9)

Q(7,0) =0, T >0, (2.10)
1

N 0Q(7,1) — K(®r), >0, (2.11)

Q(T =0,7) = Qunit(n), n € [0,1]. (2.12)

with the constraint to ensure that 0 < N(7) < +oc0 given by
K(®r) < 0,Q(1,1) < +o0. (2.13)

We shall show that the new timescale 7 defined via (2.11) facilitates the estimates in later sections as the quantities of
interest, in particular @, are drifted with unit speed.

Equation (2.9) can be interpreted as a nonlinear transport equation with an inflow boundary condition (2.10) at
n = 0. Its nonlinearity arises from two factors. Firstly the phase response function K(Q) can be nonlinear. The second
source of nonlinearity is the term 1/N(7). Asin (2.11), 1/N(7) depends on the boundary derivative, and the constraint
(2.13) is imposed to ensure its positivity. This term, 1/N(7), reflects the pulse-coupled interaction between oscillators,
and contributes to a major challenge of this system.

Remark 2.1. The idea of introducing a firing-rate-dependent timescale has been used by [52, 55] and [18] for different
but related models. Their main motivation was to define generalized solutions allowing the blow-up of N. Formally,
when N is large, a small time interval in t will be mapped into a long one by (2.8). That is why T is called the dilated
timescale in [18], actually there they define dr = (N(t) + 1)dt instead of N(t)dt. We follow the same terminology here
even if we focus on classical solutions when N € (0, +00). We will show that under certain conditions the firing rate of
the system (2.9)-(2.12) for classical solutions can blow-up in finite time.

Similar to Definition 2.1, we define the classical solution to (2.9)-(2.12).

Definition 2.2 (Classical solution to (2.9)-(2.12)). Given 0 < T < 400, initial data Qinit(n) which is an increasing
C' function with Qinit(0) = 0, Qinit(1) = ®r and %Qinit("’] =1) > K(®r). We say (Q,N) is a classical solution to
(2.9)-(2.12) on [0,T) if

1. Q(r,m) € C*([0,T) x [0,1]) is increasing in n and N(7) € C[0,T) is positive.

2. Equations (2.9)-(2.12) are satisfied in the classical sense for T € [0,T).

3. The constraint (2.13) holds for all T € [0,T).

We shall check that the feature of a pseudo-inverse can be preserved by system (2.9)-(2.13). Precisely we shall show

that starting with a pseudo-inverse Qinit(7), at each time 7 the solution Q(7,7) is a pseudo-inverse to some probability
distribution on [0, ®r]. As a necessary condition, we first check that the monotonicity in 1 can be preserved.

Proposition 2.1. Suppose Q(,1) € C*([0,T) x [0,1]) and N(7) > 0 satisfy (2.9)-(2.10) on [0,T), with an initial data
(2.12) Qinit(n) increasing in n. Then Q(7,n) is increasing inn, for any T € [0,T). Furthermore, for T € [0,T) we have

0,0Q(,0) = ﬁ + K(0). (2.14)
If additionally (2.11) holds, we have for T € [0,T)
mQ(7,1) — 0,Q(7,0) = K(®r) — K(0). (2.15)

Proof. The regularity of Q ensures that the equation holds at n = 0, resulting in

1
GTQ(T7 0) = m + K(Q(T7 O)) - aﬁQ(T7 0)
1

= W + K(0) — 0,Q(,0), (2.16)



2 PSEUDO-INVERSE FORMULATION IN DILATED TIMESCALE 9

where the boundary condition (2.10) is used. Note that (2.10) also implies 9-Q(7,0) = 0, that combined with (2.16)
leads to (2.14). Now suppose additionally @ € C*([0,T) x [0,1]). Taking the derivative w.r.t 1 in equation (2.9), we
have

(87 + 877)(871(02) = K/(Q)anQ-

Therefore we conclude that Z(7,n) := 9,Q(7,n) is a classical solution to

(0-4+0,)Z = K'(Q)Z, T€(0,T),nm € (0,1),
Z(T7O) = ﬁ + K(O) >0, TE (OvT)v (2417)
Z(O7 7’]) = %Qinit(”% n € [07 1]7

which preserves the non-negativity of d%Qmit (n).

For general case when Q is not necessarily C?, we can work with characteristics to show that Z is a mild solution
(in the sense of characteristics, c.f. Definition 3.2 and (3.51) in Section 3) of (2.17). And we can conclude the same
result by working with the characteristics ODEs. For simplicity we omit the details here.

Finally, (2.15) follows from combining (2.14) with (2.11). a

Remark 2.2. The C' regularity for classical solutions needs that (2.15) is satisfied at T = 0, thereby imposing an
implicit constraint on the initial data. Indeed, this means compatibility with the boundary condition for the first order
derivative, which is in accordance with the C* requirement for a classical solution.

We also need Q(7,1) < ®p for Q(,-) to be a pseudo-inverse corresponding to a measure supported in [0, Pr]. As
(2.9) is a first order equation, one (inflow) boundary condition (2.10) at n = 0 is enough. Yet in the previous derivation
(2.4) we have also used

Q(1,1) =®r, T>0, (2.18)

which follows from the definition of the pseudo-inverse of the probability density function p with p(7, @) > 0. Although
for the self-contained system of @, (2.18) is not explicitly imposed, we check next that it is ensured by the definition of
N(7) in (2.11).

Proposition 2.2. Suppose Q(1,1) € C*([0,T) x [0,1]) and N(1) € C[0,T) satisfies (2.9) and constraint (2.13) on
[0,T), with an initial condition (2.12) satisfying Qinit(1) = ®r. Then (2.11) and (2.18) are equivalent.

Proof. The regularity of @) ensures that the equation is satisfied at n = 1, which gives
1

a-,—Q(T, 1) = m +K(Q(7—71)) 787}Q(T7 1) (219)
If (2.18) holds, as initially Qinit(1) = ®r, we have
0=0:Q(r.1) = 5 + K(Q(r. 1) - ,Q(r.1)
= 57 K@) - 0,00 1),

where in the last step we use again (2.18). This yields (2.11).
On the other hand, if (2.11) holds, substituting it into (2.19) results in

LQr1) = K@Q(r1) - K(®r),

which is an ODE for Q(r, 1), together with an initial condition Q(7 = 0,1) = Qinit(1) = ®r. As K is C*, the unique
solution to this ODE is the constant solution ®r, which gives (2.18). a

Remark 2.3. In view of Proposition 2.2, we may interpret 1/N(7) as a Lagrangian multiplier to ensure the additional
boundary condition (2.18).

We can further extend Proposition 2.2 to the following result.
Corollary 2.1. Suppose Q(,1) € C*([0,T) x [0,1]) and N(1) € C[0,T) satisfy (2.9) on [0,T) with initially Q(t =
0,0) =0,Q(r =0,1) = ®p. For the following five statements,

1. (2.10), s.e. Q(r,n=0)=0, for T €[0,T),

2. (2.18), i.e. Q(1,m =1) = ®F, for T €[0,T),

(2.14), i.e. 8,Q(T,n =0) = ﬁ + K(0), for T €[0,7),



3 WELL-POSEDNESS VIA A RELAXED PROBLEM 10

4. (211), de. 9,Q(1,n =1) = x5 + K(Pr), for 7 €[0,T),
5. (2.15), i.e. 3,Q(7,1) —9,Q(1,0) = K(®r) — K(0) for T € [0,T),

we have 1. < 3. and 2. & 4., and every two of 3. 4. 5. can deduce the other.
In particular, if (Q,N) is a classical solution to (2.9)-(2.12), then all of 1.-5. hold.

Proof. Indeed, 2. < 4. is Proposition 2.2, and 1. < 3. can be proved similarly. And each one of 3.-5. is a linear
combination of the other two. O

Remark 2.4. Corollary 2.1 suggests some possibility of an equivalent reformulation of (2.9)-(2.12). Indeed, any two
of 1.-5. can deduce the rest except the pair 1. 3. or 2. 4. . Totally we have 8 choices. Here we choose 1. and 4., i.e.
(2.10) and (2.11), which might be natural in view of the characteristic of equation (2.9): 1) (2.10) is an inflow boundary
condition is imposed at n = 0, and (2.11) says that the nonlinearity 1/N depends on the out-going fluz at n = 1.

2.3 Equivalent formulations

Now we return to how the @ formulation in 7 (2.9)-(2.12) corresponds to the p formulation in ¢ (1.4)-(1.7). We have
focused on the classical case when 0 < N(¢) < 400, which implies that the change of timescale (2.8) and its inverse
dt = ﬁd’]’ are well-defined. We have also assumed that 0 < p < oo, which in terms of pseudo-inverse (2.2) means
0 < 0yQ < oco. Under these assumptions we have derived the equivalent system for @ in 7 timescale from the system
of p in ¢ timescale. We give a formal summary of this equivalence as follows.

Proposition 2.3. Suppose (p,N) is a classical solution to (1.4)-(1.7) on [0,T). Additionally suppose p is positive
everywhere which implies N is also positive. For each time t, denote the pseudo-inverse associated with p(t,-) as Q(t,-).
Then Q satisfies (2.6). And through an invertible change of timescale (2.8), we obtain a classical solution to (2.9)-(2.12),
on time interval [0, 7r) with 70 = fOT N(t)dt.

On the other hand, suppose (Q,N) is a classical solution to (2.9)-(2.12). Additionally assume that the spatial
derivative 0,Q is C' and is positive everywhere. Then we can invert the above process to obtain a positive classical
solution to (1.4)-(1.7).

Remark 2.5. Note that p connects to the spatial derivative 8,Q via (2.2). Hence in the second part of the statement
we need 9,Q to be C*, in order to ensure the corresponding p is C' as required for a classical solution.

Later in Theorem 3.3 we shall see that the C? regularity of @ can be ensured, as long as the initial data is in C?
and is compatible with the boundary conditions in a certain sense.

Remark 2.6. Let us reinterpret (2.15) in the p formulation (1.4)-(1.7). By (1.5)-(1.6) we have
(1+ K(0)N(t))p(t,0) = N(t), and (1+ K(®r)N(t)p(t,Pr) = N(t).

Hence dividing the above equations by N(t) we derive

1 1 1 1
— + K(0) = ——, d — + K(®p) = —,
o TR e e TR e
a combination of which gives
1 1
——— —— =K(0) - K(®F).

p(t,O) p(tﬁﬁp)
Using (2.2), we see at least formally the above three equations correspond to (2.14), (2.11) and (2.15). Proposition 2.1
tells us that (2.14)-(2.15) are implicitly preserved although not explicitly stated by dynamics of Q.

3 Well-posedness via a relaxed problem

In this section, we study the well-posedness and regularity for classical solutions to the reformulation (2.9)-(2.12). The
key ingredient is to introduce a relaxed problem, which will also be useful in later analysis in Section 5.
To state the well-posedness result for classical solutions, we need the following assumption on initial data.

Assumption 2. We assume that the initial data Qinis € C*[0, 1] s non-decreasing and satisfies Qinis(0) = 0, Qinit(1) =
Or as well as

d d d

— Qinit(1 K(®r), — Qmit(1) — —Qinit(0) = K(®r) — K(0). 3.1

Q) > K(®6), - Qua(1) = £-Qun(0) = K(#6) = K(0) (3.1)
Remark 3.1. Assumption 2 requires that the initial data is compatible with the boundary conditions up to the first
order derivative, c.f. Corollary 2.1. We note that (3.1) is equivalent to that there exists some Ninit > 0 such that

1
Ninit

1
Ninit

d d
d_nQinit(l) = + K(®r), d_nQinit(O) = + K(0).
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For the phase response function K, we recall Assumption 1 is supposed throughout this paper.
Now we state the main results of this section. First we have the existence and uniqueness of a classical solution to
(2.9)-(2.12), up to a maximal existence time 7", which can be viewed as the first blow-up time of N (7).

Theorem 3.1. Suppose the initial data satisfies Assumption 2. Then there exists a unique classical solution (Q, N) to
(2.9)-(2.12) as in Definition 2.2 on time interval [0, 7), where 0 < 7. < +00 is the mazimal existence time.
In addition, 7. can be viewed as the first blow-up time of N(7). More precisely, if 7% < +oo then

lim N(7) = +o0. (3.2)

T (7))
Next, we show that the solution depends continuously on the initial data in C'* norm, up to the first blow-up time.
Theorem 3.2. Let Qinit,e be a family of initial data indexed by € > 0, satisfying Assumption 2, and such that
Qinit,e () = Qinit,0(+), in C[0,1], ase— 0T,

Denote the corresponding classical solution to (2.9)-(2.12) as (Q<, Ne) with mazimal existence times 72, as in Theorem
3.1. In particular, Qo, No and 1§ correspond to the initial data Qinis,o. Then we have

liminf 7} > 7. (3.3)
e—0t
Moreover, for every 0 < T < 75, we have
N.(t) = No(1)  inC[0,T], ase— 0T, (3.4)
and
Q(T,) = Qo(T,-)  inC' 0,1, ase—0". (3.5)

Finally, we can show C? regularity of Q, provided that the initial data satisfies the following additional assumption.
Assumption 3. We assume Qinit(n) € C? [0, 1] with

& i) = - Quie(0) = K (@6) L Quun(1) = K'(0)-L Qua (0) (3.6)
an init an init = F dT] init dT] init . .

Remark 3.2. Equation (3.6) is a second order condition for the initial data to be compatible with the boundary
conditions (c.f. the first order condition (3.1) in Assumption 2). It will be explained later in Section 3.4.2.

Theorem 3.3. In the same setting as Theorem 3.1, suppose the initial data additionally satisfies Assumption 8. Then
we have N (1) € C*[0,7*) and Q € C*([0,7*) x [0,1]).
3.1 The relaxed problem

3.1.1 Definition and basic propetries

A main challenge of (2.9) is the term 1/N(7), which is required to be positive in (2.13). To study the well-posedness,
we first consider an auxiliary problem where this positive constraint is removed. More precisely, we introduce N(7) € R
in place of 1/N(7) > 0. The relaxed system is given as follows

0:Q + 0,Q = N(7) + K(Q), >0, n€(0,1), (3.7)
Q(7,0) =0, >0, (3.8)
N(r) = 8,Q(r,1) — K(®F), >0, (3.9)
Q(T = 0,71) = Qunit(n), n € [0,1]. (3.10)

Compared to the original system (2.9), the only difference is that we use N(T)7 which is allowed to take any value in
R, to replace 1/N(7) > 0. Hence, under such a relaxation, we no longer need the constraint (2.13) on 9,Q. While a
negative N is not physical, it is convenient to study the well-posedness for the relaxed problem (3.7)-(3.8)-(3.9)-(3.10)
as a first step.

The definition of a classical solution to (3.7)-(3.10) is given as follows.

Definition 3.1 (Classical solution to the relaxed problem (3.7)-(3.10)). Given 0 < T < +oo, and C* initial data
Qinit(n) with Qinit(0) = 0, Qinit(1) = Pr. We say (Q, N) is a classical solution to (3.7)-(3.10) on [0,T) if

1. Q(r,n) € C*([0,T) x [0,1]) and N(r) € C[0,T).

2. Equations (3.7)-(3.10) are satisfied in the classical sense for T € [0,T).
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We have an equivalent characterization of N, whose proof is the same as Proposition 2.2 for 1/N (7).

Proposition 3.1. Suppose Q(,1) € C*([0,T) x [0,1]) and ]\2(’7’) € C[0,T) satisfies (3.7), with an initial condition
(3.10) satisfying Qinit(1) = ®r. Then the expression (3.9) for N on [0,T) is equivalent to

Q(T7 1) = (I)F7 TE [07 T)' (3‘11)

For later use, we also list the following properties of the relaxed problem (3.7)-(3.10), whose proof is similar to
Corollary 2.1 for the original problem (2.9)-(2.12).

Proposition 3.2. Let (Q,N) be a classical solution (3.7)-(3.10). Then it satisfies (3.11) and

9,Q(7,0) = N(1) + K(0),  8,Q(7,1) = 8,Q(7,0) = K(®r) — K(0).

3.1.2 Well-posedness and regularity: statements

For the relaxed problem (3.7)-(3.10), we can prove its global well-posedness and regularity.

Theorem 3.4. Suppose the initial data satisfies Assumption 2. Then there exists a unique classical solution (Q, N) to
the relazed system (3.7)-(3.10) as in Definition 3.1. The solution is global, i.e. it exists on the time interval [0, 4+00).

Theorem 3.5. Let Qinit,e be a family of initial data indexed by € > 0, satisfying Assumption 2, and such that
Qinit,e () = Qinit,0(+), in C[0,1], ase— 0T,

Denote the corresponding classical solution to the relazed problem (3.7) as (Q-, NE), as in Theorem 8.4. In particular,
Qo and No correspond to the initial data Qinit,o. Then we have for every 0 < T < 400

Ne(1) = No(r)  inC[0,T], ase—0", (3.12)

and
Q-(T,") = Qo(T,") inC'0,1], ase—0". (3.13)

Theorem 3.6. In the same setting as Theorem 3.4, suppose the initial data additionally satisfies Assumption 3. Then
we have N (1) € C'[0, +00) and Q € C*(]0, +00) x [0, 1]).

We postpone the proofs of Theorem 3.4-3.6 to Section 3.3 and 3.4. In the following, we explore the connections
between the relaxed problem and the original problem.

3.1.3 Connections to the original problem

The classical solution to the relaxed problem (3.7)-(3.10) (Definition 3.1) connects to the original one (2.9)-(2.12)
(Definition 2.2) as in the following lemma.

Lemma 3.1. (i) Suppose (Q, N) is a classical solution to the original problem (2.9)-(2.12) on the time interval [0, 7).
Then with N := 1/N the pair (Q, N) is a classical solution to the relazed problem (3.7)-(3.10) on the same time interval
[0,7). ~

(ii) Suppose (Q, N) is a classical solution to the relazed problem (3.7)-(3.10) on [0,7). Moreover assume that Qinit (1)
is increasing in 1, and that there exists 0 < 7 < 7 such that N > 0 on [0,7*). Then with N := 1/N the pair (Q,N)
gives a classical solution to the original problem (2.9)-(2.12), on the time interval [0, 7).

Proof. For (i), it directly follows from Definition 2.2 and 3.1. For (ii), it is similar. We just note that the positivity of
N on [0,77) allows N := 1/N to be well-defined, and that the two assumptions: Qinit(7) is increasing in 7, and that
there exists 0 < 7% < 7 such that N > 0 on [0, 7*), are enough to ensure that Q(s,n) is increasing in 7 at each time
s € [0,7), thanks to Proposition 2.1. O

Note that in the second part of Lemma 3.1, 7" can be smaller than 7. We can recover the original problem from
the relaxed one only when IV stays positive.

Remark 3.3. Both N and 1/N can be understood as some Lagrange multipliers to ensure the additional boundary
condition Q(7,1) = ®r, as shown in Proposition 2.2 and 8.1. However, in the original problem we require 1/N to be
positive (2.13), while here N is allowed to take any values in R, including negative ones.

By allowing negative values for N, the relazed problem can be continued after the blow-up of N. However, such a
continuation might no longer represent the dynamics of pulse-coupled oscillators. Indeed, in the relaxed problem Q can
be non-monotone after N being negative. This implies that Q no longer correspond to a pseudo-inverse for a probability
distribution. See Figure 2 for an illustration.
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Figure 2: Illustration of the relaxed problem (3.7)-(3.10) and its relation to the original problem (2.9)-(2.12).
Right: Plots of IV and N in log scale. In the original problem, the firing rate N blows up at 7. In the relaxed
problem, allowed to take negative values, IV is continued after 7*. Left: Profiles of @) at different times. Note

that at 7 = 7% + 2.5, @ is non-monotone, which implies that it no longer correspond to a pseudo-inverse. Here
K(¢) =0.75¢ + 0.2.

3.2 Well-posedness of the original problem

Theorem 3.4 shows that the solution to the relaxed problem (3.7)-(3.10) is global, but it may not correspond to the
physical dynamics of the pulse-coupled oscillator whenever N touches zero or becomes negative. Nevertheless, we can
use the well-posedness results for the relaxed problem (Theorem 3.4-3.6) to prove the well-posedness of the original
problem (Theorem 3.1-3.3).

First, we use Theorem 3.4 to derive the maximal existence and blow-up criteria of the original problem (2.9)-(2.12),
and therefore prove Theorem 3.1.

Proof of Theorem 3.1.

1. Uniqueness. Suppose there are two solutions to the original problem. Then by Lemma 3.1-(i) they are also
solutions to the relaxed problem. Therefore, they must be the same, as the uniqueness of the relaxed problem is given
in Theorem 3.4.

2. Construct the mazimal classical solution. Let (Q, N) be the solution to the relaxed problem with the same initial
data, whose global existence is ensured by Theorem 3.4. Now we aim to find the first time ]\7(7’) touching zero, defined
via

7 :=inf{r >0: N(r) = 0}. (3.14)

We have 7* > 0 and N(7) > 0 for all 7 in [0, 7*), which follows from the continuity and that initially N (0) > 0 by
Assumption 2 (c.f. Remark 3.1). Hence by Lemma 3.1-(ii) we can construct a classical solution to the original problem
on [0,7*), with the same Q and N = 1/N.

When 7" = 400, we have constructed the global classical solution to the original problem.

When otherwise 0 < 7% < co, we have N(7*) = 0, hence we derive that the firing rate blows up at 7*

lim N(r)= lim ~1 = +o0
T (r7) 7= ()~ N(T)

In this case, we have constructed a classical solution on [0,7") with 7" being the first blow-up time of the firing rate
N(7). |

We summarize the construction in the proof of Theorem 3.1 as the following corollary.

Corollary 3.1. Suppose the initial data satisfies Assumption 2. Then there exists a unique global classical solution
(Q,N) to the relazed problem (3.7)-(3.10). Define 7* > 0 as in (3.14). Then, restricting to [0,7*), with N := 1/N,
(Q, N) gives a classical solution to the original problem (2.9)-(2.12) with ™ as its mazimal existence time.
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Together with Theorem 3.5-3.6, we can obtain the continuous dependence on initial data and regularity before the
blow-up, and thus prove Theorem 3.2-3.3.

Proof of Theorem 3.2. We follow the construction in Corollary 3.1.

Let (Q., N.) be the corresponding solution to the relaxed problem (3.7)-(3.10). In particular, 7§ is the first time
that Ny touches zero and NO(T) > 0 for all 0 < 7 < 7. Then for every 0 < T < 7§, No has a uniform positive lower
bound on [0, 7], which allows us to use (3.12) in Theorem 3.5 to deduce that N.(7) > 0 on [0,T] for ¢ small enough.
Hence we derive

liminf 7 > T,
e—0t

for every 0 < T' < 7, which implies (3.3).
Then by the construction N. = 1/N¢, (3.4) follows from (3.12) and the uniform positive lower bound on [0, 7. And
(3.5) follows from (3.13).
O

Proof of Theorem 3.3. The proof is direct, as the solution to the original problem is constructed via a restriction in
time by Corollary 3.1, which will inherit the regularity for the relaxed problem in Theorem 3.6. O

Finally, we note that when a classical solution to the original problem blows up, the profile @ still has a well-defined
limit towards the blow-up time 7*. This is a direct consequence of the construction in Corollary 3.1.

Corollary 3.2. Let (Q, N) be a classical solution to (2.9)-(2.12) on the mazimal existence interval [0, 7*) as in Theorem
3.1. If 7" < oo, then the pre-blow-up profile

QU(r™)7,):= lim Q(r,), where the limit is in C'[0,1],

T (7*)"

is a well-defined function. Moreover, it satisfies 0,Q((77)7,1) = K(®r).

3.3 Relaxed problem: mild solution

In what follows, we study the well-posedness and regularity for the relaxed problem and provide proofs for Theorem
3.4-3.6. We take a “bottom-up” approach, starting with simpler problems for which the existence is more directly
available, then step by step move to the full relaxed problem (3.7)-(3.10) and recover its regularity.

We start with a further simplified problem, replacing N(7) in (3.7) by an external source f(7).

0:Q +0,Q = f(1) + K(Q), >0, ne(0,1),
Q(r,0) =0, >0, (3.15)
Q(T =0,1) = Qunit(n), n € [0,1].

Equation (3.15) is still nonlinear due to a possibly nonlinear K(Q). But we can already solve it via the characteristics
when f is given. This motivates us to define the flow map and the mild solution as follows.

For a given (locally bounded) function f, we introduce the flow map \Ilﬁs_w(x), starting at time 7, with initial
position x, defined via the solution to

Lwt (@)= KW @) + (), 7> 7,

qjis—ws (x) =z, z2>0.

(3.16)

The flow map is well-defined thanks to Assumption 1 on K. Then we can define the mild solution to (3.15).

Definition 3.2 (Mild solution to external source problem (3.15)). Given a pointwise-defined initial data Qinit(n) with
Qinit(0) = 0 and f(7) a locally bounded function in time, a mild solution to (3.15) is a pointwisely defined function
Q(1,m) given by

; (3.17)
qu—»‘r(Qinit(n - T))7 0 S T S n S 17

where \IlﬁsﬁT is the flow map associated with f as defined in (3.16).

vl (0), T>n>0,
Q(m)—{ 70 !

Now we define the mild solution to the full relaxed problem (3.7)-(3.10). Compared to Definition 3.2 we need to
determine the correct external source N.

Definition 3.3 (Mild solution to the relaxed problem (3.7)). Given initial data Qinit(n) satisfying Qinit(0) = 0 and
Qinit(1) = ®r, a mild solution to (3.7)-(3.10) is a pair (Q, N) where N is a locally bounded function and Q is the
corresponding mild solution to (3.15) with f(1) = N(7) as the external source, such that

Q(1,1) = Pp, V7 > 0. (3.18)
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Compared to Definition 3.1 of the classical solution, we require less regularity. Here we use (3.18) to determine N
instead of (3.9). Note that the condition (3.18) does not involve 9,Q in contrast to (3.9). We know these two conditions
are equivalent for the classical solution by Proposition 3.1. In particular a classical solution in Definition 3.1 is a mild
solution here.

As a first step towards Theorem 3.4, we prove the well-posedness to (3.7)-(3.10) in terms of the mild solution.

Proposition 3.3 (Existence and Uniqueness for the mild solution to the relaxed problem). Given initial data with the
regularity Qinit(n) € WI’C’O(O7 1) satisfying Qinit(0) = 0 and Qinit(1) = ®r, there exists a unique mild solution (Q,N)
to the relaxzed problem (3.7) in the sense of Definition 3.8, which is global in time. Moreover, for each T > 0, 0,Q(T,")
is in W (0,1) with growth estimates

||87]Q(’7'7 c)||Loo(071) < eKlT <H let( )HLao((Ll) +CT1+ C) s T > O, (319)
||N||Loo(0’7.) S CKIT <Hd—nQinit('n)HLoc(0’1) + CT + C) s T > O7 (320)

where K1 := ||K'||peor) > 0 and C > 0 are constants independent of initial data.

The following classical properties of the flow map \IJJ;S_,T (z) will be useful for the proof of Proposition 3.3. Recall
we take Assumption 1 for K throughout this paper.

Lemma 3.2 (Classical properties of the flow map). Let f be a locally bounded function. Then the flow map \IlﬁsAT(x)
defined in (3.16) has the following properties.

1. (Dependence on x) It is C* w.r.t. the initial position x and the derivative is given by

aax(\lfwr —exp(/ KW ( ))dt)A

2. (Dependence on 7s) It is absolutely continuous w.r.t. the starting time 7s, and the almost everywhere derivative
is given by
0
S (o) = = (K@) + 1)) exo (|10 e

3. (Stability in f) For two different external sources fi, f2, we have the following stability estimate
(Wl (2) = W, ()| < e“2TAT A — ol rary, AT =TT 20,
with a constant C > 0 depending only on K.
The proof of Lemma 3.2 is classical.

Proof of Proposition 3.3.

Step 1. 7 € [0,1), reduce to a fized point problem. Denote the solutlon to the simplified problem (3.15) with external
source f as Q. Then by Definition 3.2 for 7 € [0,1), Q7 (7,1) = ¥{_, (Qinit(1 — 7)). Therefore on this time interval
(3.18) is equivalent to

U, (Quin(l —7)) = ®r, T€[0,1). (3.21)

Due to the regularity assumed for Qinit, K and f, we note the map 7 — U/ _(Qinic(1 — 7)) is absolutely continuous
in 7. Hence as Qinit(1) = ®r, taking the derivative in 7, we see (3.21) is equivalent to

L (Wl (@it =) =0, T el0,1), (3.22)

where the derivative is understood in the almost everywhere sense.
We calculate

d 19} d
2 (Ve (Qui1= 7)) = 2 @amtucion) = 55 ¥ Qi1 = D) Qa1 = 7). (323)

where we use the chain rule for the second term, relying on the regularity of Qinit.
To treat the first term on the right hand side of (3.23), by definition of the flow map we have

DUl (@)oo = £+ KO (Qui (1~ 7))

= f(r) + K(Q'(r,1)). (3.24)
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For the second term we use Lemma 3.2-1 to derive

%(‘I’(fo(Qinit(l ( / K'(W], (Qunir(1 — )))ds)
p(/o K’(Qf(s71—r+s))ds) (3.25)

Plugging the above expressions (3.24)-(3.25) into (3.23), we deduce that (3.22) is equivalent to the following fized
point problem, for T € [0,1)

£) exp(/ K'(Q (5,1 7 + ))d ) 4 (1= 7) — K(Q(r,1))
— F() ().

Recall here that Q7 is the solution to the simplified problem (3.15) with external source f, as defined in (3.2). More
explicitly we have for 0 < s <7 <1

(3.26)

Qf (5,1 =7 +5) = U (Quie(1 = 7)), (3.27)
Qf(1,1) = Ui, (Qumie (1 — 7). (3.28)

Step 2. T € [0, A7), locally solve the fized point problem. Next, we show that the fixed point problem (3.26) can
be locally solved via the Banach fixed point theorem. More precisely, we shall prove the following estimate, for all
0< AT <1,

IF(f2) = F(f)llm(oan) < CAT <1 + H d%czm(m

) If1 = f2lleee 0,27, (3.29)
L (0,1)

where C' > 0 is a constant independent of the initial data. The estimate (3.29) implies that F is a contraction on
L*>(0, A1) with A7 given by, e.g.

1
2C (1 + H%Qinit(n)”L‘x’(O,l))

AT =min | 1, (3.30)

Hence, by the Banach fixed point theorem, on (0, A7) we can obtain a unique f =: N as a fixed point to (3.26),
therefore a unique mild solution on that time interval.
Now we prove (3.29). First we apply Lemma 3.2-3 to (3.27)-(3.28) to obtain

Q7 (5,1 =7 +8) — Q" (5,1 — 7+ )| < Cs]|f1 — fallp= (0.9
S CATHfl — fQHLoo(()’AT), 0 S S S T S AT S 1, (331)

and

|Qf1 (m,1) = QfZ (r, DI <C7lfr = fQHL“(O,T)
S CAT||f1 — fQHLoc(QAT)7 0 S T S AT S 1. (3432)

Next we estimate the difference F(f1) — F(f2). For the first term in (3.26), we calculate

exp ([ K@ (5.1 7+ 9)a ) L Quuie(1 )—exp(/ K(Q" (s,1~ 7+ 5))d ) L Quuie(1 = 7)
exp(/o K/(Qfl(s,l—T—&-s))ds)—exp(/o K/(QfZ(sJ—T—&—s))ds)‘

/T K'(Q"(s,1 —7+5))ds — /T K'(Q"(s,1 -7 +s))ds
0 0

||d—nQinit(77)||L°°

d
< Cl\d—nQamt(n)lle (3.33)

And using (3.31), we have

/T K'(Qf1(3,177'+s))d37/7 K'(sz(s,lfTJrs))ds‘
Jo 0
< Ct sup |K/(Qf1(8,1—T+8))d8—K/(Qf2(871—T+8))|
s€(0,7]

< C'7'2||fl — fallzoo (0,7
< CAT|fr —f2||Loo(o,AT)7 0<T<AT<1.
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Hence together with (3.33), we derive for 7 < At

exp</ K'(Q"(s,1—7+s))d ) — Qimit(1 —7)— exp(/ K (Q™(s,1—7+5))d ) —Qinit(1 — 7)

< CATH let( Mrellfi = f2llzoo (0,a7)- (3.34)

For the second term in (3.26), we use (3.32) to derive for 7 < At

IK(Q"(7,1) = K(Q"(r,1)] < CIK | AT f = fall = 0,am) < CAT|f1 = fallL(0,80)- (3.35)

Finally, as both terms in (3.26) are estimated, we combine (3.34) and (3.35) to obtain (3.29).
For later uses, we note that since (3.21) holds when f solves the fixed point problem (3.26), we can replace Q' (r, 1)
by ®F to derive

f(r )fexp(/ K (Q'(s,1—7+s))d ) —Qunit(1 = 7) — K(®F). (3.36)

Step 8. A Priori Growth Estimates. In Step 2 we have shown that we can locally obtain a unique mild solution, on
a small time interval depending on H%Qinit(n)HLw(o,n, as in (3.30). To obtain a global solution, now we control the
growth of the L° norm of the spatial derivative.

We first work for 7 € [0,1]. For the desired solution, f = N solves the fixed point problem (3.26) and therefore
(3.36), which allows us to estimate as follows

IN(D)| = If(7)] < + |K(®r)|

exp(/ K'(Q'(s,1—7+5))d ) ——Qunit(1 — 7)

< KITH ant( Mzee(o1) +C, 7 €10, 1], (3.37)

where we have used the boundedness of K’ with K1 = ||K’||peo(r). Then we calculate 9,Q, using Definition 3.2 and
Lemma 3.2

(5 0)+ fr e ([ K@ s —r4nds). 0<u<r

mQ(7,m) = J o (3.38)

d—nQinit(n — T)exp (/ K (Q'(s,s — T+ n))ds) , 7<n<l
0

Note that at this stage whether 9,Q(7,n) is continuous at 7 = 7 does not come into play as we look for the L™ weak

derivative. For 0 < 7 < 7, we estimate using (3.37)

ey @ o d
10,Q(7,m)| < (K(0) + | f(T —n)|)e"1" < (C + el ">|\d—an(n)||Lw) e < 1 |2 Qunse (Ml +C.
For 7 < n < 1, it is direct to obtain

e < K”H Qum( )zoe

d
19,Q(r )| < ‘d—nQinu(n 7

All together we have
oy d
[100Q(7, M Loe (0,1) < € IId—anit(n)||Loo(0,1) +C, T€[0,1]. (3.39)

For 7 > 1 we similarly have
105 Q (7, M= (0,1) < € 10aQ(T = 1, )| Loo 0,1y + C,s
which iteratively yields
19,Q(7, Ml zos 0,1y < e (110,Q(7 = [7], )| ow 0,1) + CI7]) (3.40)
where we use [7] to denote the integer part of 7. Combining (3.40) and (3.39) we obtain the desired estimate (3.19).
For N, similar to (3.37) we have for 7 > 1

IN(T)| < e"0,Q(r =1, )| 0,1y + C,

combining which with (3.19) gives (3.20).

Step 4. Towards a global solution. In Step 2 we have shown the local well-posedness on [0, A7], with a timestep
related to the L™ norm of the spatial derivative (3.30). The bound (3.19) ensures that this L°° norm, despite may
grow exponentially as time goes to infinity, is uniformly bounded on every finite time interval [0, 7], which allows us to

extend the solution towards 7 =T for every T < +o00. Therefore, we can obtain a global solution.
O
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As a corollary of the construction in Proposition 3.3, we deduce the continuous dependence on initial data for the
mild solution.

Corollary 3.3. Let Qinit,c be a family of initial data in W °°(0,1) indexed by & > 0 satisfying Qinit,c (0) = 0, Qinit,c (1) =
®r such that

Qinit,e(-) = Qinito(), in Wh(0,1), ase—0". (3.41)
Denote the corresponding mild solution to the relazed problem (3.7) as (Q-, ]\75), as constructed in Proposition 3.3. In
particular, Qo and No correspond to the initial data Qinit,o. Then we have for every 0 < T < +o0

Ne(1) = No(t)  in L=(0,T), ase— 0%, (3.42)

and
Q-(T,") = Qo(T,")  inW"™(0,1), ase—0". (3.43)

Proof.
Step 1. Local convergence of N. We shall use that f = N satisfies the fixed point problem (3.26)
T d
f(r) =exp (/ K(Q'(s,1—7+ s))ds) d—nQinit(l —7)— K(Q'(r,1))
0
=: F(f, Qinit),

where we extend the notation of F to F(f, Qinit) for the dependence on Qinis. Note that in (3.44) Qf depends on both
the external source f and the initial data Qinit.

We shall estimate how the fixed point f of (3.44) depend on Qinis. Similar to the calculations behind (3.29), it is
tedious but straightforward to show for 0 < A7 <1

H]:(f7 Qilnit) - ]:(f7 Q?nit)”LOO(O,AT) < CHQilnit - QieritHWIu‘x’(O,l)7 (345)

(3.44)

where the constant C' > 0 depends on || f|| L (0,1) and max(||Qi1“it||W1,oo(0’1), ||Qi2“itHW1,oc(O’l)).

For At small enough (depending on HQiinitHWl’Oo(O,l)) we know from (3.29) that F(-, Qi) are contractions on
L*(0, A7) with a rate, says, 0 < a < 1, for both i = 1, 2.

Now we estimate the distance between two fixed points given by

fi:f(fi7Qiinit)7 22172
We write

fr=f2 = F(f1, Qinie) — F(f2, Quse)
:f(thilnit)_-F(f27Qi1nit)+-F(f27Qi1nit) _f(f27Q12nit)7

and derive using the contraction property of f and (3.45)

If1 = falloo0,am) < IF(f1, Qinie) — F(f2, Qinie) |l L 0.ar) + IF (f2, Qinie) — F(f2, Qi) ll oo (0,a7)
< 0‘Hf1 - f2||L°°(0,Ar) + CHQilnit - Qi2nit||W1v°°(0,1)7
which gives
11 = Follimoan < 7o @b~ Qhullwi o (3.46)
We apply (3.46) to Qinit,e to derive that
N.(7) = No(t) in L=(0, AT), ase— 0%, (3.47)

Note that here constants in (3.46) C' > 0, € (0,1), A7 > 0 can be uniformly chosen, due to that the W norm
of Qinit, is uniformly bounded thanks to (3.41), and that the L° norm of N is controlled by (3.20) in Proposition 3.3.
This justifies the application of (3.46) to obtain (3.47).
Step 2. Local convergence for Q. With (3.47), using the expressions (3.17) and (3.38) for @ and 9,Q, we see for
every 0 < 7 < AT
Q< (T1,+) = Qo(r,") in Wh*(0,1), ase— 0",

Step 8. Towards infinity. With the result in the second step, we can start at a new time, choose Q(7,-) as a new
initial data and repeat the previous arguments.

Similar to the proof of Proposition 3.3, the only constraint on the choice of the time step is the growth of the W1
norm of Q(r,+), which is under control thanks to (3.19). Therefore we can repeat the above procedure towards infinity
(that is, (3.42) and (3.43) hold for all T' < 400).

O
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We state the following characterization of N, which will be useful for the later proof of Proposition 3.4.

Corollary 3.4. Let (Q,N) be a mild solution to (3.7)-(3.10). Then f(t) = N(7) satisfies the following fized point
equation for T € [0,1)

F(r) = exp (/OT K'(QF (s,1— 7+ s))ds) dif?Qimtu )= K(®p), (3.48)
— exp </0T K (W, (Quie(1 T)))ds> d%Qi,m(l — 1)~ K(®p). (3.49)

Here QF denotes the solution to the simplified problem (3.15) with external source f.

Proof. Here (3.48) is just (3.36). And then (3.49) is obtained by plugging in (3.27). |

3.4 Relaxed problem: regularity

We proceed to improve the regularity of the mild solution obtained in the previous section, under more requirements
on initial data.

3.4.1 From mild to classical: Proof of Theorem 3.4-3.5
Proposition 3.4. Suppose Qinit € Cl[(), 1] with Qinit(0) = 0, Qinit(1) = ®r and suppose additionally

d d
d—nQinic(l) - d—nQinic(O) = K(®r) — K(0). (3.50)

Then the mild solution obtained in Proposition 3.3 is classical, in the sense of Definition 3.1, and thus it satisfies the
properties in Proposition 3.2.

Compared to Proposition 3.3, two more conditions on initial data are imposed: C' regularity instead of W,
and the compatibility condition (3.50), which is (3.1) in Assumption 2. Proposition 3.4 claims that with these two
additional conditions, the mild solution (Definition 3.3) as constructed in Proposition 3.3 is indeed a classical solution
(Definition 3.1).

Proof of Proposition 3.4. We first show the desired regularity for 7 € [0,1).

Step 1. Continuity of N. We already know N(T) is locally bounded in Proposition 3.3. To show the continuity,
we shall use the fixed point equation (3.49) in Corollary 3.4. For convenience, we still use the notation of the external
source f with f = N. Note that as long as f is locally bounded and Qini¢ is continuous, then W) . (Qinic(1 — 7)) is
also continuous with respect to 7 by Lemma 3.2. Therefore we can readily check that the right-hand side in (3.49) is
continuous in 7, when we further know %Qinit is continuous. This gives the continuity of f = N(7) on [0, 1).

Step 2. Regularity of Q. Now we proceed to show that Q(7,n) is C*([0,1) x [0, 1]). By Definition 3.2 for the mild

solution, we see 7 is continuous when the initial data and the external source f = NN is continuous.
Moreover, we can compute the spatial derivative as (3.38)

KO+ s =myeso ([ K@ a=rn)is), 0<y<r

OnQ(7,n) = (3.51)

& Quisty ~ ) exp (/ K'(Q(s,5— 7+ n))ds) L r<n<i

For this piecewise expression, we need to check the continuity at 7 = 7. Here the compatible condition (3.50) comes
into play. We derive, using (3.49) at 7 = 0 and (3.50)

K(0) + £(0) = K(0) + di;czimm) C K (@p) = d%cgm(m,

which implies that the expression (3.51) is continuous at 7 = 7. Furthermore, together with the continuity of Q¥ we
can check that (3.51) gives a continuous function on [0, 1) X [0, 1]. For the temporal derivative, by definition (3.17) we
compute 0-Q = K(Q) + ]\7(7’) — O, @, which gives both the regularity of 9-Q as the right hand side is a sum of three
C* functions, and that the equation (3.7) is satisfied in the classical sense. From (3.48) and (3.51), we also recover the
relation (3.9).

Step 3. Beyond [0,1). Above, we have worked for 7 € [0,1). To extend the results for all 7 > 0, it suffices to show
that the conditions on initial data holds for Q(r,-) when 7 € [0, 1).
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Indeed, we have already shown that 9,Q is C* and that the boundary values of Q are prescribed in the construction
of the mild solution. It only remains to check the compatibility condition (3.50), for which we compute as follows, using
(3.51) and (3.48)

mmnn:%@mufﬂmﬁﬁﬁaywsﬂ»umﬁ:ﬂﬂ+K@m:&@hm7K@+K@w

Hence, we can start from e.g. 7 = 1/2, and extend the arguments in Step 1-2 to obtain the regularity for 7 € [1/2,3/2).

We can conclude the result for all 7 > 0 by iteration.
|

Remark 3.4. Note that if the compatibility condition (3.50) is initially violated, then there will be a discontinuity in
Oy Q, which propagates along the characteristic T = n till T = 1 since the compatibility condition in Proposition 3.2 is
not met. And then this discontinuity will appear again at n = 0.

Now we have enough preparations to prove Theorem 3.4 and Theorem 3.5.

Proof of Theorem 3.4.

1. Global existence. The mild solution constructed in Proposition 3.3 is classical by Proposition 3.4, which gives
the global existence.

2. Uniqueness. For two classical solutions with a same initial data, we can directly check thanks to Proposition 3.1
that they are also two mild solutions. Hence by Proposition 3.3 they must be the same. O

Proof of Theorem 8.5. It directly follows from Corollary 3.3. Note that the convergence in L>(0,7") becomes in C[0, T
etc., thanks to the regularity by Proposition 3.4. O

3.4.2 From C' to C?: Proof of Theorem 3.6
Proposition 3.5. In the same setting of Proposition 3.4, suppose additionally Qinix € C?[0, 1] with

& i) = L Quie(0) = K (@6) L Quu(1) = K'(0)-L Qua (0) (3.52)
d'l’]2 init d'l’]2 init F d’l] init d’l] init . .

Then we have better regularity for the solution: N(t) € C*[0,400) and Q € C*([0,400) x [0,1]).

Let us explain how a second order condition (3.52) arises. It might be better to view 8,Q(7,n) =: Z(7,n) as the
solution to the following first order system, as derived at least formally in (2.17) for the proof of Proposition 2.1,

(0 +8,)Z = K'(Q)Z, T>0,1m¢€(0,1),
Z(1,0) = N(r) + K(0) >0, 7>0, (353)
Z(0,m) = dinQinit(Tl)7 n € [0,1].

In terms of Z, we rewrite the previous first order compatibility condition in Proposition 3.2 as
Z(r,1) — Z(7,0) = K(®r) — K(0).

Taking derivatives w.r.t 7, we obtain
0-Z(r,1) — 8:Z(7,0) = 0. (3.54)

Now we use the equation (3.53) to replace the temporal derivatives in (3.54) by the spatial ones
nZ(1,1) — 0, Z(1,0) = K'(Q(7,1)) Z(7, 1) = K'(Q(7,0)) Z(7, 0)
= K'(®r)Z(1,1) — K'(0)Z(1,0). (3.55)
Set 7 =0 in (3.55) and we obtain (3.52).

The proofs of Proposition 3.5 and Theorem 3.6 follow the exact blueprint of Proposition 3.4, so we skip them for
the sake of brevity.
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4 Contraction/Expansion estimates

In this section, we prove stability estimates in different norms for classical solutions of the @Q-formulation (2.9)-(2.12).
Later on, in Sections 5 and 6, it will help us to distinguish different qualitative behaviors: asymptotic equilibration and
blow-up in finite time. Using the @Q-formulation, we shall derive key estimates for the dynamics of classical solutions,
which are in the following form

T Q1(0) = Q2(0)]| < Q1 (7) — Q2(7)| < €7 Q1(0) — Q2(0)]- (4.1)
Here Q1, Q2 are two classical solutions to (2.9)-(2.12), and kmin, kmax relate to K(¢) via

b = KO + [ (K@) -db = KO + [ ((0) s (4.2)

The estimates hold as long as the classical solutions exist, and || - || is a suitable norm to be specified. A particular class
of phase response functions K will simplify some of our main results:

Assumption 4. K € C?|0, ®r] is either convex on [0, ®r] or concave on [0, ®r].
In other words, Assumption 4 is equivalent to K''(¢) does not change sign on [0, ®r].

Remark 4.1. If Assumption 4 holds, then

. / /
e = Ok = B O
Note that in general ) ,
i < B0 110 = g 10) = B )
In Section 4.1 we shall present and explain the estimate (4.1) when || - || is a BV norm. Section 4.2 is devoted to the
case when || - || is a variant of the L? norm. These two cases can be unified into a framework in Section 4.3, utilizing

the perspective that N(7) is a “Lagrangian multiplier” for the constraint Q(7,n = 1) = ®r (see Proposition 2.2).

4.1 A BV estimate

Let (Q1, N1), (Q2, N2) be two classical solutions to (2.9)-(2.12) with different initial data. Then we have (2.9) holds in
the existence time interval of QQ1,Q2, i.e. for ¢ = 1,2,

0:Qi + 0,Q; = + K(Qs).

N;(7)

If we directly compare Q1 and Q2 by subtracting their respective equations, the term 1/N1 — 1/N> arises. This term is
difficult to control due to the nonlocal dependence of 1/N on the boundary derivative of @, as in (2.11), but it is also
simple as it is a constant in 7. Taking the derivative w.r.t 7 in the equation (2.9), then 1/N disappears and we obtain
an equation for 0,Q

(aT + aﬂ)(anQ) = K/(Q)GWQ7 T > 07 ne (07 1)' (4'4)
Note that (4.4), as an equation for 9,Q), is still nonlocal due to Q = fon 0,Qd7 in K'(Q).

Theorem 4.1. Let (Q1,N1) and (Q2, N2) be two classical solutions to (2.9)-(2.12). Then we have
ekminTH&le(O) - 877(022(0)H141(0,1) <05 Q1(T) — anQQ(T)HLl(O,l) < ekmaﬂHaan(O) - a77(022(0)HL1(0,1)- (4.5)
The estimates hold whenever the two classical solutions exist up to time 7. Here kmin and kmax are defined in (4.2).

Before proving Theorem 4.1, we will discuss its consequences on the asymptotic behavior of classical solutions and
implications in particular cases.

For instance, when Kmin > 0, (4.5) implies that [|0,Q1(7) — 8,Q2(7)||11(0,1) grows exponentially. However, it shall
be uniformly bounded since

182@1(7) — 82@2() 1201y < [0 @1 (M1 01y + 0@ (P21 0t
1 1
- / 0, Q1 (r, ) + / 0,Q>(r, m)dn (4.6)
0 (0]
=Q1(7,1) — Q1(7,0) + Q2(7,1) — Q2(7,0) = 2Pp,

where we use Q; is increasing in space in the second line, and use boundary condition (2.10) and Proposition 2.2 in
the last line. This leads to a contradiction with the lower bound in (4.5) when kmin > 0 and Q1(0) # Q2(0). As a
consequence, at least one of @); blows up in finite time (for more discussion on this see later Theorem 6.1).
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On the other hand if kmax < 0, (4.1) implies exponential convergence to the steady state, provided that both the
global solution and the steady state exist.

In view of Remark 4.1, kmin > 0 implies that K’ > 0 on [0, ®r]. They are equivalent if Assumption 4 holds. The
same can be said between kmax < 0 and K’ < 0 on [0, ®r].

Remark 4.2. By (2.2), we can rewrite the distance in (4.5) using the density function p and denoting 1 = Q1(n),
B2 = Q2(n)

1 B 1 [ pa(e1) — pa(d2)
() m(@(n))‘d"*/o @np(sa) |

This can be understood as a modified weighted L' distance (between probability density p).

Remark 4.3. Thanks to the boundary condition (2.10) Q1(7,0) = Q2(7,0) = 0, the norm in (4.5) controls the
Wasserstein distance between the measures p1 and p2 of any exponent. Actually, we have

n
|Q1(7,m) — Qa2(7,n)| < /0 [07Q1(7,7) — 0nQa2(7,7)|di} < 1|0nQ1(7) — 0 Q2(T) L1 (0,1)- (4.7)

1
Haan - 3nQ2HL1(0,1) = /
Jo

The link to optimal transport is built on the following classical isometry between probability measures and their pseudo-
inverses (see e.g. [58, Theorem 2.18, Chapter 2.2])

Q1 — QzllLr(0,1) = Wp(pa, p2), (4.8)

where W), is the p-Wasserstein distance between measures, for all 1 < p < oo, see e.g. [53, 58]. Taking the supremum
in n on the left-hand side of (4.7), we conclude that

Wi(p1, p2) < Wp(p1,p2) < Weo(p1, p2) < 1107Q1(T) — 05Q2(7)|L1(0,1)
foralll <p < oo.

Let us point out that Theorem 4.1 relies crucially on the dilated timescale 7. Indeed, to obtain contraction/expansion
estimates, we compare two solutions at the same 7 time value. For two different firing rate N1,N2, by definition (2.8),
the same 7 time value in general corresponds to different times in timescale ¢t. More precisely, Q1(7) —Q2(7) corresponds

to Ql(tl) — Qg(tg) with
T o1 ~ . T o1 N
th = /0 —N1 (7:) dr, to = /0 —N2 (%) dT,

which are not the same in general. Nevertheless, we can still derive a simple result in ¢ from Theorem 4.1 when Q> is
a steady state, i.e. does not depend on time.

Corollary 4.1 (See also [38, Theorem 1]). Suppose there exists a steady state Q*(n) to (2.9)-(2.12). Let (Q,N) be a
classical solution to (2.9)-(2.12). With abuse of notation, we also use Q(t,n) and N(t) to denote their counterparts in
t timescale through the change of variable (2.8), which give a solution to the system in t (2.3)-(2.7). Then we have

7 0,Q(0) = 0,Q 110,y < 19:Q() = 94Q 3 o) < V0,000 ~0,Q a0y (49)
where .
T(t) :/ N(s)ds,
and kmin and kmax are defined in (4.2). ’
Proof. Take Q1(7,n) = Q(7,n) and Q2(7,n) = Q*(n) in Theorem 4.1, and then we have

e minT]19,Q(0) — Q" 10,1y < 90Q(T) = 33Q [ 10,1y < " mx719,Q(0) — Q" L1 (0,1)5
Changing back to timescale ¢ via (2.8) we obtain (4.9). Note that dr = N(t)d¢ gives the formula of (). a

Indeed, Corollary 4.1 recovers in particular a main result obtained in the pioneering work [38] under Assumption
4. They directly calculated in t timescale without working with an equation for @) explicitly. The proof of Theorem
4.1 below provides the general argument for estimating the distance between two general solutions by working with the
equation for @ in the dilated timescale 7. This generic property for two solutions unveils a more generic structure of the
equation with respect this distance. The original use of the BV distance [|0,Q(t) —0,Q"[| 11 (0,1) between pseudo-inverses
in [38] was inspired by their earlier work on the particle system [36, 37]. We refer to [38, Section IV.B] for this discussion.

We now turn to the proof of Theorem 4.1. Its proof is divided into two steps. In Lemma 4.1 we derive an identity
for the time derivative of ||0,Q1(7) — 0,Q2(7)||L1(0,1) and in Lemma 4.2 we estimate it. Then we can conclude by the
Gronwall inequality. We recall the definition of sign function as it will appear in the following lemmas.

1, z >0,
sign(z):=<0, =0, (4.10)
-1, z<0.
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Lemma 4.1. Let (Q1,N1) and (Qz2, N2) be two classical solutions to (2.9)-(2.12). Suppose two classical solutions exist
up to time 7. Given
1
I(r):= /
Jo

877Q1(7'7 n) — 0, Q2(, n)‘dn = Haan(T) - 877Q2(T)”L1(0,1)7 (4.11)

we have .
I(r) —I1(0) = / Ik (s)ds, (4.12)
0
where Ik (T) is defined as

()= [ 0,(K(@u(rom) = K(@alrun) ) s (0,Q (1) = 9y Qalro) . (413)

Proof. We will primarily work in the case when the initial data of Q1 and Q2 satisfy Assumption 3. This ensures
the solution Q1,Q2 are C? by Theorem 3.3, which is convenient for some intermediate calculations involving second
derivatives of ;. In general when the initial data may not satisfy Assumption 3, we can use a density argument. More
precisely, we can approximate the initial data in the C*[0, 1] norm, by a sequence of initial data that satisfy Assumption
3. With (4.12) proved for those initial data, we can pass to the limit and obtain the result for the original initial data,
using Theorem 3.2.

First we justify the differentiation in time for the L' norm, treating the issue that the absolute value function |z|
is not differentiable in the classical sense at x = 0.

Note that the following holds for a C* function f(7)

£ - 10 |—/ £ (s)sign (f£(s)) ds, (4.14)

with the sign function defined in (4.10). This can be verified by, e.g., using a family of regularized functions to
approximate the absolute value |x|.
We extend this argument to include spatial dependence. Consider a two-dimensional C* function f(r,n). We derive

[ i = [“1somian= [ [7 2 stsonpsen (st as ) an
= /OT </01 %f(s,n)sign (f(s,m)) dn) ds,

by Fubini’s theorem. Taking f(7,n) = 0,Q1(7,n) — 9,Q2(7,n), we obtain

0= [ s (4.15)

50) = [ 0:(0,@u(rn) = 0,Qa(rom) Jsin (0,Q (1) = 2, Qa(r ) (4.16)

where I(7) is defined in (4.11) and J(r) is given by

Then it remains to show that J(7) coincides with I (7) defined in (4.24). Taking the derivative w.r.t n in the equation
(2.9), we have (0- + 9,)(0,Q:) = 9, (K(Q5)), for ¢ = 1,2 which gives 9-(0,Q:) = 9, (K(Q:)) — 0,(9,Q:). Hence, we
compute

O (0nQ1 — OnQ2) = On(K(Q1) — K(Q2)) — 0n(9,Q1 — 0,Q2) (4.17)
Substitute (4.17) into the definition of J(7) in (4.16), and we derive

1) = [ 0,(K(Q:) ~ K(@2)sizn 0,@u(rom) = 0,Qa () d

1
— [ 00(21: = 9,2 sizn 0@ (o) = 0,Qa(rom) d

1
=1Ik(T)— /0 Oy (Ban - Ban)sign (0nQ1(7,m) — 0y Q2(7,n)) dn, (4.18)

where in the last line we use the definition of Ix (4.24).
Our conclusion is equivalent to show that the last term in (4.18) is zero. We calculate (or using (4.14))

1 1
/0 B (0n@1 — 01Q2) sign (99 Q1 — Dy Q2) dy = / D00 Q@1 — Q]
=[0,Q1 — 07Q2|(7,1) — [07Q1 — 0, Q2|(T,0). (4.19)
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To show the right hand side of (4.19) is zero, it suffices to prove (a stronger result)

87]@1(7—7 1) - 8TIQ2 (7—7 1) = aan(T7 0) - anQQ(T7 0) (420)
Actually, we have the following formulas, for i = 1,2,
% + K(0) — 9,Q4(r,0) = 0, (4.21)
1
A + K(®r) — 0,Q:(7,1) =0. (4.22)

7

Here (4.21) is just (2.14) in Proposition 2.1 and (4.22) is just the definition of N in (2.11). Using (4.21) and (4.22) we
derive 1 L
OnQ1(7,0) = 9yQ2(7,0) = — — —— = 0nQu(7,1) — 9y Q2(7, 1),
Ni N
which gives (4.20). Hence by (4.19) the last term in (4.18) is zero and we have J(7) = Ix(7). Then by (4.15) we
conclude the proof. O

We have derived (4.12). The next step is to control Ix(7) in terms of I(7). This is trivial when K(Q) = kQ + b is
an affine function, in which case

Iir) = [ 0,(@u(rim) = Qatr))sien (0,1 (7. 1) = 0, Q) d

1
—k / 10,1 (7,1m) — ByQa(rm)|dn = KI(7).

For general K, we have the following Lemma 4.2. It does not rely on any temporal information for the solution of
the PDE (2.9). Hence we state it as an inequality for spatial functions Q(n) such that @ is increasing with Q(0) = 0
and Q(1) = ®r. We recall that those properties are features of a pseudo-inverse and hold for a solution to (2.9)-(2.12),
as in Proposition 2.1, the boundary condition (2.10) and Proposition 2.2.

Lemma 4.2. Let Q1,Q2 € C'[0,1] two be non-decreasing functions with
Q1(0) =Q2(0)=0,  Qi(1) =Q2(1) = Pr. (4.23)
Given . .
I:= / 10, Q1(n) — 0,Q2(n)|dn = / (9,Q1 — 9y Q2)sign (0nQ1 — 0nQ2) dn
0 0
and .
I = /0 I (K(Q1) — K(Q2))sign (8,Q1 — 9,Q2) dn. (4.24)

Then we have
kminl S IK S kmaxjy

where
P P p
boin i= K'0)+ [ (K@) -dd, o= KO+ [ (" ()10
0 0
as defined in (4.2)
Proof. Let us use the shorthand notation f1(n) := 8,Q1(n), f2(n) := 8,Q2(n). Then I and Ik can be written as
I =/ [f1(n) = f2(n)ldn,  and Ik =/ (K'(@Qu)fr — K'(Q2) f2)sign (f1 — f2) dn. (4.25)
0 0

Now we rewrite Ix. Using
Qi(n)

K/<c»2i<n))=K/<0>+/0 K"(¢)dg, i=1,2,

we deduce from (4.25)

1 1
IK:/ K'(O)(flffg)sign(fl*f2)d77+R:K,(O)/ |fr — foldn+ R = K'(0)I + R, (4.26)
0 0

R [ 1 [( / “ K”(¢)d¢) fie ( / “ K”(¢)d¢) fz] sign (f1 — f2) di. (4.27)

where R is given by
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We use Fubini theorem to rewrite R. For the first term we have
! Ql 1! . q)F 1! .
[ ([ @) ssien s - o= [ k@) ([ psien - 2 G ) ao
o \Jo 0 Q1(m=4

Note that for ¢ € (0,®r), the set {n : Q1(n) > ¢} is a (non-empty) interval since Q1 is non-decreasing (and satis-
fies (4.23)). Similarly we use the Fubini theorem to treat the second term in (4.27), and arrive at

SR

R= [ K'(¢)r(¢)do, (4.28)

0

where

r() = / fr(m)sign (fr — f2) (m)dn — / folm)sign (fr — f2) (m)dn. (4.20)
Qi(m)>¢ Qal(

n=é
Combining (4.26) and (4.28), we actually have

L3

Ix = K'(0O)I + ; K" (¢)r(¢)d.

We claim that
0<r(p)<I, V¢el0,Pr] (4.30)

Indeed, if (4.30) holds, we conclude
P P p
bt = (KO + [ (K7 (0)-a0) 1< e < (KO + [ (67040 ) 1 = b
0 0
Finally, we prove (4.30). For a fixed ¢ € [0, ®r], let 1,72 € [0, 1] such that

whose existence is ensured by (4.23) the continuity of @; (here we do not need them to be unique). Without loss of
generality, we assume 71 > 12. Then we deduce

r(9) = / Fr(m)sign (f1 — f) (n)dn — / Fa(m)sign (f1 — f2) (n)dn

1 1
= [1f=paldn— [ fatosien (1 = £2) (. (432)
v M1 v N2
We first estimate
1 1
r@) > [ (h= g [ adn,
m Iz
where we use f2 > 0 since ()2 is non-decreasing. Then we conclude
1 1
r@)> [ iy~ [ fady=Qi(1) - Qum) - (@:(1) - Qa(m)) = .
1 2
where we use (4.23) and (4.31). Similarly we can prove r(¢) < I taking into account (4.32) and noting

T—r(6) = / U= s+ [ fato)sien (7 - f2) ()
Jn2
mn 2_1d_ ni 2d _ n1 1d n2 2d _ ) - ) , J) — , —0.
2/0 (f2 — f1)dn /an / fn+/0 fodn = —(Q1(m) — Q1(0)) + Qa(12) — Q2(0) = 0

where we use fz > 0, (4.23) and (4.31) again. |

Remark 4.4. Using 0,Q1 = f1 we have Ig, (in>¢f1 = On(he(Q1(n))), where hy(q) = (¢ — ¢)+. This allows to rewrite
r(¢) in (4.29) as

1
r(0) = [ 0u(0a(Qn) — ha(Q))sign (9,Qs — 9,@2) dn,
0
which is in the same form of Ix (4.24), with the function K(q) replaced by hy(q). Note that the identity

On(he(Q1) — he(Q2))sign (9,(Q1 — Q2)) = 9n(he(Q1) — he(Q2))sign (05 (he(Q1) — he(Q2)))
= |0y (he(Q1) — he(Q2))]

holds in two cases i) Q1 > ¢ and Q2 > ¢ or 11) Q1 < ¢ and Q2 < ¢.
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4.2 A L? estimate

In Theorem 4.1, the distance involved a spatial derivative, which assumes strong regularity for solutions. Moreover, this
distance may not be useful for establishing the stability of generic empirical measures with different mass configurations.
Though in this work, we focus on classical solutions (which exclude empirical measures), it is still desirable to find
estimates in a distance with weaker regularity assumptions.

The derivative 9, in Theorem 4.1 was used to remove the 1/N term in (2.9), which is a constant in space. Another
way to circumvent the challenge due to the 1/N term, without resorting to derivatives, is to subtract the integral
average. Let

1
Po = id — / d?’]
Jo
More precisely, for an integrable function f on [0, 1], we define another function Py f via

(Pof) () = F(n) — / F@)di, e 0.1

Then clearly Pof = Po(f + ¢) for any constant c¢. In this way, we introduce the following distance

1/2

HPle(nofPonv,-)HLzm,l):( / <P0Q1<T,n>—Po@(nn)fdn) , (4.33)

where

1
PoQi(r,m) = Qi(r,m) — / Qi(ri)di, =12

For a pesudo-inverse Q, fol Q(n)dn corresponds to the first moment of its corresponding probability measure. And PoQ
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Figure 3: Illustration of Py@ for a pseudo-inverse ). The red dashed-dotted line represents Py@, while the
blue solid line corresponds to Q). Right: Plots of @ and FPy@. Left: Plots of the corresponding probability
density p for @Q and PyQ. Here fol Qdn = %(I)F. And PyQ is the pesudo-inverse for a probability measure
supported on [—P /2, P /2] whose first moment is zero.

An interpretation of the distance (4.33), linking it to the Wasserstein distance in optimal transport, is given in the
next result.

Proposition 4.1. Let u1, p2 be two probability measures on R (with finite second moments), and let Q1(n), Q2(n) be
their corresponding pseudo-inverse functions. Then for Po = id — fol dn

[PoQ1 — PoQ2l12(0,1) = min Q1 — Q2 —cllL2(01) = min Wa (1, TF p2). (4.34)

Here T# o is the push-forward of pa under the translation map T := id+ c.
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Proof. For the first equality in (4.34), it follows from the fact that Py = id — fol dn is the orthogonal projection to
the orthogonal complement of constants, span{1}*, in the Hilbert space L?(0,1) with the usual inner product. The
minimizer is given by ¢ = fol (Q1(n) —Q2(n))dn. Using (4.8) and taking into account that by definition Q)2 + ¢ coincides
with the pseudo-inverse function of T ji2, we conclude the desired identity. O

We now show the following result parallel to Theorem 4.1.

Theorem 4.2. Let (Q1,N1) and (Qz2, N2) be two classical solutions to (2.9)-(2.12). Then we have

% /0 (Po(@1) = Po(Q2))dn = 2/0 Po(Q1 — Q2) Po(K(Q1) — K(Q2))dn. (4.35)
In particular, if K is a linear function, i.e. K(Q) = kQ + b, we have
= | Po(@u) = Ro(@a)dn = 20 [ (R(Q1) = Po(@a)) (436)
which implies
[|1PoQ1(T) — P0Q2(7')HL2(0,1) = ekTHPOQl(O) - POQQ(O)HL?(O,I)‘ (4.37)

This identity holds whenever the two classical solutions exist up to time T.
Proof. First, we show (4.35) implies (4.36) when K(Q) = kQ + b, in which case we have
K(Q1) = K(Q2) = kQ1 + b — (kQ2 4+ b) = k(Q1 — Q2).
Then as Py = id — fol dn is a linear operator, it commutes with the multiplication by a scalar k € R
Bo(K(Q1) = K(Q2)) = Po(k(Q1 — Q2)) = kPo(Q1 — Q2).
Substitute this into (4.35) and we obtain (4.36), which can be rewritten as an ODE

a

o S(7r) = 2kS(7),

with S(7) = [|[PoQ1(7) — PoQ2 (T)Hig(o’l). Solving this ODE we obtain (4.37).

It remains to prove (4.35). As preparations, we study the conmutation properties of the linear operator Py =
id — fol dn with respect to 0r and 0,. Since Py only acts on 7 direction, it commutes with 9, as follows

1 1
PO(aTQ) = aTQ(T7 77) - a"’Q(T7 ﬁ)dn = a"’Q(T7 77) - aT Q(T7 ﬁ)dn
0 0

N (4.38)
~o- (@t - [ @rian) =o- ()
Jo
For 0,, we can compute the commutator, we first realize that
1
P (0 =0, ,n) — 0, ,1)d
0(9,Q) = 0nQ(7,7m) /O hQ(7,7)dn (4.39)

= anQ(Tv 77) - (Q(T7 1) - Q(Tv 0)) = anQ(Tv 77) — ®p,

where we use the boundary condition (2.10) and (2.18) in Proposition 2.2. And on the other hand, we calculate

0,(71) = 0, (@) - [ Q(rian) = 2,01 (1.40)
Combining (4.39) and (4.40) we obtain the commutator between Py and 0, as
Po(0nQ) — On(PoQ) = —Pr. (4.41)
Next, we apply the linear operator Py to both sides in equation (2.9) to deduce
Po(9:Qi) + Po(0,Qi) = Po(K(Q1)), (4.42)
for ¢ = 1,2. Using (4.38) and (4.41) in (4.42), we get

07 (PoQ:) + 0n(PoQi) + @F = Po(K(Q:))- (4.43)



4 CONTRACTION/EXPANSION ESTIMATES 28

Hence, subtracting (4.43) for i = 2 from that for i = 1, we derive
9+ (Po(Q1 — Q2)) + 9(Po(Q1 — Q2)) = Po(K(Q1) — K(Q2)). (4.44)
Now, we multiply both side of (4.44) by 2Py(Q1 — Q) to obtain
07 ((Po(Q1 = Q2))*) + 9y ((Po(Q1 — Q2))*) = 2Po(K(Q1) — K(Q2)) Po(Q1 — Q2),

and integrating in 7 yields

L [(@: - @uran+ (@i - QP E =2 [ A@: - @AK(QY) - K@)in (1.5)
In view of (4.45), to prove (4.33), it all reduces to show
(Po(Q1 = Q2))*[1=0 = 0.
Indeed we shall show a slightly stronger result
(Po(Q1 = Q2))[7Z5 = 0. (4.46)

Thanks to (2.10) at n = 0 and (2.18) at n = 1, we have

1 1
RQu(rn=0) = Qulrin=0) = [ Qinipdii= = [ @unidi
and
1 1
POQi(T777 = 1) = Qi(7-777 = 1) - /O Qi(7-7 ﬁ)dﬁ =®p — /0 Qi(7-7 ﬁ)dﬁ7

for ¢ = 1,2. Hence

Po(@1 — Qa)(rin=0) = - / (@17 7) — Q)i = Po(Q1 — Q2)(r.m = 1).

Therefore (4.46) is proved. Combining (4.46) and (4.45) we obtain (4.35). a

Remark 4.5. Unlike (4.5) in Theorem 4.1, which works for a general class of K, (4.37) only holds for linear K(Q) =
kQ +b. The gap is that we do not find an analogy of Lemma 4.2 to control the right hand side in (4.35). We will
discuss more on this in a general framework in Section 4.3.

The next results justifies that (4.33) can be viewed as a distance.

Corollary 4.2. Let two Q1,Q2 € C[0,1] with
Q1(0) = Q2(0) =0, Q1(1) = Q2(1) = OF. (4.47)

If
[Po@Q1 — PoQz2]|2(0,1) = 0, (4.48)

then
Qi(n) =Q2(n),  Ynelo,1].

Proof. By (4.48) we know Q1 = Q2 + ¢ almost everywhere in [0, 1] with the constant ¢ = fol (Q1(n) — Q2(n))dn. Then
it follows from the continuity of @1 and Q2 that

Q1(n) = Q2(n) +¢, vn €[0,1].

In particular it holds at n = 1. Then by (4.47) we know ¢ = 0. a
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4.3 A unified framework

Now we unify Theorem 4.1 and 4.2 into a general framework, which may better illustrate how we use the equation
structure of (2.9), which we recall here for convenience,

1

0-Q + 0nQ = N

A first crucial step in both Theorem 4.1 and 4.2 is to derive an modulated equation, such that the challenging term

1/N(7) does not show up explicitly. The idea is to utilize the fact that in terms of spatial dependence, 1/N(7) is just a

constant. To remove it, we can apply an operator P, whose kernel contains constants, to equation (2.9). For Theorem

4.1 the choice P = 0,. For Theorem 4.2, P =id — fol dn.

Here we try to discuss a general linear operator P acting on the spatial variable 1. It maps a function f on [0, 1] to

another function on [0, 1], denoted as Pf. For a space-time function f(7,7n), Pf naturally extends to mean the spatial
operation being applied to each time slide 7, or more formally

(Pf)(m) = (Pf(7,-)) ().

We do not specify the precise space or regularity for P here to focus on more algebraic structures. To get rid of 1/N(7),
we require that its kernel ker P contains constants. Then we can apply P to equation (2.9) to derive

+ K(Q).

P(9:Q) + P(0n,Q) = P(K(Q)).
To proceed, we need more assumptions on P, roughly meaning it goes well with a solution ). We summarize all
assumptions as follows.

Assumption 5. For the linear spatial operator P, we assume
(i) Its kernel contains all constants, i.e. span{1} C ker P.
(i) For any classical solution @, the commutator between P and Oy

[P, 05]Q = P(0,Q) — 0,(PQ) = C(n),

gives a fized spatial function.
(i4i) For any classical solution Q, the following

(PQR)(n=1) = (PQ)(n=10)=C,
is a fized constant.

It is not difficult to check that both P = 0, in Theorem 4.1 and P = id — fol dn in Theorem 4.2 satisfy Assumption
5. An analogous computation as in Theorem 4.2 implies the following general result.

Theorem 4.3. Suppose P is a linear operator satisfying Assumption 5 and f is a C' function. Let Q1,Q2 be two
classical solutions to (2.9). Then we have

& | 1@ = Qanan = [ 1(P@ — @) P @)~ K(Qa)an (1.49)

By choosing f such that f(0) =0 and f(z) > 0 for x # 0, we point out that the quantity

/O F(P(Q1 — Q)

can be understood as a “distance” between Q1 and Q2, see Corollary 4.2. Controlling the right-hand-side of (4.49) is
difficult for general K, see Theorem 4.1 and Lemma 4.2. However, in the simple linear K(Q) = kQ + b and f(z) = |z|?
(p > 1), we can obtain similarly to Theorem 4.2 the following:

Corollary 4.3. Suppose K(Q) = kQ+0b is a linear function. Let P be an operator satisfying Assumption 5. Let Q1, Q2
be two classical solutions to (2.9). Then we have

[1PQ1(7) = PQ2(T)l|Lr0,1) = €*7[[PQ1(0) = PQ2(0) | v (0,1);
for every p > 1. The identity holds whenever the two classical solutions exist towards time T.

In view of this framework, previous Theorem 4.1 corresponds to the case P = 9, and f = |z|, and previous Theorem
4.2 corresponds to the case P =id — fol dn and f = z2.
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5 Global existence and convergence to the steady state: mild in-
teraction, K’ <0

In this section, we prove the global existence and long term convergence to the steady state for a solution to (2.9)-(2.12).
The result is in the regime when K’ < 0 and the size of K is not very large. We have already seen in Section 4 that
the sign of K’ can make a crucial difference to the dynamics — in particular the distance between two solutions shrinks
as soon as kmax < 0. For instance, if K/ < 0 and Assumption 4 holds. Here the size of K also comes into play for
the existence of a global solution and the steady state. The complementary regime when K’ > 0 or K is large will be
studied in the next section, where finite-time blow-ups can be shown.

We first state and prove a global existence result in Section 5.1. As a key tool for the proof, we derive an integral
equation for 1/N. In Section 5.2, we first prove a dichotomy on the existence of the steady state. Then combining
these results with Theorem 4.1, we show the long time convergence to the steady state.

Remark 5.1. The main results in this section agree with [38, Proposition 1-3] which are presented in different forms.
Their statements are for the p-formulation (1.4)-(1.7) in t timescale. Here we develop proofs for Q-formulation (2.9)-
(2.12) in the dilated timescale T, which reveal several hidden structures of pulse-coupled oscillators. For example, during
the global existence proof we work with an auxiliary variable H (Proposition 5.1) and develop an integral equation for
1/N (Proposition 5.2). These relations are not obvious in the previous formulation for p in t timescale. Besides, in
[38] Assumption 4 is needed for the convergence result, which is relaxed here to kmax < 0.

5.1 Global existence
We define the following auxiliary variable, which is useful for the statement of global existence results,
Hinit(n) := 0y Qinit (1) — K(Qinit(n)), 1 € [0, 1]. (5.1)
In particular we impose the following assumption on the initial data.
Assumption 6. With Hiuit defined in (5.1), we assume
Hinit(n) > 0, Vn € [0,1].

Remark 5.2 (Connection to p formulation.). By definition of Hinis, Assumption 6 is equivalent to

9 Qinie(n) > K(Qunie(n)),  ¥n € [0,1]. (5.2)
In the p formulation, (5.2) becomes
1
Pinit(¢) < m, Vo € [O, ‘I)F], (53)

since OpQ corresponds to 1/p as in (2.2).

Now we state the theorem on global existence. In addition to the size assumption on K as in Remark 5.2, we also
need K’ <0 on [0, Pp].

Theorem 5.1 (See also [38, Proposition 2-3]). Suppose K satisfies that K' < 0 on [0, ®Fr] and the initial data Qinis
satisfies Assumption 2 and Assumption 6. Then there exists a unique global solution to (2.9)-(2.12). Moreover, we have
the following global-in-time bounds on N(T)

1 1

0< <N — <400, T3>0, 5.4
maxyeo,1] Hinit(7) ™ min,co,1] Hinit(n) (54)

where Hinit is defined as in (5.1).

Remark 5.3. Assumption 6 is necessary, although it may not be sharp, as we may not expect global existence result
for general initial data, since there might not be guarantee for the constraint (2.13) to hold for all times for arbitrary
initial data. The finite time blow-up of classical solutions will be anyhow clarified in the next section.

In the following we will first work with the relaxed problem (3.7)-(3.10) for convenience, as it always has a global
classical solution (Theorem 3.4). Its connection to the original problem (2.9)-(2.12) has been demonstrated in Section
3.1, in particular Lemma 3.1. With results on the relaxed problems, we will return to the original problem to prove
Theorem 5.1. Recall in the relaxed problem, N € R is used in place of 1/N > 0. Assumption 6 motivates us to look
into the quantity

H(T7 77) = WQ(T7 77) - K(Q(T7 77))7 (55)

for which we can indeed derive an equation.
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Proposition 5.1. Let (Q7]\7) be a classical solution, Q € C?, to the relaxzed problem (3.7)-(3.10). Then H(t,n) :=
9,Q(7,n) — K(Q(7,n)) is C* and satisfies the following system in the classical sense

0-H + 0,H = K'(Q)(H(7,n) — H(7,1)), T>0,n¢€(0,1), (5.6)
H(7,0) = H(t,1), 7> 0, .
H(t=0,n) = Hinit(n), n € [0,1], (5.8)

where Hinit is defined as in (5.1). Moreover we have
N(r)=H(r,1) = H(7,0), 7>0. (5.9)
Proof. Taking the derivative w.r.t. 7 in (3.7), we obtain the following equation for Z := 9,Q
(0r+0,)Z =K' (Q)Z, 7>0,n€(0,1), (5.10)
as we have already seen in (2.17) and (3.53). Multiplying (3.7) with K'(Q), we obtain an equation for K(Q)
(0. +0,)(K(Q) = K (QK(Q + K'(@QN, >0,5¢€(0,1). (5.11)
Subtracting (5.11) from (5.10), we derive an equation for H(7,n) := 0,Q(r,n) — K(Q(7,n))
(0r +0))H = K'(Q)H — K'(Q)N(7), 7>0,n¢€(0,1). (5.12)
Finally, we recall the following relation from (3.9) and Proposition 3.2
N(r) = 0:Q(r,1) = K(Q(7,1)) = 0-Q(r,0) = K(Q(r,0)),

which implies the boundary condition (5.7), and the relation (5.9). Substitute (5.9) into (5.12), we obtain (5.6). And
the initial condition (5.8) holds by definition of H and Hini¢ in (5.1).
O

The regularity assumption, Q € C?, in the previous theorem is not essential, only for convenience to justify the
calculations in the classical sense.

Remark 5.4. We here explore the meaning of H (5.5) in the p formulation. We define the fluz for the continuity
equation (1.4) as

1+ K(@)N@®)p(t, ¢) =: J(t, @) (5.13)
Then (1.5) and (1.6) give N(t) = J(t,0) = J(¢t,Pr). We can rewrite (5.13) as
1 _ 1 J(t7 ¢) — N(t)

—K(¢) (5.14)

J(t0) 7

whose left hand side corresponds to H, as 1/p corresponds to 0,Q (2.2). The second term in the right hand side of
(5.14) vanishes at ¢ =0 or ®p, as N(t) = J(t,0) = J(t,Pr). Therefore we might interpret the right hand side as an
approximation to the inverse of the flux, which becomes exactly the inverse of the flur when ¢ =0 or ®p.

Remark 5.5. Note that when K’ is a constant (or equivalently when K(Q) = kQ + b is linear), (5.6)-(5.8) is a self-
contained equation which is also linear in H. However, in general we cannot express Q) in terms of H from (5.6)-(5.8).
Nevertheless, we can obtain good estimates on N especially when K’ has a fized sign since H is transported with constant
speed in n.

Solving H along the characteristics for 9 + 05, we can derive an integral equation for N (7).

Proposition 5.2. Let (Q,N) be a classical solution to the relaxed problem (3.7)-(3.10). Then we can derive the
following integral equations for N:
For 0 <7 <1, we have

]\7(7’) = <1 - /OT (T, s)ds) Hinit(1 —7) + /OT e(T, s)N(s)ds, (5.15)
where the coefficient (7, s) is defined by
c(r,8) = —K'(Q(s,1 — (1 — 8))) exp (/T K (Q(r,1— (1 — r)))dr) , for s € [max(0,7 — 1), 7], (5.16)

with

- /OT o(r, 8)ds = exp (/0 K'(Q(s,1 — (7 — 5)))d5> > 0. (5.17)
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And for 7 > 1, we have B .
N(r) = <1 - ./7—1 (T, s)ds) N(r—1)+ /7—1 c(r, 8)N(s)ds, (5.18)

where the coefficient (7, s) is also given by (5.16) with

1- /_1 o(r, s)ds = exp (/_1 K'(Q(s,1 — (1 — s)))ds) > 0. (5.19)

Proof. We shall use the equation for H (5.6) derived in Proposition 5.1. While Proposition 5.1 requires Q € C?, here
we can pass to general Q by a density argument, as in the proof of Lemma 4.1.

Using the equation (5.6), the formulas in Proposition 5.2 are just obtained by solving H through the characteristics.
More precisely, for fixed 7 > 1, set h(s) := H(s,1 — (7 — s)) for s € [r — 1,7]. Then by (5.7) and (5.9) we have

hr—1)=H(r—1,0)=N(r - 1), h(r)=H(r,1) = N(r). (5.20)
We calculate using (5.6) and (5.9)

%h(s) = (0 +0y)H(s,1 = (1 = 8)) = K'(Q(s,1 = (7 — 8)))(h(s) = N(5)), s€[r—17], (5.21)
which is a linear ODE given Q and N. Solving the ODE (5.21), we can represent h(7) via h(r — 1), which by (5.20)

gives a formula for N (1)

h(T) = exp (/07 K'(Q(s,1 — (7 — s)))ds) h(r—1) — ’ K'(Q(s,1— (1 —s))) exp (/ST K (Q(r,1— (1 — r))) N(s)ds,

Jr—1

equivalently written as (5.18) in view of the definition of ¢(7, s) in (5.16) and (5.20). Indeed, it suffices to check (5.19),
which follows from

/711 c(r,8)ds = /711 —K'(Q(s,1 — (7 — 5))) exp </ST K (Q(r,1 — (1 — r)))dr) ds

_ /:_1 % (exp (/T K'(Q(r,1— (r — r)))dr)) ds
— 1—exp (/;K'(Q(s, 1= (r— s)))ds) .

For the initial case 0 < 7 < 1, the derivation of (5.15) and (5.17) is similar. a

Proposition 5.2 says that at each time N(T) is a linear combination of previous N (or initial value Hiyit), treating
¢(t, s) as a given function. And the sum of the linear combination coefficients is 1. We also note that the coefficient
for the first term is always positive, as in (5.17) for the first term in (5.15) and in (5.19) for the first term in (5.18).

When K’ < 0, we also have ¢ > 0 in (5.16), therefore all coefficients of the linear combination are non-negative. As
a consequence, the linear combination becomes a convexr combination, which allows us to obtain the following bounds.

Proposition 5.3. Let (Q,N) be a classical solution to the relazed problem (3.7)-(3.10). Suppose additionally K' <0
on R. Then we have the following global bounds on N

min Hinit(n) < N(T) < max Hinis(n), T >0. (5.22)
n€l0,1] n€l0,1]
The proof of Proposition 5.3 relies on the following two lemmas. The first one says that the conclusion of Proposition
5.3 holds for 7 € [0, 1].

Lemma 5.1. Let (Q, N) be a classical solution to the relazed problem (3.7)-(3.10). Suppose additionally K' <0 on R.
Then for T € [0,1] we have
min Hinit(n) < ]\7(7’) < max Hinit(n). (5.23)
n€[0,1] n€(0,1]
Proof. Suppose Tmax € [0,1] is a maximum point of N on [0,1], i.e. N(Tmax) = max-¢o,1] N(7), whose existence is
guaranteed by the continuity of N. Then by (5.15) in Proposition 5.2, we derive

N(Tmax) = <1 - /0 C(TmaX7 5)d5> }Iinit(1 - Tmax) + /0 C(TmaX7 S)N(S)ds

< <1 — / C(Tmax, 3)d3> Hinit(l - Tmax) + N(Tmax)/ C(Tmax7 s)ds, (524)
0 0
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where we have used that c¢(7,s) > 0 when K’ < 0 by (5.16), and that Tmax is the maximum point on [0, 1]. Then (5.24)

simplifies to
(1 - / ¢(Tmax, s)ds) N(Tmax) < (1 - / ¢(Tmax, s)ds) Hinit (1 — Tmax),
0 0

N(Tmax) S I{init(1 - Tmax) S max Hinit(n)y
n€(0,1]

which implies

thanks to the positivity of (1 — fOT‘“a" ¢(Tmax, s)ds) in (5.17). This proves the upper bound in (5.23), and the proof of
the lower bound is similar. O

The second lemma allows us to control N on [r, 7 4 1] from the bounds on the previous interval [r — 1,7].

Lemma 5.2. Let (Q, N) be a classical solution to the relazed problem (3.7)-(3.10). Suppose additionally K' <0 on R.
For 7 > 0 define

m, := min N(r M, := max N(7). 5.25
se[r,7+1] ( )7 se[r,7+1] ( ) ( )

Then the following holds for T > 1
Mmr—1 <m; < My < M.

Proof. Note that m, < M, by definition. It boils down to prove m,_1 < m, and M, < M,-_1. We only give a proof
of m-—1 < m, here as the other is similar.

The proof is similar to that of Lemma 5.1. Suppose Tmin € [0,1] is a minimum point of N on [r,7 4+ 1], ie.
N (Tmin) = mingepr 41 N(s) = m,_1, whose existence is ensured by the continuity of N. Then by (5.18) in Proposition
5.2, we have

My = N(Tmin) = (1 - / o ¢(Tmin, s)ds) N(Tmin — 1) + / o (Tmin, 8)N(s)ds. (5.26)
1

Y Trmin — Y Tmin—1

Note that Tmin € [1, 7 + 1] implies that 7min — 1 € [T — 1, 7], which allows us to deduce N(Tmin —1) > m,_1 and

/ " (Tmin, )N (5)ds = / (Tmin, 8) N (s)ds + / " (Tnims )N (5)ds
Tmin—1 Tmin—1 T
2 mr—1 / C(Tmitn S)dS +m, / C('Tmin7 S)dS7
Tmin—1 T

where in the last line we use ¢(7,s) > 0 thanks to K’ < 0 by (5.16). Substitute the above equations into (5.26), and

we derive
ms > <1 - / ¢(Tmin, 8)d8> Mmr—1 + </ ¢(Tmin, S)dS) ms_1+ </ (Tmin, 5)d5> Moy,
1 J Tmin—1 T

Y Tmin—

(1 f/ - c(Tmin,s)ds) me > <1 f/ - C(Tmin,s)d8> Mr_1,

which proves m, > m-_1. Note that we have used the positivity of the following two terms thanks to ¢ > 0 and (5.19)

which implies

1-— / ¢(Tmin, s)ds > 1 — / ¢(Tmin, s)ds > 0.

1

Tmin —

O

Remark 5.6. In Lemma 5.2, we control N over the interval [r,7 + 1] via its value on [T — 1,7]. While these two
consecutive time intervals might correspond to different durations in the original timescale t, they are of the same
length in 7. This is a manifestation of the fact that we have normalized the timescale according to the mass flux
crossing Pr.

With Lemmas 5.1-5.2 we can prove Proposition 5.3.
Proof of Proposition 5.8. With m., M, defined in (5.25), it is equivalent to prove for every n € N,

min_ Hinit(n) < mn < M, < max Hinit(n). (5.27)
n€0,1] n€el0,1]

Indeed, (5.27) is equivalent to that (5.22) holds on for 7 € [n,n + 1].
Lemma 5.1 gives (5.27) for n = 1. Then we can iteratively apply Lemma 5.2 to derive for each n € Ny

min Hinit(n) < mn < Mpg1 < Mpp1 < M, < max Hinie(n). (5.28)
nel0,1] nel0.1]

Therefore by induction (5.27) is proved for every n € N4. |
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Remark 5.7. Note that the bounded monotone sequences in (5.28) allows us to define limits

min Hinit(n) < Moo := lim m, < lim M, =: Moo < max Hinit (7).

n€lo,1] n— o0 ~ n—oo ~ nelo,1]
Moreover the oscillation of N on [n,n+ 1] is decreasing with respect to n. These all indicate some stable behavior when
K' <0, which is consistent with the convergence to the steady state to be proved later in Theorem 5.2.

Now we can prove Theorem 5.1.

Proof of Theorem 5.1. Consider the solution to the relaxed problem (Q, N ) (whose existence is ensured by Theorem
3.4 and Assumption 2), by Proposition 5.3 and Assumption 6 we have

0 < min Hinit(n) < N(7) < max Hinit(n), 7> 0. (5.29)
n€0,1] n€l0,1]

In particular N(7) > 0 for all 7 > 0. Therefore by Lemma 3.1 we know the solution to the original problem (2.9)-(2.12)
is global with N(7) = 1/N(7). As a consequence, we derive the bounds (5.4) from (5.29).

We note a subtle detail: in Proposition 5.3, we require K’ < 0 on R, whereas here we assume only K’ < 0 on
[0, Fr]. However, this discrepancy does not present an issue. Indeed, using Assumption 2 with the bounds in (5.29),
we can deduce that even in the context of the relaxed problem, @ only takes values in [0, ®r] (similar to the proof of
Proposition 2.1-2.2, indeed at each time Q(7,-) is an increasing function linking 0 and ® ). Consequently, the behavior
of K outside [0, ®r] is irrelevant here. |

Remark 5.8. We can develop a counterpart for Proposition 5.5 in the case K’ > 0. The idea is still to use the integral
equation for N in Proposition 5.2. It can be shown that when K' > 0 for n € N4 we have
M1 <My < min Hinit(n) < max Hinit(n) < My < M. (5.30)
n€(0,1] n€(0,1]
Here m, and M, are defined as in (5.25). The proof of (5.30) is similar to Proposition 5.8. However, in contrast to
(5.28) for K’ <0, (5.30) implies that the difference between the mazimum and minimum of N on [n,n+ 1] is increasing

in n. This indicates an unstable behavior when K' > 0, which is consistent with the finite-time blow-up case to be
studied in Section 6.

5.2 Convergence to the steady state

We first give a sharp condition about the existence of a steady state. We have the following dichotomy: either there
exists a unique steady state to (2.9)-(2.12) when K is not very large (precisely (5.31)), or otherwise there is no steady
state.

Proposition 5.4 (See also [38, Proposition 1]). There is a dichotomy on the existence of the steady state: If

er
| w@>t (5.31)
then there exists a unique steady state to (2.9)-(2.13). Otherwise if
er
| wgst (5.32)

then there is no steady state.
Proof. The steady state (Q*, N*) satisfies

1

d . o _ _

with N* > 0. We can recast the formulation as to find a N = N* > 0 such that the solution to the initial value problem

() = K(avm) + 55, ax(0) =0, (533)

satisfies that the “first hitting time” to ®r is 1, or more precisely
nnv =1, nn :=1inf{n > 0:gn(n) = Pr}. (5.34)

Note that



6 BLOW-UP: K’ >0 OR STRONG INTERACTION 35

which gives an upper bound ny < N®r and implies that ny+ = limy_, g+ 7v = 0.

We can check that nn is strictly decreasing w.r.t. N and depends on N continuously, by standard ODE arguments.
Then, with 75+ = 0, we see a dichotomy that if e := limy_,o+ 7a > 1, then there is a unique N > 0 satisfying (5.34),
corresponding to a unique steady state; otherwise 7o < 1 and there is no solution, which means that there is no steady
state.

Therefore it remains to calculate 7. It can be verified that 17 is the “first hitting time” to ®r for the following

oo (1)

d

d—nqoo(n) = K(qs0(n));  ¢e(0) =0, (5.35)
which is formally just the case N = oo in (5.33). Solving (5.33) using the change of variable u(n) = fO“’(n) ﬁdq&
gives

(o) doo (o) 7 *r 1

o=t = [ g [T
Jo K(o) o K(9)

which induces the desired result. O

Remark 5.9. We point out a connection between condition (5.31) for the steady state and Assumption 6 for the global
existence. Integrating in (5.3), which is the equivalence of Assumption 6 in p-formulation, we get

g

& p 1
= init (@) d ——do.
1 /0 puie(@)do < [ o

This is exactly the condition (5.31) in Proposition 5.4. As a result, the conditions in Theorem 5.1 imply that there is a
unique steady state to (2.9)-(2.12). Conwversely, if (5.32) holds, then there is no probability distribution pinit satisfying
condition (5.3).

Now we have enough preparations to prove the long time convergence to the steady state.

Theorem 5.2 (See also [38, Proposition 2 and 3]). Suppose kmax < 0, where kmax is given by (4.2), and (5.31).
Suppose the initial data Qinit satisfies Assumption 2 and Assumption 6. Then there erists a unique global classical
solution (Q, N) to (2.9)-(2.12), which converges to the unique steady state Q* exponentially in the following sense

10,Q(7, ) — anQ*(')HLl(O,l) < €kmaxTH3nQ(07 ) = anQ*(')HLl(O,l)-

Proof. Note that kmax < 0 implies that K’ < 0 on [0, ®r] thanks to (4.3). By Theorem 5.1 there is a unique global
classical solution (@, N) with initial data Qinis. By Proposition 5.4, there is a unique steady state @* due to (5.31).

Therefore, we can apply Theorem 4.1 to Q1(7,n) := Q(7,n) and Q2(7,n) = Q" (n) to obtain the global convergence.

|

Remark 5.10. If additionally Assumption 4 holds, then kmax < 0 is equivalent to K' < 0 on [0, @], see Remark 4.1.

Remark 5.11. An analogous result can be obtained using Theorem 4.2 instead of Theorem 4.1, with suitable modifi-
cations to the setting: K(Q) = kQ +b (k < 0) and the convergence is in the modified L? distance (4.33).

6 Blow-up: K’ > 0 or strong interaction

In Section 5, we have shown the global existence and convergence to the steady state, in the regime when K’ < 0 and
the size of K is not very large. In contrast, this section presents finite time blow-up results in the regime when K’ > 0
or the size of K is large.

Remark 6.1. Let 7™ be the mazimal existence time in 7 timescale. Then the mazimal existence time in the original
t timescale is given by T* = [ ﬁdT due to (2.8). We note that ° < +oo directly implies T* < 4o00. More

specifically, notice that sup, ¢, -+ ﬁ < +oo whenever T* is finite, which follows from (3.2) in Theorem 3.1. Hence,
we have

G| 1
T = / ——dr <7" sup —— < +oo,
0 N(T) T€[0,7*) N(T)

whenever 7 < +00. Therefore, finite time blow-up in timescale T implies finite time blow-up in timescale t.
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6.1 Blow-up 1: K’ >0

We recall from Remark 4.1 that mingejo,6,) K'(¢#) > Kmin, thus assuming kmin > 0 implies that K’ > 0. Moreover,
they are equivalent if additionally Assumption 4 holds.

Theorem 6.1. Suppose kmin > 0, where kmin is defined in (4.2). Then every solution to (2.9)-(2.12) blows up in finite
time, except if the solution were the unique steady state, when it exists.

Proof. Suppose there are two global solutions, denoted as Q1(7,-) and Q2(7,-), with different initial data, then by
Theorem 4.1 the following distance grows exponentially in time

107Q1(7) — 03Q2(T)|L1(0,1) = e minT19,Q1(0) — 0 Q2(0)| L1 (0,1) — +o00, as 7 — +00. (6.1)
However, as in (4.6), we know the distance shall be uniformly bounded as

105Q1(7) — 0nQ2(T)|L1(0,1) < 22, (6.2)

which leads to a contradiction.

We have shown that there is at most one initial data that leads to a global solution, otherwise we contradict the
previous statement. Denote it as Q1(7, ). Note that for all A7 > 0, Q1(7 + Ar,-) is also a global solution with initial
data Q1(AT,-). Hence by previous arguments Q1(AT,-) must coincide with Q1(0, ), for all A7 > 0. This implies that
Q1 is the unique steady state. O

Remark 6.2. Similar blow-up results have appeared in [38, Proposition 4] under Assumption 4, see Remark 4.1, where
the existence of the steady state is needed as an additional requirement. Here in Theorem 6.1 we do not need either an
assumption on the steady state or Assumption 4. We just need kmin > 0 which is stronger than K' > 0 so there is still
some requirement on the second derivatives. Such an improvement is due to that in T timescale we can compare two
arbitrary solutions (c.f. Theorem 4.1), not necessarily one solution to the steady state (c.f. Corollary 4.1).

Using the steady state as a reference, we can also obtain an estimate on the blow-up time.

Corollary 6.1. Suppose kmin > 0, where kmin is defined in (4.2). Additionally assume (5.31) which ensures that there
is a unique steady state Q*. Then for every non-steady initial data Qinit(n), the first blow-up time 7 to the classical
solution of (2.9)-(2.12) is bounded by

! In ( 2%r
Kmin ||877Qinit(') - 877(02*(')HL1(0,1)

Proof. Denote the solution with initial data Qinit as Q(7,-). A combination of (6.1)-(6.2) with @1 = Q and Q2 = Q*
leads to

<

) < +oe.

ek‘“i“THanQinit(') — 87,Q*(.)HL1(0’1) <2®p, vV <17,
which yields the result. O

Remark 6.3. Using Theorem 4.2, we can obtain a similar estimate on the blow-up time which involves the modified
L? distance (4.33) in the setting K(Q) = kQ +b (k> 0).

With the steady state criteria in Proposition 5.4, we can refine Theorem 6.1 as

Corollary 6.2. Suppose kwmin > 0, where kmin is defined in (4.2).
(i) Assume (5.31). Then every solution to (2.9)-(2.12) except the unique steady state blows up in finite time.
(i1) Otherwise (5.32) holds. Then every solution blows up in finite time.

In summary, no matter the size of K, as long as kmin > 0, then every non-steady solution blows up. When K is
small (5.31), the unique steady state is unstable. And when K is large (5.32), there is no steady state and therefore
every solution blows up.

Indeed, next we will show in Section 6.2 that if (5.32) holds, then every solution blows up no matter the sign of K.
This in particular implies that the second part of Corollary 6.2 holds, even without the assumption kmin > 0.

6.2 Blow-up 2: strong interaction
6.2.1 Proof via the characteristics

Theorem 6.2. Assume (5.32), then every classical solution to (2.9)-(2.12) blows up in finite time. Furthermore, we
have the following upper bound on its mazximal existence time 7*
PR

< i —Kiﬁ) dpp <1< oco. (6.3)



6 BLOW-UP: K’ >0 OR STRONG INTERACTION 37

Proof. We recall the following auxiliary equation for goo (5.35)

Tre(n) = Kla (). a(0) = 0.
In the proof of Proposition 5.4, we have shown that
ep
Goo(N100) = Pr, 0 <Moo = ) Wdaﬁél,

where the last inequality is (5.32).
Now we argue by contradiction to show the estimate on the existence time (6.3). Suppose the solution exists at
least up to 7 = 1. We consider ¢(n) := Q(n,n) along the characteristic of 9r + 9, in (2.9). Then we have

d

——q(n) = K(Q(n,n)) +

1
dn N(n)

= K(q(n) + ﬁ > K(gn), € [0,100),

with ¢(0) = 0 = ¢oo(0). Therefore, we can apply the comparison principle for one-dimensional ODE to compare ¢ and
goo and derive at 7o

Q(Moos Moo) = q(Noo) > oo (M) = PF.

This is a contradiction since for a classical solution we shall have Q (oo, Moc) < Q (Moo, 1) = PF.
|

Recall that by Proposition 5.4, (5.32) is the sharp criteria for non-existence of steady states. As steady states are
naturally global solutions, Corollary 6.2 implies a sharp dichotomy.

Corollary 6.3. If there is no steady state, then every classical solution to (2.9)-(2.12) blows up in finite time.

6.2.2 Proofs via moments

Now we approach the question of blow-up via a different method, namely calculating the moments

/ (@),

for some function m(¢). Note that fol m(Q)dn corresponds to [*F m(¢)p(t, ¢)de in the p formulation in ¢ timescale (1.4)-
(1.7). Our calculations are based on the following lemma. Usmg similar quantities to discuss blow-up in computational
neuroscience models have been used in [5, 51].

Lemma 6.1. Let (Q, N) be a classical solution to (2.9)-(2.12). Then for m(¢) € C*[0, ®r] with m(0) = 0, we have

=/ Cn(@)dn = ( / QK (Q)dn m(@F) / ' (6.4)

Proof. Multiplying (2.9) by m/(Q), we derive

0:m(@) +0,m(@) = m (QIK(Q) + 575m'(@). (65)
Integrating (6.5) in 7, we obtain
p / m(Q)dn + m(Pr) — / m/( Q)dn + ﬁ /0 m'(Q)dn,
which simplifies to (6.4) as m(0) = 0. a

Remark 6.4. In the p formulation in t timescale (1.4)-(1.7), the formula (6.4) corresponds to

% /O : m(@)p(t, ¢)d¢ = N(t) </O : m'(¢) K (¢)p(t, )do — m(%)) + /O ) m’(¢)p(t, ¢)de.

By choosing appropriate m(¢) in Lemma 6.1, we can prove the following estimates.
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Theorem 6.3. Assume (5.32). Let (Q, N) be a classical solution to (2.9)-(2.12), and denote 7* as its mazimal existence
time. Then we have

( min K (¢) — <I>F> "+ /OT* ﬁdT < Op — /01 Qinit(n)dn, (6.6)

#€[0,2F]

and

¢ 1 T 1 ¢rq 1 Qinit () q
1— ——do¢ | 7" dr < —d¢p — ——do | dn. 6.7
([ %) @ |, vt <) @ /</ K@ ¢> o 6D

Proof. Under (5.32), by Theorem 6.2 we already know 7* < 1 < 4-00. Here our goal is to provide additional estimates
(6.6)-(6.7). For (6.6) we choose m(¢) = ¢ in Lemma 6.1 to derive

%/Olen: </01K(Q)dn—<l>p)+ﬁ

2( min K(¢)—¢F>+ﬁ4

¢€[0,Pp]

Integrating in time on (0, 7) with 7 < 7%, we have

. T '
(¢€%TQF]K(¢)7¢>F)T+/O WdTS/O Q(Tﬂl)dU*/O Qinit(n)dn
1
< op — init(1)dn.
<or— | Quutnin

Taking the limit 7 — (7%)~ gives (6.6).

For (6.7), we choose more sophisticated m(¢) = f0¢ K:dB) d¢ in Lemma 6.1, which satisfies m’(¢) = . Then we

derive

L [ @i == mwey + s [ o
1

> (1—-—m(®r)) + !

maXee(0,® ] K(¢) N()

Integrating in time on (0, 7) with 7 < 7%, we get

1 T 1 1 1
1—m(®r)) T+ / ~d7~'§/m T, d—/m ini d
( ( F)) MaX e (0. p) K(¢) o N(T) Jo (Q( 77)) n Jo (Q t(n)) n
1
<m(@r)~ [ m(Qus(n))dn
0
Taking the limit 7 — (7*)~ and recalling the choice here m(¢) = ff ﬁd({b, we obtain (6.7). O

The term fOT* ﬁT)dT in the theorem above is the maximal existence time in ¢ timescale, as denoted by T* in
Remark 6.1. We conclude with the following remarks.

Remark 6.5. If mingep,¢,) K(¢) > ®r, then (6.6) implies an upper bound on 7*. Note however this pointwise
condition is stronger than the integral condition foq)F ﬁdqﬁ > 1. The latter can be understood as the harmonic average

of K on [0,Pp] is greater than ®p, i.e.
br

3
i K%¢) d¢
Remark 6.6. The right hand side of (6.6) corresponds to foq)F (Pr — @) pinit(@)de in p formulation. Hence (6.6) may

be interpreted as that a higher concentration of mass near ®r results in an earlier blow-up. With the high connectivity
assumption mingejo, o, K(p) > ®r, we have the following simple bound in original timescale

> Op.

o - g
T _/0 mmg/o (Pr — ¢)pinit(P)dp.
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