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ABSTRACT
With recent advances in speech synthesis including text-to-speech
(TTS) and voice conversion (VC) systems enabling the generation of
ultra-realistic audio deepfakes, there is growing concern about their
potential misuse. However, most deepfake (DF) detection methods
rely solely on the fuzzy knowledge learned by a single model, result-
ing in performance bottlenecks and transparency issues. Inspired
by retrieval-augmented generation (RAG), we propose a retrieval-
augmented detection (RAD) framework that augments test samples
with similar retrieved samples for enhanced detection. We also
extend the multi-fusion attentive classifier to integrate it with our
proposed RAD framework. Extensive experiments show the supe-
rior performance of the proposed RAD framework over baseline
methods, achieving state-of-the-art results on the ASVspoof 2021
DF set and competitive results on the 2019 and 2021 LA sets. Further
sample analysis indicates that the retriever consistently retrieves
samples mostly from the same speaker with acoustic character-
istics highly consistent with the query audio, thereby improving
detection performance.

CCS CONCEPTS
• Information systems→ Clustering and classification.

∗Both authors contributed equally to this research
†Corresponding author: Jianzong Wang, jzwang@188.com

Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for components of this work owned by others than the
author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or
republish, to post on servers or to redistribute to lists, requires prior specific permission
and/or a fee. Request permissions from permissions@acm.org.
ICMR ’24, June 10–14, 2024, Phuket, Thailand
© 2024 Copyright held by the owner/author(s). Publication rights licensed to ACM.
ACM ISBN 979-8-4007-0619-6/24/06. . . $15.00
https://doi.org/10.1145/3652583.3658086

KEYWORDS
audio deepfake, deepfake detection, retrieval-augmented detection,
retrieval-augmented generation, LLM, voice conversion, text-to-
speech

ACM Reference Format:
Zuheng Kang, Yayun He, Botao Zhao, Xiaoyang Qu, Junqing Peng, Jing Xiao,
and Jianzong Wang. 2024. Retrieval-Augmented Audio Deepfake Detection.
In Proceedings of the 2024 International Conference on Multimedia Retrieval
(ICMR ’24), June 10–14, 2024, Phuket, Thailand. ACM, New York, NY, USA,
9 pages. https://doi.org/10.1145/3652583.3658086

1 INTRODUCTION
Recent artificial intelligence (AI) techniques have enabled the gen-
eration of synthesized audio known as DeepFakes (DF) with in-
creasing degrees of fidelity to natural human speech. Sophisticated
DF generation techniques, such as text-to-speech (TTS) and voice
conversion (VC) to mimic the timbre, prosody, and intonation of
the speaker, can now generate audio perceptually indistinguishable
from genuine recordings. However, the potential malicious use of
such AI-synthesized speech has serious personal and societal im-
plications, including disruption of automatic speaker verification
(ASV) systems, propagating misinformation, and defaming repu-
tations. As a result, the vulnerability of current audio-based com-
munication systems to synthesized speech poses a serious threat.
Therefore, the development of effective DF detection techniques is
urgently needed to address this emerging risk for everyone of us.

Recent advances in artificial intelligence generation content
(AIGC) techniques, such as DF generation, however, have made
detecting DFs increasingly challenging. In newly organized compe-
titions, such as the ASVspoof 2021 [27], ADD 2022 [28], 2023 [29],
even the state-of-the-art (SOTA) DF detection systems perform
poorly, with an equal error rate (EER) of over 10% [30], making
them impossible to detect properly, and unsuitable for commercial
deployment. This suggests that the rapid development of DF gener-
ation seems to have greatly outpaced the development of detection
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technologies – the traditional detection methods are far from in-
adequate for identifying current out-of-domain [3] DF-generated
samples. Building robust and reliable DF detection systems remains
a critical issue for the research community that has not yet been
fully resolved.

Recent decades have witnessed the emergence of various frame-
works for detecting DF audio. The predominant frameworks utilize
a pipeline consisting of a front-end feature extractor and a back-end
classifier (discussed in § 2.1). Early works relied on hand-crafted
features for DF detection with some success, such as Mel-frequency
cepstral coefficients (MFCC) [10], linear-frequency cepstral coef-
ficients (LFCC) [5, 17, 24], CQT [16, 32], and F0 sub-band feature
[7]. However, these features exhibit limited performance due to the
limited dataset used to train the robust model. More recent SOTA
frameworks have leveraged the capabilities of self-supervisedmodel
feature extractors, such as wav2vec [1, 2, 18, 21, 25] and WavLM
[2, 4, 9]. Moreover, Kawa et al. [13] utilize another powerful task-
specific feature in deepfake detection using the pre-trainedWhisper
model [19]. Theoretically, by training on a large number of labeled
or unlabeled bonafide samples in very large datasets, these feature
extractor models could be particularly sensitive to unseen DF arti-
facts. Some alternative frameworks replace hand-crafted features
with end-to-end trainable encoders. Notable examples include Jung
et al.’s advanced graph attention network architecture AASIST [26],
and Huang et al.’s discriminative frequency-based improvements to
SincNet [12], both of which achieve competitive performance. As
discussed by Sun et al. [20], vocoders employed in regular speech
synthesis can introduce inconsistencies that reveal DFs. However,
regardless of the methodology and architecture used, these frame-
works rely solely on a single model to accomplish this challenging
task, which may prove inadequate.

DF detection should be a knowledge-intensive task that also
relies on vast external knowledge. To explain this, let’s start with
a story. In the identification of antique artifacts, fakes are often
fabricated so realistically that it is difficult to determine their au-
thenticity. Senior experts usually conduct a meticulous comparative
analysis that includes material and textural attributes of many simi-
lar artifacts. With so many subtle factors to consider, relying solely
on one’s limited intelligence is likely to result in poor judgment.
Similarly, relying only on a single model to detect deepfakes may
be too challenging to make mistakes.

Retrieval augmented generation (RAG) [8, 15] methodology pro-
vides a nice example for solving the problem of knowledge-intensive
tasks (discussed in § 2.2). The RAG resolved the limitation of the
single model by combining a pre-trained large language model
(LLM) with an information retrieval system over a large knowledge
database. Fundamentally, the RAG framework leverages significant
supplementary real-time updated additional interpretable knowl-
edge (with rapidly changing, proprietary data sources) to augment
the limitations of a single model’s knowledge, enabling it to provide
a more reasoned answer. Complementary background information
allows a single model to overcome its inherent knowledge gaps.

Similarly, the retrieval-augmented-based approach could provide
the same benefits for DF detection. When analyzing suspect au-
dio, the model could query a retrieval system to find many similar
reference audio segments. These retrieved results would provide
additional references to inform the deepfake detection, such as

typical artifacts for bonafide or synthetic spoofed examples. Then,
the deepfake detector could integrate these retrieval results and the
suspected audio into its decision process. This retrieval-augmented
approach has several advantages. The model gains access to a much
larger knowledge base beyond what can be encoded only in its
model parameters. The retrieved results also provide supporting
evidence for decisions, improving model performance. Furthermore,
the system can update or modify its knowledge database for differ-
ent detection tasks, since the model has learned to characterize a
limited type of DF synthesizing methods. In summary, augmenting
deepfake detectors with conditional retrieval of external data is an
attractive direction. Developing DF detection methodology with
a retrieval-augmented approach is worthy of further exploration.
To implement the above-mentioned issue, we made the following
contributions:

• We proposed a retrieval augmented detection (RAD) frame-
work which innovatively retrieves similar samples with addi-
tional knowledge, and incorporates them into the detection
process for improved detection performance.

• We extend the multi-fusion attentive classifier to integrate
with RAD.

• Extensive Experiments show that our proposedmethod achieves
state-of-the-art results on the ASVspoof 2021 DF set and com-
petitive results on the 2019 and 2021 LA sets, demonstrating
the effectiveness of the proposed retrieval-augmented ap-
proaches.

2 PRELIMINARY
2.1 Traditional Frameworks
(1) Pipeline Framework. The most common pipelines typically in-
clude separate components for feature extraction, and classification
(Figure 1-1). Specifically, the front-end feature extractor first con-
verts the raw speech signal 𝑥 into a speech features 𝑦. These speech
features are then passed to the back-end classifier, which analyzes
the speech features that make a bonafide vs. spoof decision 𝑧. Such
architectures leverage the capabilities of efficient hand-crafted fea-
tures or semantically rich self-supervised pre-trained features to
obtain highly informative speech representations. The back-end
classifier then fully analyzes and mines these features, and makes
the final prediction.

(2) End-to-End Framework. More advanced frameworks transform
the feature extraction into a trainable encoder, forming an end-
to-end architecture (Figure 1-2). Differently, instead of the feature
extractor, the raw speech 𝑥 is fed into a trainable encoder to pro-
duce speech representations 𝑦. To further improve performance,
some approaches fuse multiple feature extractors or encoders, con-
catenating the resulting speech features and representations for
deeper training.

2.2 Retrieval Augmented Generation
Prior to introducing our proposed approach, it is instructive to
first provide background knowledge on the retrieval augmented
generation (RAG) framework [15] to facilitate comparison with our
method. The RAG framework consists of three main stages:
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Figure 1: The overview of traditional frameworks, and our
proposed framework for audio deepfake detection. (1) shows
the pipeline framework. (2) shows the end-to-end framework.
(ours) shows our proposed retrieval augmented-based detec-
tion (RAD) framework.

(1) Build Knowledge Retrieval Database. As shown in the stage 1
(blue section) of Figure 3-RAG, the plain text and format-rich text
database 𝑥 is partitioned into smaller chunks {𝑥𝑛} at 𝑛th sample.
These text chunks are then embedded into dense vector represen-
tations {𝑣𝑛} by a language model. In addition, each embedding
𝑣𝑛 maintains an index that links it to its original text chunk 𝑥𝑛 ,
allowing the retrieval of the original text content. Finally, these em-
beddings {𝑣𝑛} can be stored in a vector database V that facilitates
efficient similarity search and retrieval.

(2) Retrieve Knowledge. As shown in the stage 2 (red section) of
Figure 3-RAG, the user’s query text 𝑥𝑞 is embedded into a query
embedding 𝑣𝑞 using the same language model. This query embed-
ding is then leveraged to perform a similarity search across the
vector database V containing all the document chunk embeddings.
The top 𝐾 most similar embeddings {𝑣𝑘 } related to its document
chunks {𝑥𝑘 } are retrieved based on their semantic proximity to
the query embedding 𝑣𝑞 in the vector space. These most relevant
𝐾 document chunks {𝑥𝑘 } can be used as augmented contextual
information to complement the original user query.

(3) Get Results (Answer Generation). As shown in stage 3 (green
section) of Figure 3-RAG, the original user query 𝑥𝑞 is concate-
nated with the retrieved document chunks {𝑥𝑘 } to construct an
expanded prompt 𝑝 with its function P. Where 𝑝 = P

(
𝑥𝑞, {𝑥𝑘 }

)
.

This enriched prompt 𝑝 , which contains both the initial query and
relevant contextual information, is subsequently input to a large
language model (LLM). The LLM analyzes the overall content and
relationships within 𝑝 to generate the final answer 𝑧.

3 METHODOLOGY
3.1 Self-supervised Feature with WavLM
The overall framework of our proposed method is illustrated in Fig-
ure 1. Unlike traditional methods (described in § 2.1), our proposed

framework leverages the state-of-the-art WavLM [4] feature extrac-
tor and incorporates an additional retrieval module after feature
extraction to overcome performance bottlenecks. Specifically, we
adopt a retrieval-augmented structure similar to RAG (described
in § 2.2), which retrieves a few similar features from the bonafide
samples and fuse them with the original test features before feeding
into the detection model. By incorporating retrieved features highly
similar to the test sample, our model can make much more reliable
predictions through joint analysis.

In the following section, we describe these modules in detail,
including the WavLM feature extractor (described in § 3.1), the
retrieval augmented mechanism (described in § 3.2), and the design
of the detection model classifier (described in § 3.3). Meanwhile,
since this framework is complex, we present a number of speed-
up techniques (described in § 3.4) to greatly reduce the space and
time complexity. To further improve performance, we also jointly
optimize the WavLM feature extractor with the detection model in
an end-to-end manner (described in § 3.1).

WavLMFeature Extraction. Recent advanced feature extractorWavLM
[4] employs wav2vec 2.0 [1] as its backbone and is trained with
larger real multilingual, multi-channel unlabeled speech data for
much better performance. WavLM utilizes a masked speech de-
noising and prediction framework that artificially adds noise and
overlapping speech to clean input audio beforemasking certain time
segments, and the model should then predict the speech content
of the original frames of these masked segments. This denoising
process allows WavLM to learn robust representations that capture
not only a variety of speech features but also the acoustic envi-
ronment. In addition, WavLM performs excellently in a variety of
downstream speech tasks such as automatic speech recognition
(ASR), automatic speaker verification (ASV), and text-to-speech
(TTS) with minimal fine-tuning. This suggests that WavLM already
understands and is familiar with many high-level speech charac-
teristics of bonafide audio, which are particularly appropriate for
unseen DF-synthesized audio, since it often contains features that
are very different from bonafide audio.

In the proposed framework, the feature extraction component
utilizes the complete set of latent features 𝑦 ∈ R𝐿×𝑇×𝐹 from all
layers of the WavLM encoder transformer when processing an
input audio segment 𝑥 . Where 𝐿 is the number of WavLM encoder
transformer layers, 𝑇 is the number of frames, 𝐹 is the dimension
of features (same as WavLM feature size). This enables the model
to leverage speech information encompassing low-level acoustic
features as well as higher-level semantic abstractions extracted by
the deeper layers.

WavLM Fine-Tuning. Since WavLM is trained only on bonafide
audio during pre-training, it may not have exposure to spoofed
samples, which potentially leads to incorrect classifications. There-
fore, we first fine-tune the entire WavLM feature extractor in an

Figure 2: The baseline structure for fine-tuning.
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Figure 3: The overview of the RAG and RAD pipeline. Triangular edge rectangles represent vectors for retrieval databases.
In RAG, long rectangles represent document chunks. In RAD, long rectangles with/without an outline represent long/short
features, rounded edge rectangles represent audio segments.

end-to-end manner without the RAD framework. That is, shown
in Figure 2, the speech is encoded into short features by a train-
able WavLM model E and time-wise speedup method S, which is
then encoded into intermediate representations by an MFA mod-
ule. These representations are then classified as either bonafide
or spoofed by a fully connected layer. By jointly optimizing the
parameters, we obtain a fine-tuned WavLM model that can serve
as an improved feature extractor in the subsequent RAD frame-
work. In the subsequent RAD inference phase, we only leverage
the fine-tuned WavLM and discard the back-end model.

3.2 Retrieval Augmented Detection
To address the performance limitations imposed by the detection
bottleneck, we propose the retrieval augmented detection (RAD)
framework. Similar to the RAG framework, the proposed RAD
approach consists of three main stages, but with some procedural
modifications compared to RAG.

(1) Build Knowledge Retrieval Database. As shown in the stage 1
(blue section) of Figure 3-RAD, the bonafide audio dataset 𝑥 ′ is
segmented into smaller audio segments {𝑥𝑛} at the 𝑛th sample.
These audio segments can be encoded to latent long feature repre-
sentations

{
𝑦′
𝑛,𝑙

}
∈ R𝑁×𝐿×𝑇 ′×𝐹 by WavLM feature extractor E (·),

where𝑇 ′ is the time dimension of long features, 𝑁 is the number of
audio segments, and 𝑙 indexes the encoder layer of WavLM. Subse-
quently, two operations are performed on the long features

{
𝑦′
𝑛,𝑙

}
:

(a) The features are embedded into dense vector representations{
𝑣𝑛,𝑙

}
∈ R𝑁×𝐿×𝐹 via the mappingM (·) in Equation 1, where each

𝑣𝑛,𝑙 summarizes the time-wise features 𝑦′
𝑛,𝑙

by temporal averag-
ing to eliminate the time dimension 𝑇 ′; (b) The time dimension is

shortened to form short feature
{
𝑦𝑛,𝑙

}
∈ R𝑁×𝐿×𝑇×𝐹 for improved

efficiency by the function S (·) (details in § 3.4), where𝑇 is the time
dimension of short feature.

𝑣𝑛,𝑙 = M
(
𝑦′
𝑛,𝑙

)
=

1
𝑇

𝑇∑︁
𝑡=1

𝑦′
𝑛,𝑙

���
𝑡
. (1)

Importantly, each embedding 𝑣𝑛,𝑙 maintains an index linking to
its original short feature 𝑦𝑛,𝑙 , enabling the retrieval of the original
audio segment 𝑥𝑛 for the source content. Finally, the collection of
embeddings

{
𝑣𝑛,𝑙

}
are stored in 𝑙 vector databases V𝑙 to enable

efficient similarity search and retrieval.

(2) Retrieve Knowledge. As shown in the stage 2 (red section) of
Figure 3-RAD, a sample to be detected 𝑥𝑞 can be embedded into a
query embedding 𝑣𝑞,𝑙 ∈ R𝐿×𝐹 by function E,M, and can be con-
verted to short features𝑦𝑞,𝑙 ∈ R𝐿×𝑇×𝐹 by function E,S. This query
embedding 𝑣𝑞,𝑙 is then utilized to perform a similarity search across
vector databases – for each layer 𝑙 , there is a corresponding vector
database V𝑙 to be searched. The top 𝐾 most similar embeddings{
𝑣𝑘,𝑙

}
∈ R𝐾×𝐿×𝐹 are retrieved, along with their associated short

features
{
𝑦𝑘,𝑙

}
∈ R𝐾×𝐿×𝑇×𝐹 . These 𝐾 most relevant audio sam-

ples serve as references for detailed comparison with the sample
to be detected. By analyzing the similarities and differences, the
authenticity of the tested samples can be better determined.

(3) Get Results (Sample Detection). As shown in stage 3 (green sec-
tion) of Figure 3-RAD, our proposed RAD framework requires the
training of an additional detection model. This model accepts the
samples to be tested as well as the most relevant retrieved samples.
Specifically, the detection model is provided with the query short
features 𝑦𝑞,𝑙 and the top 𝐾 similar short features

{
𝑦𝑘,𝑙

}
to make the
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Comparison RAG RAD
Full training / fine tuning for 

detection

Knowledge Updates

Updates directly to the latest 

retrieved knowledge base, 

without the need for frequent re-

training to obtain the latest 

knowledge.

Knowledge is input implicitly. 

The ability of previously 

trained models for knowledge 

acquisition is yet to be verified.

Full training or retraining is 

needed for knowledge and data 

updates.

External Knowledge
External knowledge can be 

acquired through retraining.

Data Processing
Only large datasets of high quality 

can improve performance.

Interpretability

The results generated can be 

traced back to specific data 

sources, offering greater 

interpretability and traceability.

Only similar samples can be 

traced, but it is difficult to 

interpret directly how it relates 

to the sample being examined.

Works as a black box with very 

low interpretability.

Computational 

Resources

Relying only on one model's 

judgment.

External Training
Zero-shot learning, without 

external training.

Latency Requirements 
Only the model inference process 

will have low latency.

Hallucination/Detection 

Error

Less likely to hallucinate because 

each generated result is based 

on retrieved evidence.

Careful comparison and review 

of retrieved similar samples 

with the tested samples may 

reduce detection errors, but 

this needs to be verified.

Relying on only one model may 

produce higher detection errors.

Ethical and Privacy 

Issues

Content in external databases 

may have ethical and privacy 

concerns.

Initially requires full training for specific tasks with high quality 

data.

Utilizing external resources, especially relevant or similar data 

from databases.

Minimal data processing and manipulation is required.

Database retrieval techniques are required for each generated or 

detection task, and external data sources require regular 

maintenance. These require additional computational resources.

Data retrieval process leads to higher latency.

The labels are fixed, credible, and free of ethical and privacy 

concerns.

Figure 4: Properties of RAG, RAD, and full training/fine-
tuning for detection. Red text represents the focused atten-
tion, and green cells represent ideas that should be verified
in this paper.

final decision 𝑧. Importantly, this detectionmodel not only evaluates
relevant samples, but also provides detailed comparisons with the
most similar real samples. This additional contextual information
helps to make more accurate judgments for DF detections.

Properties similar to RAG in RAD. Despite their different applica-
tions, with RAD optimized for detection and RAG for generation,
given the similarities in structure and algorithms between RAG
and RAD, it is likely that RAD also has the same advantages as
RAG. Figure 4 provides a detailed summary of the key advantages
and disadvantages of RAG, RAD, and full training / fine-tuning
approaches. Although similarities and differences exist across these
methods, three critical questions emerge as follows:

• Question 1: Does the RAD framework reduce detection errors?
• Question 2: Does updating external knowledge for the RAD
framework further improve detection performance?

• Question 3: Can the retrieved audio samples be interpreted?

Research questions 1, 2 are verified in § 4.4, and question 3 is
verified in § 4.5.

3.3 Detection Model
To apply RAD toDF detection, we extend theMulti-FusionAttentive
(MFA) classifier [9], named RAD-MFA, which combines the raw
query input for detection and the retrieved similar bonafide samples
to make comprehensive analysis for detections. Specifically, Figure
5 illustrates the overall structure of our proposed detection model,
and Figure 5 shows the MFA sub-modules in detail.

MFA Module. The MFA Module in our framework handles the test
feature 𝑦𝑞 and the retrieved features

{
𝑦𝑘,𝑙

}
. For conciseness, these

features are denoted by 𝑦 in Figure 5. Specifically, the MFA module
is implemented through the following steps:

Figure 5: The structure of detection model architecture. ⊕
denotes the concatenation. This process illustrates the 3rd get
results stage of Figure 3-RAD in detail.

(1) The input feature 𝑦 ∈ R𝐵×𝐿×𝑇×𝐹 is passed through 𝐿 parallel
time-wise attentive statistic pooling (ASP) layers (denoted as
ASP𝑇 (·)) to eliminate the time dimension. Here, 𝐵 denotes a
virtual dimension.

(2) The last outputs are concatenated and passed through a fully
connected layer to transform the features to R𝐵×𝐿×2𝐹 .

(3) These outputs are then passed through a layer-wise ASP layer
(denoted as ASP𝐿 (·)) to form the intermediate representation
𝑟 ∈ R𝐵×4𝐹 .

Extended RAD-based MFA. The RAD-MFA is implemented through
the following steps:
(1) The test feature 𝑦𝑞 ∈ R1×𝐿×𝑇×𝐹 and the retrieved features{

𝑦𝑘,𝑙
}
∈ R𝐾×𝐿×𝑇×𝐹 are sent to the same MFA module, creat-

ing intermediate representations 𝑟𝑞 ∈ R1×4𝐹 and 𝑟𝑘 ∈ R1×4𝐹
respectively.

(2) These two representations are used to form 𝑟𝑑 ∈ R1×4𝐹 by
taking their difference, 𝑟𝑑 = 𝑟𝑘 − 𝑟𝑞 . We make a difference
between two features with extremely similar timbre, which
allows the discriminative model to pay more attention to other
differential information, such as background noise.

(3) This output is sent to a sample-wise ASP layer (denoted as
ASP𝐾 (·)) to form the intermediate representation 𝑟𝑒 ∈ R1×8𝐹 .

(4) 𝑟𝑒 is concatenated with 𝑟𝑞 , and sent to a fully connected layer
to make the final decision.
Through this scheme, the RAD-based detection model can take

into account numerous particularly similar bonafide samples and
make comprehensive judgments on their contents and distributions.
This enables the model to achieve more accurate detection results
by accounting for many additional highly similar authentic cases.

3.4 Performance Optimization
In order to speed up the process of training and testing, two ap-
proaches are used for optimization.

Locally Stored Features. To speed up the training and testing pro-
cess, we pre-compute and cache the WavLM features of all audio
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segments in the knowledge retrieval database. Specifically, each raw
audio segment 𝑥𝑛 is passed through the WavLM model to extract
the corresponding feature representation 𝑦𝑛,𝑙 . The retrieved fea-
ture

{
𝑦𝑛,𝑙

}
are stored locally, and the indexes in the database only

store pointers to these pre-extracted feature paths. For training,
the entire pipeline operates on the pre-computed features rather
than raw audio, with the cached test features, retrieved database
features, and corresponding labels, making the training process
extremely fast. For testing, this design allows efficient retrieval of
audio contents without repetitively invoking the computationally
expensive WavLM feature extraction each time.

Time-wise Speedup. The acoustic features extracted by WavLM
have a frame-to-frame hop size of 20 ms and a large number of
layers, resulting in an extremely large number of generated feature
parameters that require a large amount of storage space. To solve
the problem, we propose a method S (·) to simplify features in the
time dimension.

Let 𝑥 denote an audio segment sample, the feature extracted by
WavLM is called latent long features 𝑦′ ∈ R𝑇 ′×𝐹 , which can then
be transformed into short features 𝑦 ∈ R𝑇×𝐹 by the S. A speedup
parameter 𝜏 is introduced, which partitions the long feature 𝑦′
along the time dimension as:

partition
(
𝑦′
)
=
[ [
𝑦′1, ..., 𝑦

′
𝜏

]
,
[
𝑦′𝜏+1, ..., 𝑦

′
2𝜏
]
, ...,

[
..., 𝑦′𝑇 ′

] ]︸                                               ︷︷                                               ︸
𝑇 ′/𝜏 partitions

. (2)

The speedup short feature 𝑦𝑡 can then be derived by taking the
average along the partitioned time dimension as:

𝑦 = S
(
𝑦′
)
=
[
mean

( [
..., 𝑦′𝜏

] )
, ...,mean

( [
..., 𝑦′𝑇 ′

] ) ]
. (3)

Applying this speedup technique enables significant savings in
storage space. However, there is an additional question that needs
to be experimentally verified:

• Question 4: Does time-wise speedup method affect down-
stream DF detection performance?

This question is validated in § 4.4.

4 EXPERIMENTS
The following section describes the datasets and assessment metrics
(described in § 4.1) used for all of the reported experimental work,
as well as details of the reproducible implementation (described
in § 4.2). The experimental results (described in § 4.3) will list the
evaluation results compared to the existing SOTA. The ablation
studies (described in § 4.4) will then focus on several experiments
related to the Four Research Questions collected from § 3.2, 3.4,
and why our proposed RAD framework could be effective.

4.1 Datasets and Metrics
ASVspoof 2019 LA Database. The ASVspoof 2019 [23] logical ac-
cess (LA) dataset is comprised of bonafide and spoofed utterances
generated using totally 19 different spoofing algorithms, including
TTS, VC, and replay attacks. The dataset contains separate parti-
tions for training, development, and evaluation. The training and
development sets contain samples of 6 spoofing algorithms, while
the evaluation set contains samples from 2 algorithms seen during
training as well as 11 unseen spoofing algorithms not present in the

training data. The training set trains the model, the development
set selects the best-performing model, and the evaluation set impar-
tially evaluates the performance of the selected model. In addition,
all bonafide samples will be used to build the retrieval database.

This experimental design aims to evaluate the generalization
ability of the DF detection system against unknown spoofing at-
tacks. Furthermore, the dataset may not contain complete bonafide
recordings of all speakers that were impersonated in the spoof-
ing dataset. The lack of target speaker data may limit the ability
of the DF detection system to perform accurate speaker charac-
teristics comparisons. To mitigate this issue, additional bonafide
samples from impersonated speakers should be found to augment
the available knowledge database for the retrieval system.

ASVspoof 2021 LA Database. The LA and DF evaluation subsets
from the ASVspoof 2021 [27] challenge present intentionally more
difficult spoofing detection tasks compared to the 2019 LA data,
including more unseen attacks, and both encoding and transmis-
sion distortions in the LA set, as well as the unseen coding and
compression artifacts in the DF set. According to the challenge
guidelines, since no new training or development data was released
for the ASVspoof 2021 challenge, model training, and evaluation
were limited only to the ASVspoof 2019 database. The entire subset
of ASVspoof 2021 LA and DF were used for model testing.

VCTK Database. All bonafide samples of ASVSpoof are a very small
subset of the VCTK dataset. To mitigate the issue of insufficient
bonafide samples per speaker, as the datasets used originate from
the VCTK dataset, we expand our database by using additional sam-
ples that exclude all samples already present in our experimental
data. This allows us to increase the number of bonafide samples
available for each speaker in the retrieval task.

Metrics. We evaluated our proposed model on these datasets using
two standard metrics: the minimum normalized tandem detection
cost function (min t-DCF) [14] and pooled equal error rate (EER).
The min t-DCF measures the combined (tandem) performance of
the ASV systems, and the EER reflects the independent DF detection
capability.

4.2 Implementation Details
Data Processing. The original audio recordings in the database are
segmented into clips of 4 seconds in length. Audio recordings over
the 4-second duration are truncated to 4 seconds. For audio record-
ings shorter than 4 seconds, the clips are padded to the 4-second
length by repeating the recording. No additional processing such
as voice activity detection (VAD) is applied to the audio samples
prior to segmentation. The audio segments are first encoded into
short features using a WavLM model, and are then shortened into
more compact short features through a time-wise speedup model
with parameter 𝜏 = 10.

Vector Database. In order to store and query embeddings from
vector databases more conveniently, we created 𝐿 databases to
store the audio feature vectors extracted at each layer of theWavLM
model. When performing a database retrieval, the query audio is
converted to query embedding, and the top 10 most similar WavLM
short features will be retrieved.
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Table 1: Comparison with other anti-spoofing systems in the
ASVspoof 2019 LA evaluation set, reported in terms of pooled
min t-DCF and EER (%).

System Configuration min t-DCF EER(%)

Hua et al. [11] DNN+ResNet 0.0481 1.64
Zhang et al. [31] FFT+SENet 0.0368 1.14
Ding et al. [6] SAMO 0.0356 1.08
Tak et al. [22] RawGAT-ST 0.0335 1.06
Jung et al. [26] AASIST 0.0275 0.83
Huang et al. [12] DFSincNet 0.0176 0.52
Fan et al. [7] f0+Res2Net 0.0159 0.47
Guo et al. [9] WavLM+MFA 0.0126 0.42

Ours WavLM+RAD-MFA 0.0115 0.40

Model Training. The front-end feature extractor utilized in this
work is WavLM. During fine-tuning of the front-end WavLM, the
Adam optimizer is employed with a learning rate of 3e-6 and a batch
size of 4. For training the MFA, the batch size is changed to 32 and
the learning rate is 3e-5. All experiments were performed utilizing
two NVIDIA GeForce RTX 3090 GPUs. Each model configuration
is trained for approximately 30 epochs.

4.3 Experimental Results
To demonstrate the superior performance of our proposed method
over existing approaches, we compare our proposed method to
recent SOTA methods.

Results on ASVspoof 2019 LA evaluation set. The experimental re-
sults in Table 1 compare the performance of our proposed methods
to existing approaches on the ASVspoof 2019 LA evaluation dataset.
Our method achieves an EER of 0.40% and a min t-DCF of 0.0115
which is the best reporting result, demonstrating the effectiveness
and superiority of our proposed method. Notably, although Guo
et al. [9] utilizes a similar WavLM feature extractor and MFA net-
work, our proposed RAD framework improves its performance,
overcoming the limitations of single-model approaches.

In our analysis, the RAD framework first retrieves the most sim-
ilar audio samples, which are likely from the same speaker, and
then performs careful comparisons between these samples and the
test sample. For the detection model, it only needs to consider the
differences between the two, rather than relying on fuzzy prior
knowledge for detection. In contrast, our proposed method is more
robust. Specifically, by focusing on fine-grained differences rather
than generalized knowledge, our method can more accurately dis-
tinguish more detailed information.

Results on ASVspoof 2021 DF evaluation set. We further test our
model on the ASVspoof 2021 LA and DF evaluation set, results are
shown in Table 2. In the DF subset, our method achieves SOTA
performance on the DF subset with an EER of 2.38%. In the LA
subset, we obtain an EER of 4.89%, which is also quite a competitive
performance, but still better than the baseline system [9] without
RAD. Further analysis and ablation studies are needed to a fully

Table 2: Comparative results of our proposed method with
other systems in the ASVspoof 2021 LA and DF evaluation
set with pooled EER (%).

System Configuration LA DF

Fan et al. [7] f0+Res2Net 3.61 –
Doñas et al. [18] wav2vec2+ASP 3.54 4.98
Wang et al. [25] wav2vec2+LGF 6.53 4.75
Tak et al. [21] wav2vec2+AASIST 0.82 2.85
Fan et al. [7] WavLM+MFA 5.08 2.56

Ours WavLM+RAD-MFA 4.83 2.38

Table 3: Ablation studies on ASVspoof 2021 DF dataset for
the effectiveness of each component with pooled EER (%). -L
and -S: large and small. ft: fine-tuning. Just Difference is the
𝑟𝑒 (denoted in Figure 5, without 𝑟𝑞) directly connected to the
fully connected layer for classification.

Ablation Configuration Pooled EER(%)

Full Framework – 2.38

w/o RAD Baseline (Figure 2) 2.90
w/o VCTK ASVspoof 2019 only 2.54
w/o WavLM-L WavLM-S 9.15

w/o ft WavLM-S 9.62
WavLM-L 4.98

Variation Structure Just Difference 2.49

characterize the advantages of our proposed method on each com-
ponent.

4.4 Ablation Study
Ablation Study on Different Components. The ablation study pre-
sented in Table 3 summarizes the results obtained by evaluating
different configurations and components of the proposed system
on the ASVspoof 2021 DF subset. Specifically, the impact of the
RAD framework, WavLM-L feature extractor, fine-tuning of the
feature extractor, incorporation of additional VCTK datasets for
data retrieval, and the structure of the detection network were ana-
lyzed. The experiments were conducted using a time-wise speedup
parameter 𝜏 = 10. System performance was assessed using the
pooled EER expressed as a percentage. The key observations are
summarized as follows (line-by-line explanation from Table 3):

(1) The full system reaches the SOTA performance with a pooled
EER of 2.38%.

(2) Removing the proposed RAD framework for similar sample
retrieval increases the pooled EER to 2.90%. This validates the
effectiveness of the RAD framework, which answers the re-
search Question 1. However, this result is slightly higher than
that of Guo et al. [9], which may be due to different parameter
settings and time-wise speedup operations.
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Table 4: Ablation study of the effect of different time-
wise speedup parameter 𝜏 on DF detection performance of
ASVspoof 2021 DF dataset, using pooled EER (%).

Speedup (𝜏 =) 5 10 20

Original 4.68 4.98 5.45
Fine-tune 2.36 2.38 2.54

(3) Excluding the supplementary VCTK dataset slightly increases
the pooled EER to 2.64%, indicating that updating the knowl-
edge with additional related data could improve the detection
performance, which answers the research Question 2.

(4) Replacing WavLM-L with WavLM-S significantly increases the
pooled EER to 9.15%, highlighting the importance of the feature
extractor in the overall framework.

(5) Without fine-tuning, the EER rises drastically to 9.62% and
4.98% for WavLM-S and WavLM-L respectively. This observa-
tion clearly highlights the positive influence of fine-tuning in
enhancing DF detection performance, since fine-tuning com-
bines spoofed data instead of using bonafide data alone, thereby
improving the discriminatory capability of DF samples.

(6) We also tried the variation structure of removing the 𝑟𝑞 branch
and directly connecting 𝑟𝑒 (denoted in Figure 5) to the classifier
slightly increases the pooled EER to 2.49%, suggesting that not
only the difference of the feature, but also the original feature
play the role for performance improvement.

Effect of Time-wise Speedup Parameter. Table 4 examines whether
time-wise speedup affects the performance of DF detection. We
tested the original and the fine-tuned WavLM-Large feature ex-
tractor on the ASVspoof 2021 DF with 𝜏 is 5, 10, 20, reporting by
the pooled EER. It is difficult to test under 𝜏 < 5 due to very high
computational costs and storage consumption, which need to be ad-
dressed in future work. Before fine-tuning, the performance varies
greatly across 𝜏 : the smaller 𝜏 is, the better the performance, but
the much higher computational cost and storage consumption. Af-
ter fine-tuning, the gap narrows, suggesting that optimization can
reduce the impact of time-wise speedup operation. Overall, the
time-wise speedup operation will affect the performance, but not
too much, which answers the research Question 4. Taking these
factors into account, we finally chose 𝜏 = 10. However, we still
need better ways to reduce storage and computation, which is an
open problem that needs to be investigated.

4.5 Sample Analysis
The retrieval samples shown in Figure 6 with clickable audio to
hear, offer insights into the factors influencing successful detection
of spoofing artifacts. This figure presents 4 test samples, comprising
3 spoofed and 1 bonafide audio, along with the 2 to 3 most similar
samples. Extracts were taken from three layers (initial, middle, final)
of a WavLM-L model. Despite quality defects in the spoofed test
samples, the system appeared to retrieve samples from the same
speaker identities. This suggests the system might rely strongly
on speaker-discriminative features, potentially providing an ap-
proximate answer to the research Question 3. However, although

Figure 6: Examples of retrieved samples (click on the figure
to hear the sound).

initial layer retrievals corresponded to the same speakers, middle
and final layer results may differ in speaker identity. Our analysis
implies that the shallower layers of the model may focus on timbral
and quality-based features, whereas the deeper layers capture more
abstract semantic information. Nevertheless, these explanations re-
main brief and qualitative, lacking rigorous argumentation, which
could be an interesting area for future exploration. In summary,
the retrieved samples have the greatest similarity at the feature
level, providing insights for the successful detection of the spoof-
ing artifacts. After retrieval, a careful comparison of the retrieval
results with the test sample will be a key factor in the performance
improvement.

5 CONCLUSIONS
In this work, we proposed a novel retrieval-augmented detection
(RAD) framework that leverages retrieved samples to enhance deep-
fake detection performance. We also extend the multi-fusion atten-
tive classifier by integrating it with our proposed RAD framework.
Extensive experiments demonstrate state-of-the-art results of the
RAD framework on the ASVspoof 2021 DF dataset and competitive
performance on the 2019 and 2021 LA datasets. The consistent im-
provements achieved on multiple datasets highlight the potential
of RAD as a new paradigm for DF detection. The ablation study re-
veals RAD and retrieval-augmented generation (RAG) share similar
properties in improving detection performance. Additionally, the
retrieved samples are usually from the same speaker, suggesting
potential interpretability. In conclusion, this work opens promising
research avenues into retrieval-based augmentation techniques to
enhance performance for detection tasks. By breaking the reliance
on a single model, RAD provides a new perspective that utilizes
more available information to overcome performance limitations
and advance DF detection techniques.
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