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Audio Anti-Spoofing Detection: A Survey
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The availability of smart devices leads to an exponential increase in multimedia content. However, the rapid
advancements in deep learning have given rise to sophisticated algorithms capable of manipulating or creating
multimedia fake content, known as Deepfake. Audio Deepfakes pose a significant threat by producing highly
realistic voices, thus facilitating the spread of misinformation. To address this issue, numerous audio anti-
spoofing detection challenges have been organized to foster the development of anti-spoofing countermeasures.
This survey paper presents a comprehensive review of every component within the detection pipeline, including
algorithm architectures, optimization techniques, application generalizability, evaluation metrics, performance
comparisons, available datasets, and open-source availability. For each aspect, we conduct a systematic
evaluation of the recent advancements, along with discussions on existing challenges. Additionally, we also
explore emerging research topics on audio anti-spoofing, including partial spoofing detection, cross-dataset
evaluation, and adversarial attack defence, while proposing some promising research directions for future
work. This survey paper not only identifies the current state-of-the-art to establish strong baselines for future
experiments but also guides future researchers on a clear path for understanding and enhancing the audio
anti-spoofing detection mechanisms.

Additional Key Words and Phrases: Deepfakes, Speech synthesis, Audio anti-spoofing detection, Spoofing
countermeasures, ASV

1 INTRODUCTION

Deep learning (DL) techniques have significantly advanced the creation of spoofing speech attacks,
commonly referred to as "Deepfake”. Deepfake audio holds the potential to propagate misinfor-
mation, for example defaming the credibility of prominent figures, leading to political insecurity,
fake news, and manipulation of public opinion [37, 284]. Moreover, the rapid growth of Deepfake
audio synthesis algorithms also puts voice-enabled devices at risk since the synthesized voices can
maliciously take over the control of a device.

The primary techniques of speech synthesis are Text-to-Speech (TTS) and Voice Conversion
(VC). TTS models take the given text characters as input and utilize vocoders to generate a natural-
sounding speech that follows the linguistic rules of the input text. The dominant TTS algorithms
are typically structured as autoregressive-based models, such as WaveNet [214], Tacotron [232] or
GAN-based architecture, like HiFi-GAN [107]. On the other hand, VC attacks alter original speech
to mimic the voice of a specified target speaker while preserving linguistic information. Notably,
the source speech for VC models can originate from a TTS algorithm [255]. As audio spoofing
threats continue to emerge, the series of ASVspoof (Automatic Speaker Verification Spoofing and
Countermeasures) [142] and ADD (Audio Deep Synthesis Detection) [266] challenges have been
developed and played a pivotal role in fostering the development of advanced algorithms to combat
audio spoofing attacks. In this survey, we focus on reviewing and analyzing the recent advanced anti-
spoofing countermeasures (CMs) targeting TTS and VC attacks across diverse application scenarios,
extending beyond the scope of the Automatic Speaker Verification (ASV) systems. Nonetheless, the
development of CMs empowers ASV systems against potential threats.
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Several surveys on audio anti-spoofing detection have been published in recent years. The main
differences between our survey and the existing ones are summarized as follows.

- Broader definition of spoofed audio. We adopt a more inclusive definition of spoofed
audio, to include both the entire fake audio clips generated by the TTS/VC algorithms and
the partial spoofed audio. We evaluate the detection models that specifically target partially
fake portions within an audio clip, which has not been addressed in the previous surveys.
We also analyze speaker-aware audio anti-spoofing models, exploring the integration of
speaker verification and spoofing CMs to protect the ASV systems.

- Optimization and performance enhancement techniques during the training pro-
cess. While the existing surveys primarily concentrate on the architecture of detection
algorithms, including feature engineering and classifier structures, our survey extends the
analysis to include optimization and training techniques. We highlight the significance
of factors like data augmentation and the choice of loss function, which can substantially
impact the detection performance. By examining these techniques collectively, we equip
researchers with a comprehensive toolkit for developing enhanced algorithms.

- Explorations of emerging research topics. The publications in the field of audio Deepfake
have increased significantly in recent years, leading to the emergence of advanced topics
like adversarial attack defense and cross-dataset evaluation. Our survey provides a thorough
review and evaluation of newly published articles, ensuring up-to-date coverage of these
topics.

- Emphasis on open-source availability. Open source plays a pivotal role as it fosters
technological advancement. Our survey places significant emphasis on providing open-
source information for all reviewed models and datasets.

More specifically, several existing surveys [95, 103, 160, 283] provide literature reviews on
Deepfake media content, with an emphasis on image and video aspects rather than audio. Besides,
specific surveys addressing audio anti-spoofing differ from this paper in several aspects. For example,
Mcuba et al. [161] mainly focus on reviewing the CNN-based classifiers. Almutairi et al. [6] and
Cuccovillo et al. [44] highlight the open challenge in the current solutions rather than providing
a detailed comparison of state-of-the-art (SOTA). Wang et al. [228], and Dixit et al. [55] provide
an evaluation of the detection methods specifically targeting TTS/VC-generated fully spoofed
audio clips. More recently, Khan et al. [102] and Yi et al. [267] briefly touch upon partially fake
anti-spoofing detection in their surveys but do not offer a systematic discussion and evaluation
of the specific algorithms involved. Furthermore, the existing work also lacks reviews on the
optimization techniques that can be applied to the training process for performance enhancement.

Therefore, we provide an in-depth review of various aspects of audio anti-spoofing technology,
including the elements of detecting architecture, prevailing training techniques, methodologies
embracing diverse application scenarios, and the latest available datasets. For each aspect, we will
discuss the detailed design, evaluate the performance, address current limitations and explore future
directions. We aim to provide a thorough understanding of the broader picture for preventing
malicious audio Deepfakes, serving as a valuable reference guide for future researchers. Specifically,
the contribution of our survey can be summarized as follows:

- We present a comprehensive review of each building block of developing audio anti-spoofing
detection algorithms and provide the evaluation of performance on both fully and partially
spoofing scenarios.

- We are the first to evaluate the effectiveness of optimization techniques applied in the model
training process, such as data augmentation, activation functions and loss functions. We
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also address the current stage of emerging research tasks, including transferring learning
and the explainability of the detection architecture.

- We provide open-source information regarding SOTA and benchmarking datasets, which
gives a feasible guide to achieve reproductions.

- We review the existing challenges faced by SOTA models and propose future research
directions for advancing audio anti-spoofing detection.

2 DATASETS AND EVALUATION METRICS FOR AUDIO ANTI-SPOOFING

In this section, we present a detailed summary of the datasets and evaluation metrics utilized to
address the challenge of audio spoofing.

2.1 Datasets

We provide the details and discuss the characteristics of the most recent widely utilized audio
datasets, categorized into three main types: fully spoofed, partially spoofed, and fully real datasets.
The fully spoofed datasets typically include both bona fide and spoofed speech generated by TTS
and/or VC algorithms. Partially spoofed datasets involve replacing partial segments of the original
real utterances with synthesized or manipulated audio. Fully real datasets are crucial for training
audio spoofing algorithms or they serve as bona fide samples in the first two categories of datasets.
Comprehensive information regarding fully spoofed and partially spoofed datasets is presented in
Table 1.

2.1.1  Fully spoofed audio datasets.

ASVspoof2019-LA[255] This dataset is divided into two subsets, logical access (LA) and physical
access (PA), with PA featuring the replay-spoof speech and LA containing TTS and VC-generated
spoofed speech, all derived from the VCTK database [256]. This survey mainly focuses on the LA
subset. The evaluation set in this dataset contains spoofed speech created by 13 unseen algorithms
in the training or development set, to evaluate the generalizability of anti-spoofing detection
algorithms. It’s important to note that all data in the dataset is clean, without noise, or channel
variation, which may lead to a detachment from real-world conditions.

ASVspoof2021-LA[142] This dataset is an extension version of the ASVspoof2019-LA, aiming
to bridge the gap between ideal experimental and real-world conditions. The evaluation data are
across the real telephone systems, incorporating various codecs, transmission channels, bitrates and
sample rates. Typically, anti-spoofing algorithms are trained using the training and development
set of ASVspoof2019-LA, and then evaluated using ASVspoof2021-LA to test their generalizability
towards unknown channel variations. There is no additive noise in this dataset.

ASVspoof2021-DF[142] The Deepfake Speech (DF) subset is newly introduced in ASVspoof2021,
distinct from ASV systems. Both bona fide and spoofed speech utterances in the DF track are pro-
cessed with different lossy codecs, potentially introducing distortion. This DF subset contains the
audio clips from the ASVspoof2019-LA evaluation set, along with data from Voice Conversion
Challenge (VCC) 2018 [143] and 2020 [268] databases. As a result, the DF evaluation set is gener-
ated by more than hundreds of different TTS and VC spoofing attack algorithms under various
compression conditions as well as different source domains.

FakeorReal-orginal (FoR)[183] FoR-orginal is an English audio dataset that contains both
bona fide and spoofed speech generated by diverse TTS algorithms. The FoR dataset provides three
publicly available versions, each with different pre-processing methods.

WaveFake[63] WaveFake is a spoofed audio dataset, generated by six different GAN-based TTS
algorithms across two languages, English and Japanese. There is no additive noise in this dataset
and it only contains two speakers.
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Table 1. Statistics of Datasets for Audio Anti-Spoofing Detection

- Spoofed Unseen #spoofed - Sample # # Male #Female
Dataset Year Accessibility Language type  attacks methods Condition Format rate # real spoofed speaker speaker
Fully spoofed datasets
AS;’OSfSOOf 2015 Yes English TTS,VC  Yes 10 Clean  Flac 16kHz 16651 246500 45 61
/;(S)Y;f‘fzf 2019 Yes English TTS,VC  Yes 19 Clean  Flac 16kHz 10256 90192 20 28
}.TO.R 2019 Yes English TTS No 7 Clean WAV Multiple 108256 87285 173
-original
‘zi\zlls?fzf 2021 Yes English TTS,VC  Yes 19 Codec  Flac Multiple 14816 133360 30 37
‘Zﬁ?ﬂgﬁf 2021 Yes English TTS,VC  Yes 100+  Codec Flac Multiple 14869 519059 43 50
FMFCC- 2021 Yes Chinese TTS,VC  Yes 13 NOISY.  \wav 16kHz 10000 40000 58 73
A Codec
WaveFake 2021 Yes English, = ppg No 7 Clean WAV 16kHz 0 117985 0 2
Japanese
ITW 2022 Yes English Not provided Noisy WAV  16kHz 19963 11816 58
TIMIT . Noisy,
TTS 2022 Yes English TTS No 12 Codec WAV 16kHz 0 5160 46
ADD2022 . . .
IF 2022 Restricted  Chinese TTS, VC Yes Unknown Noisy WAV 16kHz 36953 123932 40 40
Latin- 0 Yes Spanish TTS,VC  No 6 Clean WAV 48kHz 22816 758000 78 84
American
CFAD 2023  Yes Chinese TTS,VC  Yes 12 ggéiyc WAV 16kHz 38600 77200 1212
MLAAD 2024 Yes 23 TTS No 54 Clean WAV  22kHz 0 76000  Not provided
Partially spoofed datasets
Partial . .
Spoof** 2021 Yes English TTS, VC Yes 9 Clean Flac 16kHz 12483 108978  Not provided
HAD** 2021 Restricted  Chinese TTS Yes  Unknown Clean WAV 44.1kHz 53612 753612 43 175
Psynd 2022 Restricted  English TTS No 1 Codec WAV  24kHz 30 2371 537 507
ADD2022 . . .
PF 2022 Restricted  Chinese TTS, VC No  Unknown Clean WAV 16kHz 23897 127414  Not provided
A]?PE;E?B 2023 Restricted Chinese TTS, VC Yes  Unknown ggése};’ WAV  16kHz 55468 65449 Not provided

*Unseen attacks refer to spoofed attacks present in the evaluation set but not included in training set.
*“*These datasets also offer fine-grain labels at segment-level for partial spoofing.

In-the-Wild (ITW)[165] ITW is a dataset of audio Deepfakes with corresponding bona fide
audio for English-speaking celebrities and politicians. Both bona fide and spoofed audio samples
are collected from publicly available sources such as social networks and video streaming platforms,
potentially containing background noises. This dataset is intended to evaluate the generalizability
of detection models, including cross-dataset evaluation.

TIMIT-TTS[190] TIMIT-TTS is a synthetic speech dataset containing 12 SOTA TTS algorithms.
All selected TTS algorithms are spectrogram generators, which keep the differences between
the generated speech primarily attributable to the vocoders. Various post-processing techniques,
including adding Gaussian noises, applying MP3 codecs and adding reverberation compression, are
applied to reduce the audio quality and hide some artifacts.

FMFCC-A[294] FMFCC-A is a publicly available Mandarin audio spoofed dataset generated
by both TTS and VC algorithms. The entire dataset is partitioned into the training, development
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and evaluation sets, with the evaluation set featuring speech synthesis algorithms unseen by the
training set. Also, half of the evaluation dataset is randomly selected to process a compression-
decompression operation or add Gaussian noise to enhance its diversity.

Chinese Fake Audio Detection (CFAD)[150] CFAD is another publicly available Mandarin
audio spoofed dataset consisting of twelve different spoofing algorithms including both TTS and
VC types. This dataset offers two notable advantages over the FMFCC-A dataset. Firstly, bona fide
data in CFAD is sourced from six different domains to prevent bias, whereas FMFCC-A collects
from a single source. Secondly, CFAD provides detailed labelling, including information on the
spoofed type, real data source, noise type, signal-to-noise ratio, and media codec types.

ADD2022-LF [265] The low-quality (LF) track of the ADD2022 challenge focuses on utterances
with various real-world noises and background music effects. This dataset is inaccessible online.

Latin-American Voice Anti-spoofing [210] The dataset utilizes TTS and VC algorithms to
generate spoofed speeches with five different accents of Latin-American Spanish.

Multi-Language Audio Anti-spoofing (MLAAD)[166] MLAAD is a newly published spoofed
audio dataset created using 54 TTS models across 23 languages. Its novelty is reflected in its
variety of languages. This dataset can be utilized either as new out-of-domain test data for existing
anti-spoofing models or as an additional training resource.

2.1.2  Partially spoofed audio datasets.

Partial Synthetic Detection (Psynd)[275] The data samples in this dataset are real utterances
injected with synthetic speech segments closely resembling the target speakers, generated by
multi-speaker TTS algorithms. In training, validation, and preliminary test data, each utterance
incorporates one single fake segment. Special cases, such as fully faked, fully real, and multi-fake
segments, are stored in the special test set.

PartialSpoof[278] The PartialSpoof dataset contains spoofed speech with varying proportions
of spoofed audio segments within a single utterance. This is achieved by pairing speech utterances,
with one entirely generated using TTS or VC, and another being an original bona fide speech
utterance. Short segments within the pairs are randomly substituted with different lengths. Notably,
this dataset offers fine-grain labels, including segmental-level labels at different temporal resolutions.

ADD2022-PF[265] The Partially Fake audio detection (PF) track in the ADD2022 challenge
dataset contains fake utterances generated by replacing the partial segments of the original genuine
utterances with real as well as synthesized audio. The details of generation algorithms for the
spoofed segments are not provided.

ADD2023-PF[266] The PF track is extended in the ADD2023 challenge, which focuses on
locating the manipulated regions in partially fake audio in addition to spoofing detection. Additive
noise and format conversions are also applied to the utterances.

Half-Truth (HAD)[264] The HAD dataset features partially fake speech where a few words
in an utterance are altered using TTS generation techniques. This dataset is designed to evaluate
anti-spoofing methods and localize partially fake audio. The replaced keywords include entities,
such as person, location, organization, and time.

2.1.3  Fully real audio datasets.
Voice cloning toolkit (VCTK)[256] This dataset includes speech data uttered by 110 English
speakers with different accents. All speech data is recorded using the same recording setup with 16
bit/s and 48kHz.

LibriSpeech[175] This dataset is a corpus of approximately 1000 hours of reading English speech
with a sampling rate of 16 kHz.
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VoxCeleb2[41] This dataset is a multi-language dataset that contains over one million human
voices for 6,112 celebrities, extracted from videos uploaded to YouTube. The speech data are captured
with real-world noise including laughter, cross-talk, channel effects, music, and more.

LJ Speech[90] This dataset consists of 13,100 short audio clips of a single speaker reading
passages from 7 non-fiction English books.

AISHELL-3[192] This dataset is a high-fidelity multi-speaker Mandarin speech corpus. The
corpus contains roughly 85 hours of emotion-neutral recordings spoken by 218 native Chinese
Mandarin speakers and a total of 88035 utterances.

2.2 Evaluation metrics

We examine the evaluation metrics utilized in the audio anti-spoofing literature, discussing their
strengths and limitations. Furthermore, we emphasize metrics tailored to address the specific
challenges of detecting partially spoofed content.

Equal Error Rate (EER) The EER is one of most widely used evaluation metrics for audio spoof-
ing CMs. It represents the CM threshold where the false acceptance rate equals the false rejection
rate. A lower EER value signifies better performance. This metric offers a more comprehensive and
objective assessment compared to accuracy, particularly in scenarios with unbalanced evaluation
datasets. Notably, EER serves as the evaluation metric in the ASVspoof and ADD challenge series.

F1-score The F1-score is another metric commonly used in binary classification problems to
handle unbalanced evaluation datasets. It represents the harmonic mean of precision and recall,
effectively considering both the false acceptance rate and the false rejection rate.

Accuracy Accuracy is the most intuitive metric to reflect the detection performance. However,
it can be biased by unbalanced conditions within the evaluation dataset.

Tandem Detection Cost Function (t-DCF) [106] The t-DCF metric is developed during the
ASVspoof2019 challenge as an ASV-centric evaluation method. It shifts the focus from the spoofing
CMs alone to offer a more comprehensive assessment for ASV attack detection. Recognizing that
spoofing CMs and ASV systems operate under different hypotheses and objectives, the t-DCF
considers both systems combined in cascaded order. It reflects the cost of detection decisions made
by the combination of ASV and CM in a Bayesian sense.

Range-based EER [279] This metric is specifically proposed to evaluate segment-level spoofing
detection for the partially spoofed task. Unlike traditional EER measurements that compare discrete
predicted segment scores and their corresponding segment-level labels, which may be influenced
by the resolution of utterances, a range-based EER can be utilized. This approach measures the
duration of misclassified regions between references and hypotheses of each trial with a finer
resolution.

3 FULLY SPOOFED DETECTION

In this section, we comprehensively evaluate every component within the detection pipeline for fully
spoofed audio, including algorithm architectures and training optimization techniques. Audio anti-
spoofing detection models are typically structured by two modules: front-end feature extraction
and back-end classifier. However, End-to-end (E2E) architectures have gained more attention
due to their capability to avoid information loss caused by pre-defined feature extraction. We
evaluate recent advancements in feature engineering, classifier development, and E2E architectures.
Furthermore, we assess various training optimization techniques mentioned in the literature,
including data augmentation, loss functions, and activation functions. Our focus lies on elucidating
the effectiveness of each optimization technique to enhance the performance of spoofing CMs.
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Table 2. The Performance of Single-System State-of-the-art Models on the Series of ASVspoof Evaluation Sets

L Data . Loss # ASVspoof  |Access-
Publication augmentation Feature Classifier funcion Params [ 1g- zﬁ 21- | ibility
LA | LA | DF
[291]|INTERSPEECH’21 w/o Mel-Spec on 0-4kHz |SE-ResNet-18 AM-Softmax 1.1M 114 | - - No
[204] INTERSPEECH’21| channel masking |RawNet2* GAT CE 440K 1.06 [ 6.92| - Yes!
[71]|INTERSPEECH’21| channel masking |SincNet Raw PC-DARTS MSE 24.4M 1.77 | 643 | - Yes?
[87] SPL’21 mix-up E2E: CNN—ResNet—MLP CE 350M 1.64| - - Yes3
[65] ICASSP’22 w/o FastAudio ECAPA-TDNN CE Unknown | 1.54 | - - Yes*
[119] DSP’22 w/o L-vQT DenseNet CE 338K 219 - - No
[212]|  ICPR22 w/o }f‘gggﬁfgggm CNN—MLP CE 7AM | Li1| - | - | Yes
[114]|INTERSPEECH’22 w/o wav2vec2.0-XLSR  |MLP CE 317M 031 - - No
[59] INTERSPEECH 22 w/o wav2vec2.0-960 MLP CE Unknown | 0.40 | - - No
[39] INTERSPEECH 22| frequency masking |CQT-Spec LCNN CE 135K 135 - - No
[227]| ODYSSEY’22 w/o wav2vec2.0-XLSR  |Bi-LSTM —MLP CE 317M | 1.28 |6.53 |4.75| No
[209]| ODYSSEY’22 RawBoost wav2vec2.0-XLSR  |AASIST CE Unknown | - [0.822.85] Yes®
[144]| DDAM22 RawBoost Is‘gfriﬁe: *Jitter+ yip AM-Softmax | Unknown | 0.87 [10.06|27.08] No
[217] DDAM’22 w/o wav2vec2.0-Large  |DARTS Unknown | Unknown | 1.08 | - [7.89| No
[92] ICASSP’22 w/o RawNet2 GAT CE 297K 0.83 (559 | - Yes’
[117] SPL’22 w/o LFCC OCT Focal loss 250K 1.06 | - - No
[132] APSIPA’22 adding noise, RIRs |wav2vec2.0 LCNN CE Unknown | 0.24 | - - No
s Mel-spec + Spec-Env|Transformer
[100] MAD’23 w/o . Spe f_ cOntrl; o ZoNN CE 603K |095| - | - | No
Duration + LCNN
[218] |INTERSPEECH 23 w/o pronunciation + —Bi-LSTM CE Unknown | 1.58 | - - No
wav2vec2.0-XLSR | —MLP
(LFCC —ResNet) +
[151] SPL’23 w/o (CQT-Spec GRL —-MLP CE Unknown | 0.80 | - - Yes®
—ResNet)
[139] ICASSP’23 w/o RawNet2 Rawformer CE 370K 0.59 [4.98 [4.53| Yes’
[158] ICASSP’23 FIR filter wav2vec2.0-XLSR  |MLP OC-Softmax 300M - |3.54(6.18| No
[32]| ICASSP'23 “merfaiﬁ‘rll‘;“cy LFB-Spec GCN CE Unknown | 0.58| - | - | No
[276]| ALGORITHM’23 RawRoost wav2vec 2.0 Transformer CE Unknown | - [1.18[4.72| No
[o1]| 1cASsP’24 Flﬁof;‘it:sr ;}chltec SDC + Bi-LSTM ﬁ‘;‘;‘_;’;‘;f:h CE Unknown |0.223.50 | 3.41| No

! https://github.com/eurecom-asp/RawGAT-ST-antispoofing
2 https://github.com/eurecom-asp/pc-darts-anti-spoofing

3 https://github.com/ghua-ac/end-to-end- synthetic- speech- detection
* https://github.com/magnumresearchgroup/Fastaudio

5 https://github.com/magnumresearchgroup/AuxiliaryRawNet
© https://github.com/TakHemlata/SSL_Anti-spoofing

7 https://github.com/clovaai/aasist
8 https://github.com/imagecbj/End- to- End-Dual-Branch-Network-Towards-Synthetic-Speech-Detection
9 https://github.com/rst0070/Rawformer-implementation-anti- spoofing

" RawNet2 consists of a learnable SincNet filter and six ResNet blocks
The evaluation metric is EER (%). "-” indicates that the authors do not report the performance with the corresponding dataset. The bold values

refer to the best performance on the same dataset. "+

3.1

Feature Engineering

indicates multiple techniques processed in parallel, while "—" denotes sequential order.

We categorize the current methodologies of feature extraction into three groups: hand-crafted
traditional spectral features, deep-learning features, and other analysis-oriented approaches, as
summarized in TABLE 3.

3.1.1

Hand-crafted spectral features. Hand-crafted features have been demonstrated as a strong
baseline for audio anti-spoofing detection, providing a reliable foundation for capturing discrimina-
tive patterns of artifacts.
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https://github.com/ghua-ac/end-to-end-synthetic-speech-detection
https://github.com/magnumresearchgroup/Fastaudio
https://github.com/magnumresearchgroup/AuxiliaryRawNet
https://github.com/TakHemlata/SSL_Anti-spoofing
https://github.com/clovaai/aasist
https://github.com/imagecbj/End-to-End-Dual-Branch-Network-Towards-Synthetic-Speech-Detection
https://github.com/rst0070/Rawformer-implementation-anti-spoofing
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Magnitude-based spectral coefficient The literature shows that the majority of front-end
features are derived from the magnitude/power spectrum, where the power spectrum is the square
of the magnitude spectrum. Short-term magnitude spectral features are commonly obtained from
discrete Fourier transforms (DFT), such as Mel frequency cepstral coefficient (MFCC) [50], inverted
Mel frequency cepstral coefficient (IMFCC) [28], linear frequency cepstral coefficients (LFCC) [4],
and rectangular filter cepstral coefficients (RFCCs) [85], and linear prediction cepstral coefficients
(LPCC) [66]. Sahidullah et al. [188] are the first to compare nine short-term magnitude-based
spectral features alongside their first- and second-order derivatives, highlighting the benefits of
incorporating dynamic features in capturing temporal changes. Recent advancements have focused
on enhancing conventional coefficients by refining windowing techniques and filter configurations
during the extraction process. Mewada et al. [163] propose to utilize a Gaussian filter to obtain
the IMFCC because of their ability to capture more global information compared to linear or
triangular filter banks. Liu et al. [137] extract and stack short-time Fourier transform(STFT) feature
maps with varying time-frequency resolutions by using different window lengths and frame shifts.
Additionally, [137] notes that the longer window length performs more effectively than the shorter
one. Gammatone cepstral coefficient (GTCC) [26] utilizes an Equal Rectangular Bandwidth (ERB)
frequency scale, which is more robust to the noise compared to the traditional Mel-scale. Gasenzer
et al. [69] propose the wavelet packet transform (WPT) as an alternative to the DFT since the WPT
provides a high resolution in the high-frequency part. The experiments suggest that the WPT
outperforms STFT in the situation of low sampling rates or compression.

In contrast to short-term spectral features derived from fixed short window lengths, long-term
window transforms have been proposed to capture long-range information and achieve higher
frequency resolution. Constant-Q cepstral coefficient (CQCC) [207] has shown its effectiveness in
audio anti-spoofing detection by providing higher frequency resolutions at lower frequencies and
higher temporal resolution at higher frequencies. Variants of CQCC are continuously proposed. Li
et al. [127] modify the CQCC by incorporating a block transform, segmenting the CQT log power
spectrum into overlap blocks and performing the discrete cosine transform (DCT) individually on
each block. It leads to a 36% improvement over conventional CQCC on the ASVspoof2015 dataset.
Yang et al. [259] propose to keep the information from the octave power spectrum in addition
to CQCC from the linear power spectrum. The CQT-based power spectrum is inverted in [258]
to emphasize the high-frequency information. Kwak et al. [110] explore the impact of frequency
variations by experimenting with different values for minimum central frequency and total numbers
of frequency bins while fixing the number of bins per octave and hop size. By setting the minimum
central frequency to 1Hz and the total number of frequency bins to 100, it receives an EER of 2.19%
on the ASVspoof2019-LA set. In addition to CQT, Li et al. [119] introduce a long-term variable
Q transform (L-VQT), where the frequencies vary as a power function rather than exponential
as in CQT, aiming to capture better high-frequency information and detect artifacts created by
commonly-used vocoders like WaveNet, even in noisy conditions. Apart from CQT-based features,
Gao et al. [67] utilize global 2D-DCT on Mel-scale magnitude spectrum across both temporal and
frequency dimensions to capture long-term modulation artifacts created by frame-level audio
generation algorithms.

Phase-based spectral coefficient The spoofed speech often lacks natural phase information, as
the human auditory system tends to be less sensitive to phase spectrum characteristics compared
to magnitude spectrum features. Therefore, investigating the phase information can be effective
in capturing these artifacts in spoofed speech. In addition to short-term phase-based features,
such as modified group delay cepstral coefficients (MGDCC) [245], Wang et al. [221] propose a
relative phase extraction method aimed to reduce the phase variation, where the peaks of the
utterance waveform serve as the center of each window section. Furthermore, Gupta et al. [83]
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Table 3. The Categorization of Feature Extraction Methods

Category Description Methods
MEFCC [50], IMFCC [28], LECC [4], RECC [85],
. . . . LPCC [66], SSFC [188], SCFC [188], SCMC [188],
Magnitude/ ig(:;tcietr:; i?;rngs‘s gi?;eg(ﬁ:s;n;;thﬁ;?:z Gaussian-IMFCC [163], Multi-resolution STFT
power-based | jme resol tfon at lower fr ncies ¢ [137], GTCC [26], WPT [69], STFT [126], PLP
Hand tral ¢ resolu er frequencies. [124], DTW [80], Spec-Env [100], Spec-Contrast
-crafted | Spectra [100]
spectral coefficients
foatures CQCC [207], COBC [127], eCQCC [259], CLBC
Long-term: Longer temporal window. [258], L-VQT [119], SCC [200], CQMOC [261],
CFCC [177], Global M [67]
Phase-based | Working effectively as a complement to the magnitude | MGDCC [245], APGDF [174], Relative phase
spectral features. However, it may not be helpful for unknown | [221], Quadrature phase [83], MMPS [261], IF
coefficients attacks, especially for VC attacks. [177]
. Describing the higher-order spectral correlation in the L . .
Bispectrum Fourier dormain: is useful for the known attacks. Statistics of bispectral correlations [3]
Propagating in time to show the variations in frequencies | STFT-spec [16], Mel-spec [182], CQT-spec [1], E-
Image-like and intensities of an audio signal in a 2D feature, which | Spect [246], C-CQT spectrogram [170], LBP [77],
are interpreted as images. MLTP [89], SDC [101]
felit:r:i_n Utilizing DL techniques to construct learnable filterbanks | nnAudio [36], DNN-FBCC [270], FastAudio [65],
DL featuref or approximate the standard filtering process. SincNet [273], TD-FBanks [272], LEAF [271]
features
Supervised Constructing deep embeddings using DL models through | CNN [244], ResNet [193], X-vector [29], auto-
embeddings | supervised training encoder [15], Bi-LSTM [101], U-net [30]
petned | UATE S, ol s DLl e vz ot o R )
embeddings 8¢ ¢ P TDNN [154], HiFi-GAN [56], and ImageNet [144]
of the raw audio waveform.
Prosody/ Focusing on the prosody and emotion of the speech Vocal tract est'lmatlon 20, shln_m?er [120],
4 . X phoneme duration [218], pronunciation [218],
semantic sounds, which works effectively on TTS-based spoofed . :
. . prosody [10], emotion [43], VOT [53], coarticula-
Analysis | features audio, not the VC. .
; tion [53]
-oriented - — - -
features The impact of Coqtrlbutlng effectively to the current anti-spoofing de- Silence portion [169], BTS-Encoder [57]
silence tection models.
Frequency . . . _
sub-band Focusing on one or more specﬁc portions of the fre F0 [60], 0-4KHz [291], 4-8KHz [168]
quency band, rather than the entire frequency range.
feature
Other . . | Varied input length [226], energy loss [52], face
possible Inglug;ngfretcezlt attempts on the development of anti- embedding [252], dual channel stereo feature
directons spooting features. [135], Compressed coding metadata [254]

demonstrate the significance of a quadrature phase over other phase angles by performing Mutual
Information-based analysis.

Nevertheless, experiments indicate that relying solely on the phase information may lack discrim-
inative power compared to the magnitude-based information. Therefore, phase information always
serves as a complement to magnitude information in anti-spoofing detection. Yang et al. [261]
propose a modified magnitude-phase spectrum (MMPS) to collectively capture both magnitude
and phase information while preserving the sign of the magnitude part. Kim et al. [105] apply a
convolution layer with batch normalization (BN) and Rectified Linear Unit (ReLU) activation to the
phase feature to mitigate the high randomness of the phase spectrum before concatenating it with
the magnitude feature. Patil et al, [177] integrate phase information by estimating the Instantaneous
Frequency (IF) with magnitude information represented by cochlear filter cepstral coefficients
(CFCC). They observe that the dynamic variations in the IFs of real speech are substantially larger
than those of spoofed speech.

Bispectrum The magnitude/power spectrum lacks sensitivity to higher-order spectral correla-
tions, which is revealed by bispectral analysis. AlBadawy et al. [3] conduct a qualitative assessment
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to reveal the difference in both magnitude and phase of bispectrum between real and synthesized
speech. Leveraging statistics of the first four moments of bispectral correlations as an eight-
dimensional hand-crafted feature achieved high accuracy detection performance with a basic linear
classifier, particularly under a high Signal-to-Noise Ratio (SNR) condition. The bispectral features
from [3] are combined with power spectrum features, such as STFT and MFCC, which improves
the detection performance for the known attacks [21, 196]

Image-like features In audio anti-spoofing detection, magnitude-based spectral coefficients
are typically integrated with the magnitude of the audio signal over time to form a spectrogram, a
two-dimensional (2D) feature. The spectrogram includes information regarding frequencies and
intensities of the audio signal as it propagates in time. Front-end features, such as Mel-spectrogram
(Mel-Spec), and CQT-spectrogram (CQT-Spec) are always treated as images and passed to CNN-
based back-end classifiers [7, 16, 30, 76, 182]. The spectrogram requires less computation power
than extracting the spectral coefficients through DCT while promising detection accuracy [1]. Xiang
et al. [246] propose an Efficient Spectrogram (E-Spec), which applies STFT directly to the decoded
audio signal along the frequency axis after the compression filterbank. E-Spec approximates the
spectrogram of the MP3 speech without decompressing the signal, and it outperforms the original
Spectrogram by 11% on the compressed ASVSpoof2019-LA evaluation set. Phase information is
also integrated with the magnitude spectrogram [93, 179]. Muller et al. [170] introduce a complex-
valued CQT (C-CQT) log-spectrogram to embed phase information, which requests modifications to
classifier networks, activation functions, and Batch Normalization (BN) to handle complex-valued
input and weights. Furthermore, some research applies texture analysis tools to spectrogram-based
features, including local binary pattern (LBP) [51, 77], and Modified local ternary patterns (MLTP)
[89], along with edge detection tools like Canny [162]. Khan et al. [101] propose a method to
slice the log-mel spectrogram into square segments. For each segment, the local deviated pattern
(LDP) operation is applied to identify the local higher and lower frequency spectrum, forming local
spectral deviation coefficients (SDC) for detecting the frame-level inconsistencies.

3.1.2 Deep-learning (DL) features. With the advancement of deep learning approaches, DL-based
structures have been adopted to extract learnable embeddings to describe the underlying char-
acteristics of raw audio, alongside traditional hand-crafted features. Various types of the recent
DL-based features are discussed below.

Filter-learning feature DL techniques are involved in approximating the standard filtering
process for both STFT-based and First-order Scattering Transform (FST)-based front-ends. Learnable
STFT-based features like nnAudio [36], and DNN-FBCC [270] are implemented without constraining
the shape of the filter, leading to a larger number of parameters in training and potential overfitting.
Fu et al. [65] enhance nnAudio by restricting the filter shape to triangular and making only the
filterbanks learnable, resulting in improved performance. On the other hand, learnable FST-based
front-ends, such as SincNet [273], utilize a convolutional layer to parameterize the sinc function,
effectively acting as a customized filter bank. However, it also may suffer from overfitting by
learning the low and high cut-off frequencies during training. In the work of RawNet2 [208],
SincNet is utilized to extract the front-end feature directly from the raw audio while fixing the
cut-off frequencies to reduce overfitting. The success of RawNet2 makes it one of the most well-
known and reproducible models in audio anti-spoofing detection, serving as an official baseline in
the ASVspoof challenge series. Furthermore, [204] adds one additional channel dimension to the
output of the SincNet front-end to form a time-frequency representation.

Supervised embedding In this category, DL models, such as Deep Neural Networks (DNN),
Residual Networks (ResNet), and Recurrent Neural Networks (RNN) are applied directly on the
raw audio data or after the hand-crafted feature to construct deep embeddings through supervised
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training [15, 48, 101, 193]. Teng et al. [212] choose to use the whole structure of RawNet2 as an
encoder for raw waveforms, combined with ECAPA-TDNN [34] as the encoder for the CQT feature.
Two embeddings from both encoders are concatenated and encoded by a convolutional layer
with BN. Wu et al. [244] construct a stack of convolutional layers and convolutional transpose
layers acting as a genuinization transformer, which is similar to an autoencoder to learn the
characteristics of bonafide speech and amplify differences between fake and real speech. Most
recently, [30] employs a U-net network with attention mechanisms and skip connections, termed
Twice Attention U-net (TA-Unet) [186], to process CQT-spectrograms, aiming to prevent overfitting
while emphasizing artifact locations on the spectrogram feature. Wang et al. [224] explore ResNet-
based DL structures to capture raw layer-wise neuron behaviours. The activated neurons that
have better capability to identify the difference between real and fake are passed to the back-end
classifier. Performing detection by observing the neuron behaviours is found to be robust to the
real-world noise. Alam et al. [2] intergrate higher order statistics (HOS) into the output embedding
of the Time delay neural network (TDNN), incorporating statistical information such as skewness
and kurtosis to enhance detection performance, beyond mean and standard deviation derived from
the statistics pooling layer in TDNN.

Pre-trained embedding Self-supervised learning (SSL) models have demonstrated their ca-
pability to generate latent representations of raw audio waveforms. These SSL-based features
outperform the hand-crafted acoustic features or other learnable features in various tasks, including
speech and emotion recognition. In audio anti-spoofing tasks, research works show that replacing
hand-crafted features or SincNet front-ends with pre-trained wav2vec 2.0 features significantly
boosts detection performance when employing the same back-end classifier and data augmen-
tation techniques [115, 148, 209]. Furthermore, fine-tuning SSL features along with the classifier
during training accelerates convergence and enhances detection performance for both known
and unknown attacks [227]. The commonly-used pre-trained SSL models in audio anti-spoofing
detection are wav2vec 2.0 [59, 227], WavLM [235, 298], HuBERT [123], and Whisper encoder [99].
Specifically, experiments highlight that pre-trained models trained on diverse speech data sources,
such as wav2vec 2.0-Large2 [14] and wav2vec2.0-XLSR [12], achieve better results on out-of-domain
samples [227]. Integration of attention mechanisms into SSL-based models further enhances their
effectiveness. [158] applies a temporal normalization on the hidden state of each transformer layer
in the wav2vec 2.0 model, where each normalized representation is multiplied with a trainable
weight during fine-tuning. Zhu et al. [298] assign different weights to each channel of the deep
embedding to maximize the effectiveness of specific channels for discriminating spoofed detection.

In addition to SSL-based features, certain other deep-learning architectures pre-trained using
external datasets have been reported in the literature as front-end representation extractors, in-
cluding TDNN [154], HiFi-GAN [56], and ImageNet [144]. However, these pre-trained models are
not as effective as SSL models, like wav2vec 2.0, especially for more robust datasets with varied
codec conditions.

3.1.3 Other analysis-oriented features. The majority of efforts on feature engineering for audio
anti-spoofing detection concentrate on extracting hand-crafted spectral representations or high-
level embeddings using DL techniques. At the same time, various other specific directions for
feature development have been explored to improve the robustness of anti-spoofing systems, such
as analyzing the impact of silence and sub-band frequencies.

Prosody and semantic features Blue et al. [20] suggest that audio Deepfake models may
produce significant inconsistencies compared to a regular human vocal tract, such as unnatural vocal
tract diameters. Therefore, they develop a mathematical model to estimate the cross-sectional area
of the vocal tract at various points along the speaker’s airway and design an anti-spoofing detector
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capable of detecting TTS speech. Dhamyal et al. [53] investigates microfeatures, including Voicing
Onset Time (VOT) and coarticulation, which are associated with voice production mechanisms
in humans. The continuous shimmer is proven to reflect the stability of amplitude and frequency
perturbation in the voice and is utilized as a feature to distinguish spoofed audios [120, 121].

DL-based prosody and semantic features have also been proposed. Wang et al. [218] incorporate
two types of prosodic features with wav2vec 2.0 embeddings: phoneme duration feature and
pronunciation features. They are extracted using a pre-trained HuBERT and a Conformer model
[81] respectively. Attorresi et al. [10] trains the same structure of the prosody encoder [197] used
by Tacotron to enhance prosody in TTS-synthesized speech as the prosodic embedding extractor in
the detection process. Conti et al. [43] is the first to use a pre-trained Speech Emotion Recognition
(SER) system to extract emotion embeddings based on the semantics for anti-spoofing detection.
Like other mentioned prosody and semantic features, this emotion embedding is effective for
TTS-generated fake speeches only, rather than VC-based spoofed speech.

The impact of silence Some researchers argue that the silence portion works as a significant
feature for the current anti-spoofing detectors [157, 169, 172]. Specifically, the duration proportion
of silence plays a significant role in detecting TTS spoofing, while the content of silence is an
important factor in detecting VC attacks [288]. It is because TTS algorithms lack the ability to model
diverse and accurate pauses, whereas silence portions in VC spoof audios have signal discontinuity
compared to bonafide speech. Utilizing voice activity detection (VAD) to detect and remove silent
portions leads to performance degradation. To utilize the effectiveness of the silent part, Doan
et al. [57] encode the correlation between breathing, talking and silence sounds in audio clips as
the front-end feature. It is important to note that all existing research on the impact of silence is
conducted using clean data. These findings may not necessarily hold in noisy conditions or when
using various codecs.

Frequency sub-band feature Instead of utilizing feature maps covering the entire frequency
range, studies have investigated sub-band spectral information to identify specific ranges containing
more discriminative information relevant to detecting spoofing speech [199, 201]. Research shows
that sub-band features, particularly within the low-frequency band of 0-4kHz, outperform the
full-band features against channel effects, codecs and noisy conditions, while the high-frequency
part of spectrograms may lead to overfitting [126, 233, 260]. This finding holds significance for the
development of resource-constrained anti-spoofing detectors. [60] and [250] further narrow down
the low-frequency band to 0-400Hz, focusing on the fundamental (F0) frequency. By only including
the FO sub-band of the log-power spectrogram as the feature, it can still achieve a satisfactory
detection result on the ASVspoof2019-LA set with an EER of 1.15%. [168] point out that, in voiced
segments, most spectral differences lie within the 0-4kHz frequency band. Conversely, for silence
and unvoiced segments, the spectral discriminating features predominantly reside in the 4-8kHz
range. This observation may explain performance degradation after silencing removal, particularly
when the feature emphasizes high frequencies.

Varied input length To pass inputs into DL architectures in batch, audio inputs are often set
to be fixed-size through trimming or padding. However, this approach may lead to information
loss or the propagation of irrelevant information [35]. Wang et al. [226] propose to add a pooling
layer before DL models to handle varied input lengths, which outperforms fixed-length inputs with
the same back-end classifiers. Consequently, more research has started to accept variable-length
speech as an input [117, 139, 165].

Other possible directions Other research endeavours have aimed to develop alternative types of
features contributing to anti-spoofing detection. Deng et al. [52] investigate the energy loss in pauses
between words and the high-frequency range caused by spoofing algorithms. Yadav et al. [254]
explore the utilization of compression coding metadata information solely from the compressed
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bit-stream as a feature, which overcomes detection problems for compressed speech, such as
Advanced Audio Coding (AAC) compressed audio. Xue et al. [252] construct face embeddings from
spectrograms to describe speaker information such as gender, and mouth shape, and concatenate
face features and audio features as the front-end. Liu et al. [135] convert mono audio signals to
dual channels, encoding and processing each channel signal separately to capture different detail
cues for anti-spoofing detection.

3.1.4 Performance discussion on feature selection. The current trend in feature engineering for
audio anti-spoofing is shifting from hand-crafted features towards deep embedding representations,
particularly derived from pre-trained SSL-based models. This transition is motivated by that
conventional acoustic features, based on mathematical principles, may not fully capture hidden
information from unknown attacks as effectively as learnable features. Learnable features excel in
extracting high-level representations from raw audio data, leading to improved performance in
cross-dataset testing scenarios. Nevertheless, despite their limitations, hand-crafted features should
not be discarded. Hand-crafted features demand fewer computational resources while offering a
high degree of interpretability. In contrast, learnable features usually require a longer training
time with a larger amount of model parameters. In cases of limited training data quantity or
quality, hand-crafted features and SSL-based features employing transfer learning often outperform
learnable features. Therefore, a promising direction involves integrating both hand-crafted and
learnable features to construct a robust system. Additionally, while utilizing prosodic-based and
phase-based features alone may not yield competitive detection outcomes, they offer value as
complementary features alongside others, such as magnitude-based spectral features and learnable
features.

In the literature, various techniques are employed to enhance performance, such as pre-emphasis.
Pre-emphasis involves applying a first-order high-pass filter directly to the speech signal to amplify
its high-frequency content, thereby boosting the energy of the sound [26, 88, 100, 101]. This
practice is commonly applied directly to speech signals before feature extration to address issues
related to high-frequency noise induced by transmission. Normalization on spectrograms is another
widely used operation in the literature, which reflects mainly the tonal characteristics of speakers
(30, 76, 100].

3.2 Classifier Architecture

In addition to traditional machine learning classifiers, SOTA anti-spoofing algorithms focus on
utilizing DL architectures such as CNN and ResNet as classifiers. We assess the strengths and
limitations of different classifier structures, as summarized in TABLE 4. Certain models incorporate
multiple DL architectures. For instance, RawNet2 [208] integrates a gated recurrent unit (GRU)
layer after ResNet blocks. Here, we categorize these models based on their primary structure.

3.2.1 Traditional Machine Learning (ML) classifiers. Classic ML-based classifiers are commonly
used in the early years of audio anti-spoofing detection, including support vector machines (SVM),
Gaussian mixture models (GMM), and random forest (RF) [29, 91, 269]. In particular, GMM-based
classifiers serve as a fundamental baseline method in the ASVSpoof challenge series.

3.2.2 Convolutional Neural Network (CNN). CNN architecture is well-known for its effectivenss
in capturing local and hierarchical features. Lavrentyava et al. [113] apply the CNN architecture
to address the anti-spoofing problem while reducing model size by implementing a Light-CNN
(LCNN). LCNN mainly replaces ReLU with Max-Feature-Map (MFM) activation, which selects
the maximum value of each of the two feature channels as output, effectively halving the LCNN
architecture. The MFM layer also performs feature selection. The effectiveness of LCNN is also
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Table 4. The Categorization of Classifiers
Category Advantages Disadvantages Methods
Traditional | Light-weight; facilitating easier interpreta- | Poor generalization performance on un-
ML tion of the distribution outcomes seen attacks GMM [269], RF [91], SVM [29]
s e . - _| Causing information loss in the frequency . .
CNN nght weight; Producing promising detec domain due to the translation invariant LCNN [113], Non-OFD [39], Cap:
tion performance suleNet [147]
property
Enabling architectural adjustments for ResNet [7], SE-Net [112], ResMax
ResNet modifying receptive fields; enhancing gen- | High computational cost; The performance | [110], ResNext [296], Res2Net
eralizability to unseen attacks; accommo- | can be highly varied by feature selection | [128], DenseNet [234], xResNet
dating deeper networks [25]
Aggregating all note features for mes-
GNN sage passing; enhancing the formulation | Challenging to construct a deep network; | RawGAT [204], AASIST [92],
of inter-relationships among frame-level | high time and space complexity GCN [32]
features
Effectively capturing long-term dependen- | Potential for overfitting; high computa- | CCT [18], OCT [117], TFT [235],
Transformer | . .
cies tional costs Rawformer [139]
TDNN Lightweight; allowing varying input Unsatisfactory detection performance ECAPA-TDNN [34], AF-TDNN
lengths [243]
DART Enabling architecture optimization during | Performance may be influenced by pre- | PC-PARTS [70], Raw PC-PARTS
back-propagation defined hyperparameters [71], light-DARTS [217]

proven in various pieces of literature [153, 215, 218]. However, the translation invariance property in
CNN may lead to information loss in the frequency domain, particularly because different sub-band
frequencies contain diverse information. Choi et al. [39] suggest splitting spectrogram inputs along
the frequency axis and processing the high-, mid- and low-frequency band by the LCNN separately.
Ranjan et al. [181] consider both frequency and temporal information separately by performing
CNN modules on these two domains in parallel. Luo et al. [147] modify the dynamic routing
strategies in the capsule network to be suitable for audio anti-spoofing detection, emphasizing
hierarchical structures of features and spatial information of the artifacts. This approach achieves
satisfactory outputs without data augmentation.

3.2.3  Residual Network (ResNet). ResNet is one of the significant variants of CNN architecture,
addressing the vanishing gradient problem in a deep network by incorporating skip connections.
ResNets are also widely used in audio anti-spoofing tasks and achieve promising outcomes [7, 208].
Recent works have focused on modifying and enhancing the fundamental structure of ResNet. Lai
et al. [112] integrate squeeze-and-excitation (SE) blocks with ResNet, forming SE-Nets, to perform
dynamic channel-wise feature recalibration. [110] and [115] adapt the MFM activation layer to
each ResNet block. termed ResMax. Instead of sequentially connecting all residual-connected
convolution blocks, Li et al. [116] propose Deep layer aggregation (DLA) to group them into a
tree-like structure, to enhance information fusion across multiple resolutions and integrate local and
global information. ResNeXt modifies the ResNet by stacking more subpaths in parallel within each
block to learn more diverse features [296]. To improve the information flow in ResNet, DenseNet
[40, 45, 234] is proposed to skip connections linking each layer to all layers within the same dense
block. DenseNets also have fewer parameters compared to the conventional ResNets.

In addition to the previously discussed techniques, Res2Net stands out as another significant vari-
ant of the ResNet architecture [128, 129, 220]. Res2Net modifies the bottleneck block to incorporate a
hierarchical residual-like connection. Instead of passing the entire feature map to the convolutional
layer as a whole, Res2Net divides the input feature map along the channel dimension into several
feature segments of equal size. Before conducting the convolutional operation on each subsegment,
the convolutional result from the previous subsegment is added, creating a multi-scale feature
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representation. Furthermore, adjustments are made to the addition operation of feature segments in
the basic Res2Net structure. For instance, a dynamic modulated (DM) mechanism assigns different
weights to both the current and previous feature segments before addition [262]. Dong et al. [58]
implement additional convolutional operations with various kernel sizes on the feature segments
after addition to gain multi-perspective information (MPIF) from different receptive fields.

3.24 Graph Neural Network (GNN). To apply GNN in audio anti-spoofing, the frequency bins
and time frames can be utilized as nodes to form a fully connected graph. One common variant of
GNN is the graph convolutional network (GCN). Chen et al. [32] divide the spectrogram into grid
patches and extracts each patch embedding using a CNN, emphasizing the network’s focus on the
relationship between patches. Position embeddings are also added to retain positional information.
Subsequently, each patch embedding passes through several layers of GCN to aggregate node
features within the same time frames or frequency bands.

Graph attention network (GAT) introduces the attention mechanism during node feature aggrega-
tion. Tak et al. [205] conduct experiments utilizing several GATs with the conventional handcrafted
feature, log-linear filterbank feature (LFB). Then, [204] replace the LFB features with the learnable
SincNet front-end, named RawGAT. The GAT-based classifier consists of three components. Initially,
the first two GATs individually model the relationships within spectral and temporal domains. Then,
these two sub-graphs are fused to facilitate the processing of the third GAT, thereby leveraging
complementary information. AASIST [32] is introduced as an enhancement to RawGAT by incorpo-
rating a heterogeneity-aware technique to integrate spectral and temporal sub-graphs. In AASIST,
each node aggregates information from all other spectral nodes and temporal nodes in the graph,
whereas nodes in RawGAT only aggregate information within the spectral and temporal sub-graphs
individually. Huang et al. [88] make two adjustments to RawGAT by adding a pre-emphasis module
before the SincNet filter to enhance the high-frequency components and replacing BatchNorm
with LayerNorm to reduce the impact caused by uneven samples. These two adjustments lead to a
51% improvement in the ASVspoof2019-LA set.

3.2.5 Transformer. In the context of audio anti-spoofing, Transformer encoders are often inte-
grated with other DL architectures, such as ResNet [295] or CNN [18, 125]. The compact convolu-
tional Transformer (CCT) [17] is proposed by incorporating two 2D convolutional layers before
Transformer encoders to enhance generalization ability. This strategy aims to extract high-level
embeddings from the input spectrogram feature, rather than directly dividing the spectrogram
into patches and feeding them to the Transformer. These high embeddings obtained after the
convolutional layers aggregate information from all regions of the spectrogram. [117] modifies the
2D convolutional layer into 1D, accompanied by a smaller number of Transformer encoders, named
OCT, to reduce overfitting. Rawformer, proposed by [139] combines SE-Res2Net with a positional
aggregator before passing to Transformer encoders. This integration of Res2Net and Transformer
architectures aims to effectively capture both local and global dependencies.

The conventional Transformer architecture typically focuses on the temporal domain exclusively
[253]. However, recent advancements have been made to adapt the Transformer to treat the
temporal and frequency dimensions equally. Zhang et al. [276] leverage both the feature matrix and
its transposed version to facilitate self-attention mechanism across both temporal and frequency
domains. [235] proposes a Temporal-Frequency Transformer (TFT) module, consisting of the
temporal modeling branch and the frequency modeling branch in parallel. This design effectively
captures long-term dependencies in both domains simultaneously.

3.26 Time-Delay Neural Network (TDNN). TDNN is widely recognized in tasks like speech recog-
nition by converting acoustic signals into phonetic representations. Various efforts have been made
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to utilize TDNN variants, such as ECAPA-TDNN, for spoofed audio detection [29, 34, 46, 243]. How-
ever, the performance of TDNN in antispoofing countermeasures remains suboptimal compared to
their effectiveness in speaker verification.

3.2.7 Differentiable Architecture Search (DART). DART [133] introduces a dynamic detection model,
enabling optimization of both architectures and parameter values based on performance on the
validation set using gradient descent. The candidate operations for network building blocks include
convolutional, pooling, and residual layers. To reduce computation power and memory usage, Ge
et al. [70] propose a partially-connected DARTS (PC-DARTS) by adding a random mask to some
partial channels during the architecture search stage. With random masking, PC-DARTS ensures
complex architecture learning while reducing training time by 50% compared to standard DARTS.
Building upon PC-DARTS, Raw PC-DARTS [71] further advances the methodology by leveraging a
learnable SincNet filter with filter masking to handle raw input signals directly, rather than using
LFCC features as the front-end. This approach leads to a 64% performance improvement in EER. In
[217], Light-DARTS is introduced, incorporating the MFM module as one of the potential candidate
operations within the architecture search space, where the MFM module functions as a feature
selection mechanism.

3.2.8 Pooling and Attention mechanism. Pooling layers and attention mechanisms serve critical
functions in back-end classifiers by highlighting discriminative information.

Statistical pooling Common pooling methods include max pooling and average pooling, which
respectively select the maximum value or compute the average value along a dimension. Introduced
by [198], statistics pooling, employed in x-vector architectures with TDNN, calculates and concate-
nates the mean and standard deviation of frame-level embeddings to generate an utterance-level
representation. An enhanced version, attentive statistics pooling (ASP), proposed in [173], incorpo-
rates an attention mechanism into statistics pooling. ASP assigns channel-dependent weights to
each frame, dynamically emphasizing the most informative frames during pooling. ASP has been
utilized in various recent detection architectures [114, 151, 158].

Attention In recent research, attention mechanisms have been integrated into classifier ar-
chitectures such as LCNN and ResNet [84, 151, 153]. Well-known attention mechanisms include
convolutional block attention modules (CBAM) [236] and dual attention network (DANet)[64],
which address both channel attention and spatial attention. CBAM comprises two sub-attention
modules in sequence, while DANet incorporates them in parallel. Zhou et al. [297] employ topK
pooling before computing attention weights across temporal and spatial dimensions, aimed at
preserving a lightweight architecture. Rostami et al. [187] suggest adding a learnable attention
mask to the channel dimension of the feature map.

3.2.9 Other Architectures. In addition to the commonly used architectures mentioned above,
advanced techniques like quantum neural networks are also being explored to address the problem
of spoofed audio. Wang et al. [222] propose employing a 4-qubit variational quantum circuit network
as the back-end classifier, utilizing feature maps extracted from the pre-trained WavLM-Large model.
They design a pipeline that utilizes Bi-LSTM to convert the feature maps into low-dimensional
embedding vectors, which can be processed by the quantum circuit.

3.2.10  Performance discussion on classifier selection. While the existing countermeasures have
shown effectiveness in detecting fully spoofed audio, each classifier type comes with its own set
of limitations that require attention, as outlined in TABLE 4. Employing ensemble methods can
be advantageous in addressing these limitations. For instance, CNN-based detectors are widely
used for their proficiency in extracting local patterns, but they may struggle to capture long-term
information. In such cases, ensembling with Transformer-based models can help in capturing global
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temporal features. GATs excel in formulating inter-relationships among frame-level features, which
can lead to improved performance when combined with other CNN-based detectors. Additionally,
DL-based classifiers may face challenges related to overfitting, resulting in poor performance if the
training dataset is small or lacks diversity.

3.3 End-to-End (E2E) Architecture

One limitation of detection models with a two-stage architecture is their high dependency on
extracted features. The performance of classifiers can vary significantly depending on the chosen
input features. Additionally, information lost during feature extraction is often irretrievable, such as
the neglect of phase information when using power spectrum features. Therefore, E2E architectures
have garnered more attention for audio anti-spoofing model development [37, 102, 267]. In E2E
models, the entire process, from input to output, is encapsulated within a single network, eliminating
the need for separate front-end feature processing and back-end classifier engineering stages.
However, many proposed architectures claimed as E2E models actually utilize a learnable SincNet
filter with fixed cutoff frequencies and Mel scales to extract a 2D spectral-temporal feature map.
The use of learnable cutoff frequencies in the audio anti-spoofing task may lead to overfitting, and
the pre-determined settings make them not truly representative of E2E models.

Ma et al. [155] present a genuinely E2E architecture by directly obtaining embedding from the
raw waveform using a 1D convolutional layer with a kernel size of 3 followed by ResNet blocks.
They also enhance the model by incorporating a 1D convolutional layer and BN layer into the
skip connection of ResNet blocks, thus extending the perceptual information range. Hua et al. [87]
modify the kernel size of the first 1D convolutional layer to 7 to capture longer-range dependencies.

Fang et al. [61] introduces an E2E model based on Res2Net blocks, wherein information from
previous subsegments undergoes another convolutional layer with a kernel size of 1 before being
added to the current subsegment. Conversely, the E2E ConvNet architecture proposed by [152]
alternates between 1D convolutional layers and original Res2Net blocks, while appending a channel
attention layer to the end of each Res2Net block, assigning channel-dependent weights.

3.4 Training Optimization Techniques

We evaluate a range of training optimization techniques within the domains of data augmentation,
loss function, and activation function. Through a comprehensive exploration of these techniques,
we aim to provide insights into their application and impact in enhancing the performance and
generalization capabilities of audio anti-spoofing detection systems. TABLE 5 illustrates how inte-
grating specific optimization techniques into detection algorithms leads to detection performance
improvement.

3.4.1 Data Augmentation (DA) techniques. DA techniques serve as indispensable tools to enhance
the robustness and diversity of datasets in training audio anti-spoofing models. This section assesses
some commonly used DA techniques, including masking, mix-up, and codec variation, along with
other DA methods.

Masking SpecAugment [176], initially introduced a DA method for speech recognition, involves
randomly masking blocks of frequency bins and/or blocks of time steps on spectrograms. Over
time, SpecAugment has been widely applied to improve the performance of anti-spoofing detectors
[5, 33, 68, 109, 123, 257]. Additionally, [297] conducts experiments with random masking on the
dimension of channels. Subsequently, SpecAverage [42] is proposed, to replace the random masking
of the feature map with the average feature value rather than the value of zero.

Mix-up To prevent information loss on critical audio segments, Kim et al. [104] introduce a
cut-and-mix technique, known as SpecMix. This method combines two data samples, where up



18 Li et al.

Table 5. Ablation Study of Training Optimization Techniques on the ASVspoof2019-LA, ASVspoof2021-LA,
ASVspoof2021-DF Datasets

Methods Ipsed in ASVspoof2019-LA ASVspoof2021-LA ASVspoof2021-DF
lterature w/o with w/o with w/o with
Data augmentation
SpecAugment [68] 6.51 5.139
SpecMix [58] - - 4.04 3.09
[46] - - 19.20 9.21
Codec augmentation [223] 2.24 6.41 30.17 7.96 - -
[42] - - 21.41 7.22 29.31 21.60
Noise addition (20¢] - - 230 >31
[209] - - 4.48 0.82 4.57 2.85
Loss function
LMCL [33] 4.04 3.49 - - - -
OC-Softmax [287] 4.69 2.19 - - - -
SAMO [54] 1.74 1.08
MSE [226] 3.04 1.92
Focal loss [46] - - 9.21 7.51
Center loss* [88] 0.68 0.52 3.85 3.38

The evaluation metric is EER (%). For data augmentation, "w/o" means that no data augmentation techniques are applied, whereas "with"
denotes that only the specified data augmentation method is applied. For loss function, "w/o" means that the model utilizes the CE loss with
Softmax as the loss function, while "with" indicates that the loss function switches to the specified alternative. “-” indicates that the authors
do not report the performance with the corresponding dataset.

* Under "with", Center loss is incorporated alongside the CE loss with Softmax.

to three frequency bins or temporal bands are masked on one sample. Then, the masked regions
are replaced with features from another sample to create a new training sample. Notably, the label
for the new sample is determined through a weighted average of the labels from the two original
samples, with the weights assigned by the extent of the masked areas. SpecMix is effective to
prevent overfitting and generalize to the unseen attack [58, 87, 213, 274]. Wang et al. [235] apply
the cut-and-mix technique to training utterances under the same label. However, determining the
percentage of SpecMix over the entire training set is crucial. Experimental results indicate that
either entirely omitting SpecMix operations or uniformly applying SpecMix to all data can lead to
performance degradation [58].

Codec augmentation This technique is utilized to replicate compression algorithms used in
encoding audio signals, thereby enhancing the model’s robustness to unseen coding and trans-
mission artifacts, especially in datasets like ASVspoof2021-LA set [8, 46, 47, 49, 62, 243]. Codec
augmentation can be categorized into two main types: multimedia encoding and transmission
encoding. In multimedia encoding, raw audio is transformed into various codecs such as MP3,
M4A, MP2, OGG, and AAC, each with different sampling rates, before being resampled back to
16kHz. Transmission encoding involves employing multiple Voice over Internet Protocol (VoIP)
or telephony transformation techniques, such as G.711, G.726, Adaptive Multi-Rate Wideband
(AMR-WB), and GSM, with varying bitrates. [42] simulates the random packet loss as augmentation.
Meanwhile, [116, 213] apply band-pass finite impulse response (FIR) filters to mimic speech codec,
which may cause information loss at specific frequency bands.

Other commonly used DA techniques include speed perturbation [223], time stretching [27],
pitch shifting [27], addition of noise and room impulse responses (RIRs) [170, 206], and generation
of new spoofed audio samples using various vocoders [223]. It is common practice to combine
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multiple DA techniques, involving both online and offline implementations, to further enhance the
model’s robustness [13, 33, 115, 240]. However, experiment results indicate that the effectiveness of
DA techniques may be feature-dependent or dataset-dependent. For instance, channel simulation,
which includes applying codecs, adding additive noise and RIRs, does not perform well for LFCC-
based anti-spoofing models [293] but is effective for models utilizing features pre-trained with
wav2vec 2.0 [132].

Furthermore, DA may lead to data pollution when the augmented samples do not accurately
represent the diversity of real-world conditions. To address this data pollution issue, Lin et al.
[132] implement split batch normalization (SBN) within the conventional LCNN blocks, where
the BN layer is split into the main branch and an auxiliary branch, allowing the main branch to
process weakly augmented training data and the auxiliary branch to handle strongly augmented
data concurrently. By doing so, it prevents the main branch from being affected by data pollution
caused by DA during the inference stage.

3.4.2 Loss function. The selection of loss functions is also crucial to detection performance. The
cross-entropy (CE) loss with Softmax is the most widely used loss function for audio anti-spoofing
tasks, which consists of a fully-connected (FC) layer, the Softmax function and the cross-entropy loss.
Researchers also have proposed numerous variants to address specific tasks for audio anti-spoofing.
We introduce all loss functions mentioned in the literature with the formula provided.

Cross-entropy (CE) loss with Softmax Softmax is applied to generate a probability distribution
over the classes. In most anti-spoofing tasks, the number of classes is typically limited to two: bona
fide and spoofed. The formula of binary version of CE loss with Softmax is given as:
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where x; € RP and y; € {0, 1} are the feature embedding and the corresponding label, respectively.
wo, w1 € RP are the weight vectors for bona fide and spoofed classes, and N is the batch size.

Additive Margin (AM)-Softmax It introduces a margin m in angular space to make both
classes’ embedding distributions more compact and encourage larger angular distances between
feature vectors of different classes:
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where cosf,, = W;iaf,- is the cosine distance between length normalized vector, w, x are the

normalized w and x, and « is a scale factor.

Large Margin Cosine loss (LMCL) The LMCL also aims to maximize the inter-class variance
and minimize the intra-class variance. In LMCL, the margin is added in the cosine space rather
than angular space, as follow:
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The margin term in LMCL helps make the model more robust to noisy samples.
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One Class (OC)-Softmax The theoretical decision boundary of genuine speech and spoofed
speech remains the same angle to the weight vectors across Softmax, AM-Softmax, and LMCL.
Zhang et al. [287] point out that employing a uniform compact margin for both genuine and spoofed
speech can lead to overfitting to known attacks. Therefore, OC-Softmax is proposed, which uses
two different margins, my and m4, to compact the genuine speech as well as simultaneously isolate
the spoofing speech. OC-Softmax is denoted as:

N

Loc = ‘% ;log(l + e mum WX (ZD%)), (4)
Several comparative studies have been conducted to demonstrate the generalizability of OC-
Softmax, particularly towards unknown attacks [82, 158]. Moreover, recent efforts have concentrated
on enhancing OC-Softmax even further. Ding et al. [54] propose speaker attractor multicenter
one-class learning (SAMO), which aims to construct multiple clusters for bonafide utterances based
on individual speakers, rather than clustering all bonafide speeches into one group. The SAMO is

defined as:

N
1 N (=1)Yi
Lsamo = -5 Zlog(l + e (my;=dD) (=D)¥1) 5)
i=1
where d; is computed by
Wsl..)z'i lfyl =0

di = {max(ws-’ei)»s € Sirain ify; =1.

Here, s represents individual speaker, and wy, is the normalized speaker vector. Ren et al. [185] add
a dispersion loss specifically tailored for spoofed samples to the OC-Softmax. This addition aims to
make the real speech space more compact than the originals, thereby encouraging known spoofing
samples to cover the entire spoofing space. As a result, unknown spoofing attacks are more likely
to be classified within the spoofing space.

Mean Square Error (MSE) The margin-based loss is sensitive to the hyper-parameter settings.
Wang et al. [226] suggest utilizing the MSE between the model detection output and the ground
truth, as a hyperparameter-free loss function:

Luse = 3 ST - 1= ) ©
= —-—— w,_ X — i = .
MSE N £ L k y
where C indicates the total number of classes.

Triplet loss Triplet loss is utilized to project audio samples into an embedding space. Samples
sharing the same labels are brought closer together, determined by the Euclidean distance, while
those with differing labels are distanced by a specified margin. The formula for Triplet loss is shown
asEq. 7.

N
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where z{ represent the anchor sample, z] is a positive sample of the same class as anchor sample, z;
is a negative sample of a different class from anchor sample, f(-) extracts embedding representations
for each sample, and « is a pre-defined margin. In the context of audio anti-spoofing, Triplet loss is
typically combined with other objective functions [211, 247].

Focal loss Focal loss is another common objective function for audio anti-spoofing tasks,
especially when dealing with data imbalance during the training stage. The focal loss can be
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formulated by Eq. 9.
Lrocal = _(1 _pt)y log(pt) (8)
It adds (1 — p;)? to the standard CE loss, where p; is the predicted probability of the genuine class
and y controls the rate at which the loss for well-classified examples is down-weighted.
Center loss Huang et al. [88] propose to integrate Center loss alongside the CE loss to minimize
intra-class variability of deep embeddings. This addition is significant because the CE loss primarily
focuses on capturing inter-class differences. The definition of Center loss is indicated as follows:

1 N
Lcenter = E Z ||w;-xi - Cyi“g’ (9)
i=1

where c,;, is the centroid of the class to which the i-th input data belongs.

3.4.3 Activation function. Research has explored modifying the activation functions as well. Kang
et al. [98] conduct experiments with multiple E2E models and find that the learnable activation
functions, such as parametric-ReLU (PReLU) [86] and Attention-ReLU (ARelu) [31], improve the per-
formance greater than non-learnable activation functions. Additionally, ensembling both learnable
and non-learnable activation functions by addition, including ReLU, AReLU, PReLU, LeakyReLU,
and ELU, outperforms using any single one of the activation functions solely [97].

4 TRAINING AND ROBUSTNESS ADVANCEMENTS IN FULLY SPOOFED DETECTION

In addition to focusing on detection accuracy, numerous research efforts have been directed toward
enhancing the model’s robustness, efficiency, and interpretability. In the following section, we will
introduce recent advances in these research directions.

4.1 Training strategies

Various training techniques have been proposed to address challenges such as model complexity,
data scarcity, and computational efficiency. For instance, Xie et al. [249] leverage the Siamese
network on SOTA architectures like LCNN, ResNet-18, and SE-Net, to learn a more compact and
meaningful representation for audio samples without increasing the number of parameters. Notably,
the Siamese network also demonstrates effectiveness in highly unbalanced datasets. Except for the
Siamese network, Low-Rank Adaption and knowledge distillation are also widely adopted in audio
anti-spoofing to transfer knowledge to a more efficient detection structure.

Low-Rank Adaption (LoRA) LoRA is an efficient transfer learning method that introduces
two low-rank adaptive matrices specifically trained for new downstream tasks or domains [285].
Compared to traditional transfer learning methods [5, 202], LoRA provides a low-cost incremental
learning process and prevents catastrophic forgetting by keeping the entire parameters of the
source model unchanged. Wang et al. [219] incorporate LoRA into the multi-head attention module
within the wav2vec 2.0 Transformer structure. This integration aims to produce a new set of deep
embeddings better adapted to the data in various domains.

Knowledge Distillation (KD) The large-scale detection models make them difficult to deploy on
edge devices with limited memory and computational power. KD is proposed to capture knowledge
in a complex detection architecture into a smaller, single model that is much easier to deploy without
significant loss in performance [130, 185]. Xue et al. [251] introduce a self-distillation apporach,
where the student model is trained to learn prediction-based knowledge through computing
Kullback-Leibler (KL) divergence loss of Softmax outputs between students and teachers, as well
as feature-based knowledge by computing the MSE loss between feature maps of students and
teachers. Lu et al. [145] propose an offline distillation method that freezes the parameters of the
teacher model to train the student model, while the student model is trained only on bonafide
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data to maximize learning of the genuine speech feature space. Ren et al. [184] suggest that online
distillation could enable the student model to learn extra knowledge from mutual learning with the
teacher model.

4.2 Interpretability of results

Several existing works have leveraged explainable artificial intelligence (XAI) tools [9] to uncover
the behaviour of deep neural network algorithms in detecting spoofed audio. Ge et al. [72] is the
first effort to utilize SHapley Additive exPlanations (SHAP) [146] scores to explain detection results
on the ASVspoof2019-LA dataset, by testing on speech and non-speech intervals and different
subbands. The observation reveals that the classifier has learned to focus on non-speech intervals
and highlighted the attention at the low-frequency sub-band at 0.5-0.6kHz. Lim et al. [131] apply
both Deep Taylor [164] and layer-wise relevance propagation (LRP) [19] to learn the attribution
score of audio formats in spectrograms. Furthermore, the Gradient-weighted Class Activation
Mapping (Grad-CAM) [191] is used in [111, 207] to identify the significant frequency ranges in the
spectrogram.

4.3 Defense to adversarial attacks

[136] has shown that the majority of anti-spoofing models are vulnerable to adversarial attacks,
such as the Fast Gradient Sign Method (FGSM) [78] and Projected Gradient Descent (PGD) [156],
especially when dealing with models of smaller scales. In response, various defence strategies have
been proposed, primarily based on adversarial training, where anti-spoofing models are retrained
using the adversarial examples generated by the PGD method [241] or the FGSM method [75, 170].
[171] claims that attackers may focus on the range beyond human perception to maximize the
attack effectiveness, therefore, they suggest augmenting training data with frequency band-pass
filtering and denoising to defend such attacks. Furthermore, Liao et al. [130] utilize knowledge
distillation as another defence method. This is because the soft targets learned by the student
models capture more nuanced information about the decision boundary, enhancing robustness
against adversarial attacks.

4.4 Robustness on cross-dataset

There are two practical scenarios involving multi-dataset. One is multi-dataset co-training, where
datasets from different domains are combined as training data. Co-training encourages the training
models to learn information from all provided domains. The other one is cross-dataset evaluation,
where models trained on a specific dataset are tested on various out-of-domain datasets. This
evaluation method helps assess the robustness and generalizability of models across different data
domains.

Multi-dataset co-training The experiments indicate that simply combining data from different
domains does not guarantee an increase in the generalization of detection models due to domain
mismatch. To address this challenge, Shim et al. [194] propose a gradient-based method that
considers reducing the curvature of neighbourhoods in the loss surface while minimizing the loss
function. It effectively reduces the gap between variances of multi-domain datasets. Zhang et al.
[286] adopt the Regularized Adaptive Weight Modification (RAWM) to overcome the catastrophic
forgetting problem caused by finetuning a trained model with an out-of-domain dataset. Wang
et al. [229] use the negative energy-based certainty score [138] to evaluate the usefulness of each
data in the pool consisting of datasets from various domains. They then employ the active learning
technique to select the useful data to be the training data for fine-tuning.

Cross-dataset evaluation Muller et al. [165] evaluate several SOTA anti-spoofing detection
models trained using the ASVspoof2019-LA dataset on the ITW dataset. The results reveal a
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Table 6. The Cross-dataset Performance of Single-System State-of-the-art Models. All Models are trained
or fine-tuned on ASVspoof2019-LA Training and Development Set, and evaluated on ASVspoof2019-LA
Evaluation Set and In-The-Wild Dataset.

Data ASVspoof

Publication augmentation Feature Classifier Loss funcion | 19-LA | ITW

[253]| IH&MMSec’23 w/o Mel-Spec Patched Transformer CE 454 | 29.72

[218]| INTERSPEECH’23 w/o Duration + pronunciation +; i 1 gTM —MLP CE 158 | 36.84
wav2vec2.0-XLSR

[248]| INTERSPEECH’23 w/o wav2vec2.0-XLSR LCNN —Transformer CE, Triplet, 0.63 | 24.50

Adversarial

[230] ICASSP’23 w/o wav2vec2.0-XLSR MLP CE 2.98 | 26.65

[289] SPL’24 SpecAugment [ECAPA-TDNN CNN—GRU —MLP AM-Softmax 1.79 | 29.66

[263] ICASSP’24 w/o wav2vec2.0-XLSR ResNet-18 CE 2.07 | 29.19

[263] ICASSP’24 w/o Hubert ResNet-18 CE 6.78 | 27.48

[216]]  ICASSP’24 wlo Multi-scale permutation | p . oet CE 2024 | 29.62

entropy
[145]F ICASSP’24 w/o CNN —wav2vec2.0 AASIST CE 0.39 7.68
[231]* ICASSP’24 Rawboost  |wav2vec2.0-XLSR-Vox MLP CE 0.13 | 12.50

The evaluation metric is EER (%). The bold values refer to the best performance on the same dataset. "+” indicates multiple techniques
processed in parallel, while "—" denotes sequential order. "w/o" means that no data augmentation techniques are applied.
* [145] and [231] utilize knowledge distillation. The reported evaluation results on both datasets are produced by the student model.

significant performance decline, with some models showing random guessing behaviour. [293]
suggests the performance degradation may be due to the channel effect mismatch among different
datasets, as evidenced by variations in the average spectra magnitude for each dataset. To address
this issue, an additional channel classifier with a Gradient Reversal Layer (GRL) is added in [293]
as a discriminator, making the detecting model more robust to channel variation while preserving
its discriminative power in spoofing detection. Recently, GRL has been widely used for domain
adaptation in cross-dataset, and cross-language detections, encouraging models to learn domain-
invariant representations [11, 299]. Besides, Salvi et al. [189] introduce a sub-network consisting of
three layers of FC, dropout, BN, and LeakyReLU, operating in parallel to the detection classifier
structure as a reliability estimator. This estimator evaluates each segment of the input audio,
ensuring that all input segments contributing to the detection decision are both discriminative and
robust enough. Segments considered insufficiently reliable are discarded from the training stage.
According to Table 6, the knowledge distillation technique significantly improves the generalizability
of student models in cross-dataset evaluations.

5 INTEGRATION OF ASV TO ANTI-SPOOFING COUNTERMEASURES

While existing anti-spoofing algorithms have demonstrated the effectiveness of detecting TTS
or VC attacks, even under telephony or various codec conditions, the reliability of ASV systems
remains vulnerable. ASV systems have been used as a biometric authentication technique, which
not only requires detecting the authentication of the speech clips but also needs to verify the
identity of speakers. The relationship between anti-spoofing CMs and ASV systems has been shown
in Figure 1. Therefore, there is a need to integrate the ASV functionality into the anti-spoofing
architectures.

The spoofing-aware speaker verification (SASV) challenge has been launched to encourage
the development of single models which can detect the speech spoken by different speakers and
spoofed speech [94]. Based on the challenge protocols, the VoxCeleb2 and the ASVspoof2019-LA
database are used for training. The primary metric for evaluation is the SASV-EER, which treats
bonafide speech from the target speaker as positive cases and all others as negative. The secondary
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Fig. 1. Relationship of ASV systems and Anti-Spoofing CMs

ﬁ ﬁ CM scores
v oM ASV SASV output i > SASV output
Q Q ASV scores
(a) (b)
CM embeddings
||||||||||I| > Classifier —  SASV output ||||||||||I||l SASV output
ASV ASV embeddings N N
(© (d)

Fig. 2. Different structures of current SASV models. (a) Cascaded System (b) Score-level Fusion, (c) Embedding-
level Fusion, and (d) Integrated (E2E) System.

metrics are speaker verification (SV)-EER and spoofing (SPF)-EER, which measure the capability of
countermeasure and speaker verification respectively.

5.1 SOTA for SASV models

The current SASV models can be categorized into four types, as Figure 2 shows. Each category is
discussed in the following.

Cascaded systems The cascaded system is the concatenation of the ASV and CM classifiers,
both of which are pre-trained. Wang et al. [225] propose a cascaded system beginning with an ASV
binary classifier followed by the CM detector. The ASV and CM modules are trained separately.
During testing, only the test audio labelled positive by the ASV classifier will be passed to the second
CM module. However, they also find that the order of the modules affects the output performance.

Score-level Fusion Score-level fusion indicates that combining the individual scores from the
ASV and CM classifiers to generate an ensemble score for the SASV system. Shim et al. [195] use a
score-sum fusion technique to integrate the ASV and CM sub-systems, serving as the baseline for
the SASV challenge. Zhang et al. [292] introduce a probabilistic framework based on the product
rule, that leverages scores from the ASV and CM subsystems, further enhancing the score-sum
fusion baseline. Wu et al. [238] suggest that the baseline does not consider the disparity in scale
ranges between ASV and CM scores, so they utilize a fusion technique that concatenates scores
from multiple sub-CM models and sub-ASV models before passing them to the prediction layer.
This approach is refined in [242], by applying the average pooling to CM embeddings to obtain a
single CM score for concatenation with the rest of the sub-ASV scores. Utilizing the score-level
fusion with the pooling strategy allows for flexible adjustment of the model’s scale. [282] addresses
the inconsistent score distribution of the CM and ASV subsystems by utilizing the L2-normalized
inner product for speaker embeddings. Alenin et al. [5] use quality measurements of audio files,
such as speech length and mean value of CM system scores, to penalize the ASV and CM scores. It
helps to normalize target and impostor distributions.
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Table 7. The Performance of State-of-the-art SASV Models on the ASVspoof2019-LA evaluation set
L . . SV- SPF- | SASV-| Acces-
Publication Category Algorithms for ASV Algorithms for CM EER | | EER | | EER | | sibility
[225] | INTERSPEECH’22 | Cascaded SE-ResNet-34, ECAPA-TDNN AASIST 090 | 0.26 | 0.29 | No
[195] ODYSSEY’22 Score Fusion | ECAPA-TDNN AASIST 1.66 1.76 1.71 Yes!
[292] ODYSSEY’22 Score Fusion | ECAPA-TDNN AASIST 1.94 0.80 153 | Yes?
[238] | ODYSSEY’22 | Score Fusion | CCAPA“TDNN, ResNet-34, AASIST, RawGAT | 120 | 115 | 117 | No
MFA-Comformer
[242] | INTERSPEECH 22 | Score Fusion | CCAPATDNN, ResNet-34, AASIST, RawGAT | 115 | 056 | 097 | No
MFA-Comformer
[282] | INTERSPEECH’22 | Score Fusion | SE-Res2Net-50 AASIST 0.48 0.78 0.63 Yes®
[5] | INTERSPEECH’22 | Score Fusion | ResNet-48 ResNet-48 0.19 0.25 | 0.22 No
[158] arXiv’'22 Score Fusion | wav2vec 2.0, ECAPA-TDNN AASIST 0.97 0.58 0.84 No
[195] | ODYSSEY’22 ?L“‘i’::dmg ECAPA-TDNN AASIST 1148 | 078 | 637 | Yes!
s Embedding
[277] | INTERSPEECH'22 | oo™ ECAPA-TDNN AASIST 202 | 050 | 099 | No
[290] | INTERSPEECH’22 ?L“‘i’:fdmg ECAPA-TDNN CNN 624 | 173 | 478 | No
s Embedding
[38] | INTERSPEECH22 | [/ " Res2Net AASIST 028 | 028 | 0.28 | No
s Embedding 4
(73] | INTERSPEECH 22 | o " ResNet-34 AASIST 153 | 075 | 244 | Yes
. Embedding
[79] arXiv'22 Fusion ECAPA-TDNN AASIST, RawNet2 3.62 0.61 2.90 No
[74] Icasspzs | Pmbedding | b Net-34 AASIST 234 | 080 | 149 | Yest
Fusion
[211] | INTERSPEECH'22 Isr;t;%rn?ted ECAPA-TDNN, AResNet 806 | 050 | 486 | No
[96] | INTERSPEECH'22 | [Dtegrated | oy pr rpnn 683 | 836 | 443 | No
System
[167] | INTERSPEECH 23 Isr;tsiirn?ted MFA-Conformer 183 | 058 | 119 | Yes’

! https://github.com/sasv-challenge/SASVC2022_Baseline

2 https:/github.com/yzyouzhang/SASV_PR

3 https://github.com/WebPrague/SASV2022_DoubleRoc

4 https://github.com/eurecom-asp/sasv-joint-optimisation

5 https://github.com/sasv-challenge/ASVSpoof5-SASVBaseline

All models are trained using the ASVspoof2019-LA training and development set, as well as the VoxCeleb2 dataset. “|” indicates that a
lower score corresponds to better detection performance for all evaluation metrics. The bold values refer to the best performance of each
subcategory

Feature Embedding-level Fusion Feature-level fusion involves either the concatenation of
the ASV and CM embeddings from their extractors or the extraction of an integrated embedding
to represent both ASV and CM information. Another baseline of the SASV challenge mentioned
in [195] is to fuse the embeddings from the ASV and CM module together by concatenation and
pass them into a simple DNN-based classifier containing three FC layers. Zhang et al. [277] apply
circulant matrix transformation to ASV and CM embeddings before stacking them together. Parallel
attention and SE attention are added to the back-end classifier to learn the global relationship
between these two embeddings. In [290], the authors propose a “total-divide-total” structure, adding
a dual-branch network to a pre-trained ASV system. After the global feature aggregation, two
parallel branches extract the ASV embedding and CM embeddings separately by independent
training. This model keeps the parameters of the pre-trained backbone fixed during the training
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of CM branch, which reduces training time, however, the resulting performance is not quite as
competitive as other SOTA. Choi et al. [38] want to reform speaker embedding to integrate the
information from CM embeddings, rather than simply applying the concatenation or stacking.
The FiLM [178] technique is utilized to obtain the spoofing-aware speaker embedding (SASE),
conditioning on both speaker and CM embeddings through affine transformation.

In previously mentioned models, embeddings are separately optimized. However, Ge et al.
[73] introduces the concept of joint optimization, by updating the ASV, CM embeddings and the
back classifier simultaneously. They suggest that through joint optimization, the strength of one
subsystem may compensate for the weaknesses of the other [74].

Integrated/ E2E system Mun et al. [167] propose a multi-stage training scheme on a multi-scale
feature aggregation Conformer (MFA-Conformer) to obtain an SASV embedding directly rather than
using separate ASV and CM models. The embedding encoder captures the mutual characteristics of
ASV and CM throughout the multiple training and fine-tuning. This design not only contributes to
developing a single integrated system for the SASV task but also addresses the lack of spoofed data,
reducing the impact of data imbalance. However, its computational cost has yet to be discussed
in the literature. In the E2E model proposed by [211], spoofed audios are labelled as TTS and VC
separately, based on their generating methods, while bonafide audios receive different labels based
on the speaker’s identity. The boundaries between different labels also be distinct. Kang et al. [96]
modify the AM-Softmax loss by considering CM labels into account, to fine-tune the pre-trained
ASV system. Liu et al. [141] experiment several domain adaptation techniques, such as Probabilistic
Linear Discriminant Analysis (PLDA) [22] and CORAL [203], to transform speaker embeddings to
adapt to the new domain of spoofing attacks.

5.2 Performance discussion on SASV models

Based on the same training and evaluation datasets, the performance of the SOTA methods is
presented in Table 7. Currently, the SOTAs still highly rely on the capability of independent ASV
and CM subsystems. Surprisingly, according to the EER metrics, simple ensemble mechanisms, such
as score-fusion and cascaded systems, achieve a better performance than a single integrated SASV
system. However, directly concatenating and stacking the ASV and CM embeddings reduces the
ability of speaker verification, as reflected by SV-EER, even though feature-level fusion algorithms
have less false alarm rate than cascaded systems. These results suggest that a single system
may require a new latent space to effectively represent both speakers and spoofing information.
Therefore, the future direction should focus on joint optimization and the development of an
integrated SASV system to improve overall performance.

6 PARTIALLY SPOOFED DETECTION

Partially spoofed utterance can be created by inserting one or more clips of synthetic speech into
the original real speech, such as changing some words within one expression. The series of the
ASVspoof Challenges does not currently address this type of spoofed speech. The PF attack was
initially introduced in the ADD 2022 Challenge [265], and in ADD 2023 [266], this challenge was
extended to not only detect manipulated intervals but also localize the boundaries within the
utterance.

Both the ADD 2022 and 2023 challenges provide testing datasets for the partially spoofed track.
The primary difference in ADD2023 PF datasets, compared to ADD2022, is that ADD2023 provides
the ground truth labels for both utterance level and segment level, which allows for the evaluation
of accuracy in localizing fake segments within the utterance. Consequently, the primary evaluation
metric for the ADD2022 PF dataset is utterance-level EER. In contrast, the key evaluation metric
for the ADD2023 PF dataset is a weighted sum of utterance-level accuracy and frame-level F1 score.
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Table 8. The Performance of State-of-the-art Partially Spoofed Detection Models on the evaluation set of
ADD2022-PF, ADD2023-PF, and PartialSpoof datasets

Publication Category Feature Classifier PartialSpoof | ADD ADD
Utterance-| Segment- | 2022-PF|| 2023-PFT
level level

[281] | INTERSPEECH 21 Frame-level LFCC LCNN-LSTM 6.19 16.21 - -
[180] WIFS’22 Frame-level LFB-Spec xResNet 10.58 - - -
[159] DADA’23 Frame-level wav2vec2.0 LSTM - - - 59.62
[134] DADA’23 Frame-level ResNet Bi-LSTM, CNN - - - 62.49
[280] | INTERSPEECH 21 Multi-task LFCC SE-LCNN, LSTM 5.90 17.55 - -
[278] TASLP’22 Multi-task wav2vec2.0-large Gated-MLP 0.49 9.24 - -
[122] DADA’23 Multi-task Mel-Spec CNN, RNN - - - 62.02
[118] DADA’23 Multi-task E2E: wav2vec2.0, AASIST - - - 58.65
[239] | ICASSP'22 | Boundary detection | LECC ifﬁ:ft‘;rmer ; . 111 ;
[148] ICASSP’22 Boundary detection | wav2vec2.0-XLSR MLP, Transformer - - 4.80 -
[23] ICASSP’22 Boundary detection | wav2vec2.0, ResNet grlr‘lss,ﬁzmer’ - - 6.58 -
[24] DADA’23 Boundary detection | WavLM, ResNet 'lls"f_alflsséormer, - - - 67.13

The evaluation metric for PartialSpoof and ADD2022-PF is EER (%). The evaluation metric for ADD2023-PF dataset is a weighted sum of
utterance-level accuracy and frame-level F1 score. “]” indicates that a lower score corresponds to better detection performance, while "T"
means the opposite. "-” indicates that the authors do not report the performance with the corresponding dataset. The bold values refer to the
best performance on the same dataset.

Additionally, the PartialSpoof dataset, another widely used partially spoofed dataset derived from
the ASVspoof2019 set, also offers both utterance-level and segment-level ground truth and utilizes
EER as the main metrics. The latest literature, evaluated using the mentioned datasets along with
their corresponding metrics, is summarized and presented in TABLE 8.

6.1

The SOTA for detecting partially spoofed speeches can be categorized into three main categories:
frame-level detection, multi-task learning strategies, and boundary detection.

Frame-level The speech can be divided into small segments and the frame-level detection
algorithms assign a genuine or spoofed label to each segment. Kumar et al. [108] utilize the GMM to
calculate the log-likelihood score for each frame and assign frame-level labels. Originally designed
to detect full fake audio, this system has shown potential for detecting partially spoofed speech.
[180] and [281] also attempt to calculate the frame-level score by utilizing the PLDA classifier,
LCNN backbone with Bi-LSTM for smoothing.

The frame-level algorithms often face the challenge of identifying small frames as spoofed within
genuine segments. However, it’s reasonable to expect that the manipulated part of the attacked
speech should be longer than just a few frames, especially when using a small frame size. For
instance, the spoofed segment should ideally be no shorter than the duration of a phoneme. Zhang
et al. [275] propose a swap algorithm to switch labels when only one fake frame occurs between
real labels in the sequence, and vice versa. This approach obtains longer spoofed segments. [159]
suggests that the wav2vec 2.0 SSL-based feature tends to detect artifacts on the boundaries in the
inserted clips as spoofed frames. Therefore, in their post-processing strategies, spoofed frames
work as boundary indicators. For example, if two non-consecutive short segments are identified
as spoofed, the intermediate segments are also labelled as spoofed. If only one short segment is

SOTA models for partially spoofed detection
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detected as fake, acting as a boundary between two segments, the longer segment is labelled as
genuine and the shorter one is labelled as spoofed. Liu et al. [134] introduce an isolated-frame
penalty term in the loss function to deal with outliers. Differences between each frame and its
surrounding frames are calculated, and these differences are then summed up to form a regularity
constraint in the loss function.

Multi-task In addition to the frame-level labels, utterance-level labels are also considered during
the training process, as multi-task learning. Zhang et al. [280] first implement multi-task learning
frameworks to construct a binary-branch structure, where frame-level and utterance-level tasks
have individual classifiers and loss functions after the jointly embedding encoder. Li et al. [122] also
utilize a fused loss function with a sum of frame-level and clip-level CE loss, where the utterance-
level label is calculated by the weighted average on the frame-level labels. Instead of employing a
fused loss function for both frame-level and utterance-level detection, [118] integrates two back-end
models, ASSIST and wav2vec 2.0. This decision is based on the authors’ observation that ASSIST
tends to misidentify spoofed segments, while wav2vec 2.0 exhibits a bias towards the real class.
Therefore, the proposed model combines the detection results from AASIST at the utterance level
and wav2vec 2.0 at the frame level.

Boundary detection The method of boundary detection aims to identify the transition bound-
aries between genuine and spoofed segments. Wu et al. [239] add one FC layer as the question-
answer (QA) layer to assess each frame’s potential as the start or end position of the fake clips.
Softmax is applied as a QA loss function, and the QA loss and CE loss are summed up for training.
The model proposed by [239] achieved second place in the PF track of the ADD 2022 Challenge.

Utilizing boundary detection can address post-processing needs in frame-level score-based
algorithms. Cali et al. [24] train two systems with identical architecture for the task of boundary
detection and frame-level detection respectively. The scores from the boundary detection system
are utilized as a reference to determine the outline frame labels. The proposed model achieves the
first rank in the PF track of ADD 2023.

6.2 Performance discussion on partially spoofed detection

Recent research has reached a consensus that the manipulations of PF speech mostly occur in
the time domain, resulting in the presence of more artifacts. As a result, incorporating a RNN
architecture [122, 159, 281] into the detector structure is preferred to leverage temporal information.
RNNS5s can also provide global information to CNNs, which are limited by their fixed receptive
region. Additionally, SSL features with fine-tuning [140, 149, 237, 278] are widely utilized in PF
detection due to their effectiveness in capturing temporal domain characteristics.

Manipulated segments in PF utterances can be either spoofed segments or some arbitrary
real segments from other speakers. Some work has been done to address the problem of speaker
verification in the PF case. For example, the cluster module in [159] and the Variational Autoencoder
module [24] work as a supplementary speaker verification system to detect outliers. However, the
current testing datasets have not included scenarios involving real segments from other speakers,
making it challenging to verify the effectiveness of these implementations at this stage.

7 CURRENT CHALLENGE AND FUTURE WORK

Aside from the efforts of all presented works in improving detection performance, generalization,
interpretability, and robustness, there are certain limitations in the current work that need to be
addressed. This section summarizes the challenges observed in the review and provides future
directions for audio anti-spoofing detection development.

Reproducibility of detection models Only around 10% of journal or conference papers in the
field of audio anti-spoofing offer source code for replication. Particularly concerning is the absence
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of vital information related to model training, such as loss functions and hyperparameter configu-
rations, in some publications. Enhancing reproducibility is essential for advancing research in the
future and ensuring the reliability of findings. The transparency of detection models encourages
researchers to build upon previous work and to improve the quality of models by identifying and
eliminating errors, inconsistencies, or biases in prior research.

Diversity of available datasets The predominant research lies on datasets in the ASVspoof
series. Even though more new datasets like ITW, and WaveFake have been developing, there remains
a substantial gap between these experimental datasets and the realistic conditions encountered in
daily life. Therefore, there is an emerging need for developing real-world datasets that encompass a
wide range of conditions, including speaker diversity, spoofing generation techniques, transmission
channels, environmental factors, sound effects, noise distortion, and language variations, for both
fully and partially spoofed scenarios.

Cross-dataset generalization Along with the development of dataset diversity, the anti-
spoofing models should gain the capability to generalize effectively across multiple datasets and
domains. Leveraging transfer learning and domain adaptation techniques represents a promising
direction as future work for improving the generalization on unseen spoofing attacks, audio condi-
tions and diverse languages while preserving the discriminative power on the known conditions.

Interpretability of detection results The current stage of exploring the interpretability of
detection results is typically achieved by applying various XAI tools to the trained models. However,
it is also nontrivial to consider both detection performance and outcome concurrently in the
design of detection architectures. Employing techniques like attention mechanisms, and feature
visualization provides insights into the underlying decision-making process of spoofing detections.
Improving the interpretability of detection results ultimately enhances trust in audio anti-spoofing
systems.

Robustness to adversarial attacks Most of the existing approaches to defending adversarial
attacks depend on adversarial training, which generates adversarial samples on known attacks to
retrain the model, requiring expensive computational costs. Future directions can be deploying
generator-and-discriminator mechanisms to learn from domain-invariant attacks. Furthermore,
investigating adversarial attacks across different modalities may uncover potential vulnerabilities
and enhance the resilience of current models.

Streaming / Real-time detection Not much research has worked on real-time detection,
including fake phone calls, IoT edge devices or other low-latency conditions. It requires detection
models to be computationally efficient. Techniques like model pruning, distributed computing, and
real-time incremental learning can be integrated into audio anti-spoofing systems.

Privacy preservation The development and deployment of real-time anti-spoofing detection
systems on smart devices have the potential to raise privacy concerns regarding access to users’
biometric data and model parameters. To address these concerns, privacy-preserving techniques
like secure multiparty computation can be incorporated to limit access from both the client and
server sides.

Detection source tracing It is nontrivial to trace and identify the spoofing tools or audio
fabricating algorithms while developing anti-spoofing technologies. By categorizing attributes
associated with spoofing attacks, we not only enhance our understanding of spoofing system
architecture but also generate potential forensic evidence to preserve the trustworthiness of anti-
spoofing decisions.

8 CONCLUSION

In conclusion, this survey reviews the advanced audio anti-spoofing algorithms, including the key
aspects of model architecture, training techniques, application scenarios, and available datasets.
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Although there are many surveys about audio anti-spoofing, they mostly focus on listing out all
proposed model architectures without considering the intrinsic connection from other elements in
the detection pipeline. This survey is the first one, which provides a comprehensive review of all
stages of audio anti-spoofing. We present a detailed comparison and discussion of current advances
in feature engineering and classifier design across diverse detection applications. Additionally,
we evaluate the effectiveness of optimization techniques applied in the model training process,
including data augmentation techniques, activation functions and loss functions. We provide the
performance evaluation and open-source information of state-of-the-art, which fosters strong
baseline selections in future experiments. Lastly, we analyze the current challenges and summarize
some promising research directions for future work. We hope this survey serves as a guide and
gives insight into future development for preventing malicious spoofed audio in depth.
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