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We develop an accurate nanoelectronic modeling approach for realistic three-dimensional topo-
logical insulator nanostructures and investigate their low-energy surface-state spectrum. Starting
from the commonly considered four-band k - p bulk model Hamiltonian for the BizsSes family of
topological insulators, we derive new parameter sets for BizSes, BioTes and SbaTes. We consider a
fitting strategy applied to ab initio band structures around the I' point that ensures a quantitatively
accurate description of the low-energy bulk and surface states, while avoiding the appearance of un-
physical low-energy states at higher momenta, something that is not guaranteed by the commonly
considered perturbative approach. We analyze the effects that arise in the low-energy spectrum of
topological surface states due to band anisotropy and electron-hole asymmetry, yielding Dirac sur-
face states that naturally localize on different side facets. In the thin-film limit, when surface states
hybridize through the bulk, we resort to a thin-film model and derive thickness-dependent model
parameters from ab initio calculations that show good agreement with experimentally resolved band
structures, unlike the bulk model that neglects relevant many-body effects in this regime. Our versa-
tile modeling approach offers a reliable starting point for accurate simulations of realistic topological

material-based nanoelectronic devices.

I. INTRODUCTION

Topological insulators (TIs) are a novel class of mate-
rials that have garnered substantial interest in the recent
decades due to their possible application in electronics,
spintronics and quantum information processing [1, 2].
TIs are characterized by the existence of topologically
protected states at the boundaries of a sample, which
are protected against any local perturbations that re-
spect time-reversal symmetry. The BisSes family of ma-
terials, here referring to BisSes, BisTes and SbyTes, are
three-dimensional (3D) time-reversal-invariant TIs with
a large inverted gap. They have a layered structure, con-
sisting of five-atom, or quintuple layers (QL) arranged
along the % direction (see Fig. 1a). The bulk electronic
structure is described by a nontrivial Zs topological in-
variant, which ensures the existence of protected spin-
nondegenerate surface states with massless Dirac-like dis-
persion.

The BiySes family of 3D TIs have been first described
in 2009, when their topological properties were uncov-
ered and a four-band k - p Hamiltonian describing the
bulk dispersion was proposed [3]. Material parameters of
this Hamiltonian were obtained using perturbation the-
ory [4, 5], which yields an accurate description of the
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electronic band structure at I' at low energies. However,
the degree to which the vicinity of I' is captured by the
obtained parameters varies from case to case. When used
for nanoelectronic device simulations, the model has to
accurately capture the entire region in momentum space
over which the Dirac cone of the topological surface states
stretches out, while also remaining well behaved at larger
momenta such that unphysical electronic states do not
appear at low energies. This is not always guaranteed by
applying perturbation theory at I', which motivates us
to derive a new set of parameters that can give a good
quantitative description of the BisSes family of materials.
In this work, we obtain the parameters of the four-band
k - p Hamiltonian for BiySes, BisTez and SboTes by an
alternative method. We fit the model to ab initio band
structures in such a way that the vicinity of I" is accu-
rately considered up to sufficiently large momenta and
all the relevant features of the band structure (e.g., the
topology) are taken into account.

With the newly obtained material parameters, we an-
alyze the low-energy spectrum of experimentally relevant
nanostructures. We consider the effects of band structure
anisotropy and electron-hole asymmetry, which modify
the dispersion of the surfaces states on surfaces with dif-
ferent orientations. While usually ignored for resolving
the transport properties related to Dirac surface states in
nanostructure systems [6—10], we find that the low-energy
spectrum can be significantly affected by this anisotropy
and asymmetry for some of the materials under consid-



eration here.

When the thickness of a nanoribbon approaches a few
QLs, the surface states localized on top and bottom sur-
faces can hybridize, leading to a gap opening in the
surface-state dispersion at I' [11-14]. In this case, we
refer to the system as being in the thin-film limit. If the
hybridization of the surface states is accompanied by an
inversion of the surface-state spectrum, the system enters
a quantum spin Hall insulator (QSHI) regime. Such thin-
film geometries have attracted significant interest, being
suitable for studying QSHI edge channels [15, 16], the
quantum anomalous Hall effect [ ], and topological
superconductivity [28-32].

According to early theoretical work on 3D TI thin-
films, the gap at I', which here we refer to as the hy-
bridization gap AFEyy, shows an oscillatory behavior be-
tween a QSHI and a normal insulator (NI) state when
the thickness of the thin-film is varied [11, 12, 141]. How-
ever, more recent results suggest that many-body effects
arising in the thin-film limit modify the oscillations and
the size of the hybridization gap, giving a better agree-
ment with experimental results [33-36]. To describe this
limit, we employ an effective thin-film model that cap-
tures solely the surface-state dispersion. We extract the
material parameters of the thin-film model by fitting to
the surface-state spectra obtained from G'W calculations
of thin films, which take into account the relevant many-
body effects, for thicknesses ranging from 2 to 6 QL.

This paper is structured as follows. In Sec. 11, we give
an overview of the models used to describe 3D TIs in the
bulk, at the surface, and in the thin-film limit, and also
discuss the material parameters. In Sec. I1I, we present
the dispersion of quasi-one-dimensional nanostructures
and analyze the effect of anisotropy and electron-hole
asymmetry. In Sec. IV, we treat the thin-film limit using
the bulk model and compare the results to experimental
findings. We also provide thickness-dependent material
parameters for the effective thin-film model. Finally, in
Sec. V, we interpret our findings and discuss other as-
pects that may be relevant for accurate nanoelectronic
device modeling with 3D TIs.

II. MODELS

A. Bulk model

The low-energy bulk electronic structure of the BizSes
family of materials around I' (k = 0) can be described
using a four-band model, where only the valence and con-
duction bands that are responsible for the band inversion
are considered. The bulk model Hamiltonian can be writ-

ten in the following form [3, 4],

Hyux(k) = e(k) + M(k)T.
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with o;, 7; (i = x,y,2) the Pauli matrices for the spin
and orbital degree of freedom and model parameters
AQ, By, Co, Cy, Cy, My, My, My € R that can be obtained
from ab initio calculations or perturbation theory. This
bulk model describes an insulator only when |Cy| < |M;]
and |Cs] < | M|, avoiding the closing of the band gap at
large values of |k| [37], which is necessary to avoid the
appearance of unphysical states at low energies upon ap-
plying the finite-difference method. The band inversion
and consequently the topological properties are deter-
mined by My, M; and My — only when MyM; < 0 and
MoyM, < 0 are satisfied, Eq. (1) describes a topologically
nontrivial system [1]. Cp,Cy and Cy are responsible for
the electron-hole asymmetry, while Ag and By can be in-
terpreted as the group velocities (up to a factor of i) of
the surface states on surfaces orthogonal to any in-plane
(2-y) direction, and to the Z direction, respectively. The
anisotropy of the band structure is captured by different
values for the corresponding in-plane and out-of-plane
terms Ay # By, C7 # Cy or My # M. Finite values
of M7 and Ms prevent the fermion doubling problem,
hence the Hamiltonian (1) can be safely discretized on
a lattice without acquiring unphysical Dirac points (at
e.g. kgzy. = £m/a if one considers a cubic lattice with
lattice constant a [38]), making the model suitable for
modeling the low-energy spectrum of TT nanostructures
with arbitrary shapes [9].

B. Material parameters

Our aim is to obtain a model that accurately describes
the topological surface states and can be discretized on a
lattice using the finite-difference method [39], without the
appearance of unphysical states in the bulk band gap. As
the distinctive feature of 3D TTs is the Dirac cone of the
topological surface states, the region in k-space around I
where this Dirac cone appears is of central importance.
Thus, the material parameters used in Eq. (1) should
yield a dispersion that reliably describes the bulk bands,
up to the momenta where the Dirac cone merges with
the bulk bands. The first full set of parameters intro-
duced for the BigSes family of materials in Ref. [4] were
obtained using perturbation theory, giving an accurate
description of the low energy states only very close to I
(up to kg, < 0.04 Ail). In a later work, a k - p pertur-
bation approach applied to ab initio calculations yielded
a good qualitative description of the conduction (CB)
and valence bands (VB) of BisSes and SboTes [5]. How-
ever, for BisTes, in the region in k-space where the Dirac



Bi2863 [ ] BiQSeg [ ] B12863 [ ] BiQSeg fit BiQTeg [ ] BiQTeg [ ] BiQTeg fit Sb2T63 [ ] SbQTeg [ ] Sb2T63 fit
Ao [eVA} 4.1 3.33 2.51 4.33 2.87 4 4.40 3.4 3.7 3.89
By  [eVA] 2.2 2.26 1.83 1.94 0.3 0.9 0.55 0.84 1.17 1.69
Co [eV] -0.0068  -0.0083 0.048 -0.28 -0.18 -0.12 -0.014 0.001 0.02 0.10
Ch [eVA2] 1.3 5.74 1.41 1.46 6.55 2.67 1.65 -12.39 -14.2 -6.48
Co  [eVA?]| 196 30.4 13.9 22.81 49.68 15435 2947 | -10.78 -6.97 -4.26
Mo [eV] -0.28 -0.28 -0.17 -0.30 -0.3 -0.3 -0.26 -0.22 -0.18 -0.21
M, [eVA]| 10 6.86 3.35 6.00 2.79 9.25 4.62 19.64 22.12 19.32
Mo [eVA2] 56.6 44.5 29.35 70.38 57.38 177.23 72.80 48.51 51.28 63.91
Bulk gap [meV] 560 344 280 472 - 155 303 135 155 303
Az [A] 9.01 12.83 9.87 6.0 - 19.68 15.8 36.28 28.99 21.48
¢pp 0.57 0.92 0.71 0.62 1.67 0.64 0.67 0.18 0.18 0.31
AEpp [meV] 61 43 9 24 445 175 12 90 91 56

TABLE 1. Parameters for the k - p bulk model Hamiltonian (1) for the three studied materials: BizSes, BiaTes and SbaTes.
The parameters taken from Refs. [4, 5] are obtained through perturbation theory applied at I'. We introduce a new set of
parameters obtained by fitting to ab initio band structure data around T'. Additionally, the bulk gap, the penetration depth
. along z of the surfaces states in the z-y plane, the relative position {pp of the Dirac point of a slab parallel to the z-y plane
with respect to the bulk gap at I (see Eq. (5)), and the energy difference AEpp between the Dirac points of surfaces states
parallel to the z-y and z-z planes, are also included (see Sec. II for details).

cone appears, the obtained dispersion has a significantly
smaller band gap than the one observed in ab initio band
structures (see Figs. 1d,e). In our fitting procedure the
eigenvalues of the bulk model Hamiltonian (1) are fit-
ted to ab initio band structures of bulk BisSes, BisTes
and SbhoTes, with the band structure of BisTes shown
in Fig. 1b. More details on the ab initio calculations are
given in Appendix A. To obtain the most accurate fit, we
vary the region in k-space over which the CB and VB are
considered (imposing a minimal extent of the region to
accurately capture the Dirac cone in the bulk gap), and
we maximize the coefficient of determination R? of the
fit. The conditions |Cy| < |My|, |Ce| < |Mz|, MoM; <0
and MoMs < 0 (see Sec. ITA for more details) were en-
forced on the fitted parameters of the bulk model. The
resulting parameters are shown in Table I alongside the
parameters of Refs. [3-5]. For more details on the fitting
procedure, see Appendix B. We also evaluate the size of
the band gap as the difference between the minimum of
the CB and the maximum of the VB. In Figs. 1d,e, we
show the result of our fit for BiyTes to the relevant bands,
together with the dispersion obtained with parameters
taken from Refs. [4, 5]. The band gap of the fitted dis-
persion is much closer to that of the ab initio calculation,
than the value obtained through perturbation theory.

C. Surface-state model

When confined to a semi-infinite geometry, with a sur-
face in the z-y plane at z = 0, the bulk model Hamil-
tonian (1) yields a gapless surface-state spectrum, de-
scribed by the following effective Hamiltonian [7, 13, 37],

Z ik, ky) = Co — C1 My /M,y

2
7Sgn(M1)\/1f (Cl/Ml)QAo(kayfkydm). ( )

The wave function profile perpendicular to the z-y sur-
face of the k, = k, = 0 surface state has the follow-
ing form when the 3D TI is confined to the z > 0 re-

gion [4, 37]

T, ots -,
x(z) = (01 —c1 Cy 02) (=7 — e %), (3)
1 B 1 B M
+ _ 0 0 0
= =\ -c? \/4M12012+M1’ @
with two independent parameters ¢; and co (up to

normalization). The wave function extends into the
bulk with a characteristic penetration depth A\, =
max{1/R(q}),1/R(q; )} [9], which is listed in Table I
for the different sets of material parameters. In Fig. 1f
the solutions of the Hamiltonian (2) (dashed lines) are
shown, along with the numerically evaluated spectrum
of a semi-infinite slab (black lines), which we obtain by
using a version of the bulk Hamiltonian (1) discretized
on a lattice with confinement along z and translational
invariance along z and y. This solution is for a surface
orthogonal to the Z direction, and analogous solutions
can be obtained for surfaces with other orientations. In
Fig. 1g the solutions for a surface over the x-z plane at
y = 0 is given (dashed lines), together with the numerical
result (black lines). For simplicity, we set Cyp = 0 in all
calculations, since this term only yields an overall shift
of the spectrum in energy.

Note that in general, while barely noticeable in
Figs. 1f,g, there can be a shift in energy between the
Dirac points (DPs) of the surface states, i.e., the energy
where the surface-state bands cross each other at I'. In
the Dirac-like dispersion given by Eq. (2), the DP can be
defined as Eép = Cy—MyC4 /M. Surfaces orthogonal to
the z or ¢ direction will host surface states with the DP

positioned at E%{DQ = Cy — MyCs/M5. We define the dif-
ference between the two DPs as AEpp = |E]§{)y — E&p|.
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FIG. 1. (a) Crystal structure of the BisSes family of materials. (b) Band structure for BixTes. (c) Brillouin zone with space
group R3m. The blue hexagon is the 2D Brillouin zone of the projected (1,1,1) surface, and the high-symmetry points T', K and
M are labeled. The dispersion along (d) k., and (e) k. of the bulk model (orange) that is fitted to the conduction and valence
band of BisSes around the I' point, obtained from ab initio calculations (black dots), compared to the dispersion evaluated
with the material parameters taken from Ref. [1] (green) and Ref. [5] (cyan). The upper limits of the fit in momentum space

ﬁ‘:g" (see Appendix B), are shown with gray dashed lines. Dispersion in k, of the surface state of BizTes, with the surface
in the (f) z-y and (g) z-z plane, evaluated analytically (dashed lines) and numerically (solid lines), the hatched areas indicate
the projection of the bulk bands. The surface-state bands appear in the band gap and intersect each other at the Dirac point,

forming a Dirac cone (shaded region, marking the analytical expression).

For the studied materials (BisSes, BisTez, SboTes), we
obtain AEpp = 24,12 and 56 meV from the fitted pa-
rameters, respectively, as also shown in Table I. When
the electron-hole asymmetry is ignored (C; = Cy = 0),
or the parameters are considered to be isotropic (Cy =
Cy and M; = M>) one naturally obtains AEpp = 0

(Bip = Eg{gy). However, as the material parameters in
Table I show, anisotropy and electron-hole asymmetry
can be significant.

Another important consequence of anisotropy and
electron-hole asymmetry is that the DP is not centered in
the middle of the bulk gap. This can also be seen in ab
initio calculations of slab geometries or angle-resolved
photoemission spectroscopy measurements [40—42]. In
Table I we evaluate the relative position of the DP for
a surface in the z-y plane as

(pp = ESE(PF)_—EE?/S;)F) ; (1 — sign(Mo) AC41> (5)

where Eyg(cp)(I') is the energy of the VB (CB) at I'. A
DP centered between the VB and CB at I yields (pp =
0.5, while a DP at the top (bottom) of the VB (CB) at
I" corresponds to (pp = 0 (1).

D. Thin-film model

In the thin-film limit, with surfaces in the z-y plane
at z = 0 and z = d (see Fig. 2b), tunneling between
the surface states on the top and bottom surfaces can
open a finite hybridization gap in the Dirac cone of the
surface states. In this limit, the dispersion of the sys-
tem can be captured using a low-energy thin-film model
Hamiltonian [13, 14, 37],

Hys(kz, ky) = Eo — Dk} + hop(kyoy — ku0y)
+(A/2 - Bk”)crzrz, (6)
with o; (i = x,y,z) still the Pauli matrices for spin,

k” =k + k;, and 7, acting on a different subspace from

the one before in Eq. (1), with eigenvalues =+ representing
a hyperbola index that distinguishes between the doubly-
degenerate surface-state solutions of Eq. (6). The Hamil-
tonian of Eq. (6) is equivalent (ignoring the term Dk”)
to the four-band effective model for a two-dimensional
QSHI proposed by Bernevig, Hughes and Zhang [43],
which has been shown to capture the behavior of the
bulk model of Eq. (1) in the thin-film limit [12]. The
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FIG. 2. (a),(b) Schematics of the nanostructures under consideration: (a) a nanowire with W ~ d and (b) a nanoribbon with
W > d. (c),(d) The spectrum of (c) a nanowire with W = d = 28 nm and (d) a nanoribbon with W = 50 nm and d = 6
nm, with the fitted material parameters for SbeTes. The Dirac cone of the surface state in the z-y (z-z) plane (see Figs. 1f,g)
is shown with blue (red) shading. (e),(f),(g) The wave function density |¥(y, z)|? over the nanoribbon cross section of states
localized in different Dirac cones [see corresponding symbol in (d)], indicated by the grayscale colormap (arbitrary units).
Where both Dirac cones overlap (purple shading), the states are delocalized over the whole perimeter of the nanoribbon as

shown in (g).

hybridization gap of the surfaces states is AEpy, = 2A
in this model, while the gap is trivial if AB < 0, and the
system is in the nontrivial inverted regime if AB > 0,
yielding a QSHI state [I14, 43]. A non-zero value of D
results in electron-hole asymmetric surface states and vg
is the Fermi velocity of the surface states. It should be
noted that |D| < |B| is required, otherwise there is no
band gap at large |k| [14, 37].

III. NANOSTRUCTURES

In this section, we consider the bulk model Hamil-
tonian (1) to study the dispersion of two relevant 3D
TI nanostructures: nanowires, with approximately equal
width and thickness (W ~ d), and nanoribbons, for
which W > d, shown schematically in Figs. 2a,b. We
use Kwant [14] to obtain the spectra of the nanostruc-
tures, and Adaptive [15] for efficient parameter sampling.
Note that we describe thicknesses in terms of QL and nm
interchangeably, as 1 QL ~ 1 nm for the materials under
consideration.

Experimentally, 3D TI films down to a few-QL thick-
ness have been achieved in all three materials [410-42, 46—
19] and nanoribbons with widths down to 50 nm were
realized [50, 51]. Here we consider nanostructures with
negligible hybridization between surface states on oppos-
ing sides (for the thin-film limit where hybridization be-
comes relevant, see Sec. IV). In Fig. 2¢, we present the
dispersion of a nanowire with square cross section and
W = d = 28 nm long edges (black lines). In Fig. 2d, we
also present the dispersion of a nanoribbon with the same
perimeter as the nanowire, but a much larger width-to-

height ratio, W = 50 nm and d = 6 nm. Here we have
chosen SboTes because it has the largest value of AEpp
for the fitted parameters. The obtained spectra qual-
itatively resemble a conventional Dirac cone with con-
finement quantization [0, 52]. However, there is a clear
difference between the dispersions of the nanowire and
the nanoribbon. The differences can be attributed to the
effect of the surfaces of the nanostructures that are ori-
ented in different directions, which we explain below.

To understand the effect of the different sides, in
Figs. 2c,d, we overlay the Dirac cones of the top/bottom
(left /right side) surfaces, centered around their respective
DPs, with a blue (red) shading. The states appearing in
the spectrum of the nanostructures can be divided into
three groups: states with energies in the blue regions, ex-
tending over the top and bottom surfaces (Fig. 2e); states
with energies in the red regions that are localized on the
side surfaces (Fig. 2f); and states that wrap around the
whole perimeter of the nanowire in the regions where
both Dirac cones overlap (Fig. 2g). As the side surfaces
of the nanoribbon have a much smaller area than the
top and bottom surfaces, the side surfaces do not host
as many states as in the case of the nanowire. Hence,
the spectrum of the nanoribbon resembles more closely a
quantized Dirac cone as expected for the top and bottom
surface.

A relevant energy scale in the nanostructure is the
spacing of subbands originating from the confinement of
the surface states to the finite perimeter P of its cross
section. In the case of a Dirac dispersion, the spac-
ing of the subbands can be approximated by 27vg/P.
For the nanoribbon considered in Fig. 2d, one obtains
2rvp/P = 17 meV (here we consider an isotropic Fermi



velocity hvp = 3 eVA). The spacing of the subbands
has to be compared to the effect of the surfaces of the
nanoribbon being oriented in different directions, which
can be quantified using the energy difference of DPs
AFEpp, which is 56 meV in the case of SbyTes. From this
observation, we can deduce that the difference in DP en-
ergy on different sides may even affect the surface-state
spectrum of the smallest attainable nanostructures.

IV. THIN-FILM LIMIT

We first investigate the thin-film limit in Sec. IV A,
using a discretized version of the bulk model Hamilto-
nian (1) and we compare the results to experimental find-
ings, with an emphasis on the topology and size of the
hybridization gap. Second, in Sec. IV B, we consider a
different approach to capture the physics of the thin-film
limit quantitatively. Material parameters for the thin-
film model Hamiltonian (6) are obtained by fitting the
model to band structure data of GW calculations that
accurately describe the thin-film limit [33, 34, 53].

A. Treatment with the bulk model

When described using the bulk model of Eq. (1), it
was shown that the hybridization gap in the thin-film
limit oscillates in size as the thickness is varied. The
closing and subsequent reopening of hybridization gap
occurs at certain critical thicknesses d., (see Fig. 3b).
The low-energy physics of the system at a thickness close
to d.,, can be described by the BHZ model [12, 43], which
implies that the oscillation of the hybridization gap is also
accompanied by topological phase transitions, with the
system alternating between a NI and a QSHI phase.

In a 3D TI thin film of thickness d the interference of
two transverse wave functions located on the top and bot-
tom surfaces (orthogonal to 2), given by Egs. (3) and (4),
will close the hybridization gap if the thickness matches
the critical value de,, = nl., where I, ~ 7/Jm(qF) is
the period of the oscillation [13]. When the out-of-plane
Fermi velocity By is set to zero, the period of the oscil-
lation is equal to I.(By = 0) = mv/|My/M;]|. As shown
in Fig. 3 for BiyTez, when B takes on a non-zero value,
the value of I; increases from I.(By = 0). However, if
By 2 2y/—My(M} — C?)/Mj, the imaginary part of ¢
goes to zero, the oscillatory behavior vanishes and the
system is a NI for all thicknesses.

In Fig. 4, for BiySes, BisTes and SbhyTes, the numer-
ically evaluated hybridization gap AFEyyy of the surface
states at I' is given as a function of the film thickness,
where we use a discretized version of the bulk model
Hamiltonian (1). For the different parameters sets of
Eq. (1), we also indicate the topological phase for every
value of d with blank (filled) shading below the curve for
the NI (QSHI) phase. We compare the size of the hy-
bridization gap of the bulk model Hamiltonian (1) with
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FIG. 3. (a) The real and imaginary part of ¢ (see Eq. (4))
as a function of the out-of-plane Fermi velocity Bo. The real
part is inversely proportional to the penetration depth of the
surface state, while the imaginary part of ¢ determines the
topological phase at a given thickness d. (b) When described
using the bulk model (1) the topological phase of the 3D TI
slab oscillates between a NI and QSHI as the thickness d is
varied. The period of this oscillation increases as a function
of By and diverges above a critical value of By such that the
slab is always in the NI state.

values determined experimentally from angle-resolved
photoemission spectroscopy measurements [ — ] For
the topology of the gap we consult results obtained with
the GW method that accurately capture the many-body
effects of the surface states [33, 34, 53]. The size of the
hybridization gap as determined from the GW calcula-
tions is also shown. The exact values of AFEyyy, deter-
mined with the different methods can be found for 2-6
QL thicknesses in Table II, with a blank (grey) back-
ground indicating that the thin film is a NI (QSHI).

According to experimental measurements and GW cal-
culations, it is expected that BisSes is a NI in the thin-
film limit [33, 35, 36]. The parameter set from Ref. [3]
and the fitted parameter set do not capture accurately
this behavior, rather suggesting that the thin film is in
the QSHI above a thickness of 3 QL. The parameter set
listed in Refs. [1, 5] gives a better description of BizSe;
thin films, yielding a NI for all thicknesses with hybridiza-
tion gaps which are systematically smaller than the ex-
perimentally determined values, with Ref. [1] giving the
closest values. Remarkably, the hybridization gaps for
BisTes match the experimentally determined values up
to 4 QL very well when considering our parameter set
obtained via fitting, whereas the topology of the gap is
also captured up to 5 QL. In contrast, the same can-
not be said of the parameters set of Ref. [5], while the
parameter set of Ref. [1] yields a gapless dispersion. In
the case of ShyTes, all parameters sets capture the topol-
ogy of the hybridization gap accurately, but the size of
the hybridization gap deviates significantly from experi-
mentally measured values. From the obtained hybridiza-
tion gaps, the thin film is NI for 2 and 3 QL and QSHI
for 4, 5 and 6 QL, as predicted by GW calculations.
While reasonable agreement is retrieved in certain cases,
the results shown in Fig. 4 indicate that parameter sets,
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FIG. 4. Size of the hybridization gap AEny, at the I' point for thicknesses 2 nm < d < 7 nm for (a) BizSes, (b) BixTes and
(c) SbaTes. The gap is extracted from the spectra of the surface states in a slab geometry described using the bulk model (1),
with parameters taken from Refs. [3—5] and our fits. At a given thickness the system is a QSHI (NI) if the area below the curve
is colored (blank). The hybridization gap obtained in the GW calculations [33, 34] are included, with the QSHI states marked
with a circle. For reference, experimentally determined gaps at the Dirac point are also shown [410-42].

obtained with both perturbative and fitting approaches,
cannot be used to describe the thin-film limit reliably for
the different materials.

B. Treatment with the thin-film model

As highlighted in the previous section, it is evident
that the surface-state dispersion obtained when confin-
ing the bulk model (1) to a slab geometry does not
reliably capture the electronic and topological proper-
ties of thin films observed in experiment. However, re-
cent theoretical works have shown that employing the
GW method in determining the properties of thin films
yields band structure data that is in excellent agree-
ment with angle-resolved photoemission spectroscopy
measurements [33, 34]. By fitting the low-energy effec-
tive model (6) to this band structure data, we can obtain
material parameters for the BisSes family of materials
in the thin-film limit. Note that, by considering model
Hamiltonian (6), the physics of the side surfaces, as dis-
cussed in the previous section (e.g., the difference in DP
energy) is no longer captured.

The material parameters were obtained for thicknesses
varying between 2 and 6 QL. We imposed the constraint
|D| < |B| such that the obtained parameters yield a
gapped dispersion. It has been shown that one can ob-
tain parameters corresponding to a QSHI or a NI from
fitting to the same surface-state spectrum without any
discernible difference [33]. Thus, we take the liberty of
imposing the constraint AB > 0 when the GW results
suggest that the system is a QSHI and conversely impose
AB < 0 when the system is a NI [34]. The obtained
parameters are shown in Figs. ba,b,c,d and listed in Ta-

ble III. In Fig. be the GW band structure of 5 QL thick
SboTes thin-film is presented, together with the fitted
dispersion, and in Fig. 5f the dispersion of a nanoribbon
with the same thickness and width W = 100 nm is shown.
At this thickness, the SboTez thin-film is a QSHI, thus
edge states appear in the dispersion of the nanoribbon
with energies in the hybridization gap.

V. DISCUSSION

Comparing the values in Tables I and 11, it is clear that
there is substantial variation between all the parameter
sets and their properties that are highly relevant for the
low-energy spectrum (e.g., bulk gap, DP positioning and
asymmetry). Hence, it can be of crucial importance to
consider an appropriate parameter set that is tailored to
the specific TT material for accurately modeling the nano-
electronic properties of TI nanostructure-based devices.

In this work, we focus on the accurate low-energy de-
scription of 3D TI nanostructures, including the thin-
film limit with a hybridization gap, and the impact of
anisotropy and electron-hole asymmetry. However, there
are more aspects that are not under consideration in this
work while being relevant for nanoelectronic device mod-
eling. Aside from a thickness-dependent hybridization
gap, there is also a thickness-dependent energy shift of
the spectrum, captured by thin-film model parameter
Ey. For this shift, the GW calculations that we con-
sidered for our model fits do not line up with experi-
mental data, while other many-body calculations match
experimental values better [36]. However, such a shift
can be easily taken into account by adjusting the Fermi
level in the nanostructure simulations accordingly. An-



NaqL

2 3 4 5 6

BizSes [] 137 40 22 - -
BisSes [{] 191 58 22 10 4
BizSes [7] 133 42 15 5 -

% BisSes fit 13 16 - - -
E BisSes GW [37)] 238 83 34 (16) (7)
2 BisTes [ ] - - - - -
& BiyTes [J] 91 138 54 35 |25
<1 BiyTes fit 161 50 6 18 11
BixTes GW [34, 53] [152 26 (14) (3) [(0)
SbyTes 1] 53 15 99 68 9
ShyTes [7] 747 156 27 |57 |41
SbaTes fit 587 78 65 73 30
SbeTes GW [34, 53] [254 60 1(4) (16) (12)

TABLE II. The size of the hybridization gap A Fny1, of BiaSes,
BizTes and SbaTes thin films, described using the bulk model
Hamiltonian (1) for different sets of material parameters and
varying number of quintuple layers Nqr. For each case, the
topological phase is indicated by a gray (blank) shading if the
thin film is a QSHI (NI). The results of the GW calculations
are also given. The gaps in parentheses should not be taken
at face value, as the accuracy of the GW calculations does
not allow a safe statement when the band gap becomes too
small [53].

other important effect can be observed in 3D TI films
grown by molecular beam epitaxy. The top surface is
usually exposed to vacuum and the bottom surface is at-
tached to a substrate, breaking the inversion symmetry
along the Z direction. In this case, a structure inversion
asymmetry term can account for the influence of the sub-
strate [13, 54]. Such effects can also be revealed through
asymmetric electrostatic gating [10, 55]. While not un-
der consideration here, we can also introduce such terms
in a straightforward manner in our models.

In addition to offering a good starting point for na-
noelectronic device modeling, the models considered in
this work are also suitable for the study of hybrid de-
vices that include superconductivity, since an exten-
sion to a Bogoliubov-de Gennes framework follows nat-
urally [56, 57]. The effect of proximity-induced super-
conducting pairing in 3D TIs has received considerable
interest [506, ], with the effective thin-film model (6)
being considered for the study of (proximitized) magnet-
ically doped 3D TI nanoribbons [27, 29, 30, 65]. In such
systems, typically electron-hole asymmetry is neglected
(D = 0). It has been shown, however, that electron-hole
asymmetry can play an important role in the transport
properties of magnetically doped 3D TI films [54].

Here, we focus on obtaining suitable model parameters
for BisSes, BisTes and SbsTes by considering four-band
models and a parameter fitting strategy instead of pertur-
bation theory applied at I'. Alternatively, however, it has
already been shown that an eight-band model Hamilto-
nian obtained from perturbation theory can also give an
accurate low-energy description of all three materials [5].

—o— BiySe; |
—=— Bi,Tes
szTE3

0.05 F ]
0.00 1

—0.05F % -5

—0.04 0.00 0.04
ke [A7Y]
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FIG. 5. (a),(b),(c),(d) The parameters of the effective thin-
film model (6) for film thicknesses from 2 to 6 QLs determined
by fitting to spectra obtained with the GW method [33, 34].
The parameters are obtained by imposing |D| < |B|, and
A - B < (>)0 when the thin film is a NI (QSHI). (e) Band
structure of a 5 QL thick SbsTes thin-film obtained with the
GW method (continuous black line), and the fitted disper-
sion (red dashed line). The shaded region corresponds to
the hybridization gap AEnyb. (f) The spectrum of a SbaTes
nanoribbon with W = 100 nm and d = 5 QL. The parameters
were taken from Table III.

However, as that approach is also expected to become
unreliable in the thin-film limit and is computationally
more demanding, our approach offers some distinct ad-
vantages for efficient and accurate nanoelectronic device
modeling.

VI. CONCLUSION

We model the low-energy electronic spectrum of 3D
TI nanostructures (e.g., nanowires and nanoribbons)
based on BisSes, BizTes and SbyoTes in detail. We
use the commonly considered four-band (bulk and thin-
film) model Hamiltonians and derive new parameter sets
by fitting to ab initio band structure data. Owur fit-
ting strategy is tailored to accurately capture the (in
general, anisotropic and electron-hole asymmetric) low-



energy electronic structure of the Dirac surface states,
while avoiding any unphysical behavior that may arise
when the Hamiltonian is discretized on a lattice. We
studied the accuracy of the obtained fitted material pa-
rameters in the thin-film limit, when the surface states
hybridize through the bulk, by using a discretized version
of the bulk Hamiltonian. We have found that our fitting
method yields material parameters that capture the size
and topology of the hybridization gap in BisTez remark-
ably well. However, both our new and existing sets of pa-
rameters cannot reliably describe the thin-film limit for
all thicknesses and materials under consideration. Hence,
we resort to a thin-film model with material parameters
extracted from the surface-state spectra of thin-film GW
calculations. With our new parameter sets, the consid-
ered models provide a suitable framework for simulating
the low-energy spectrum and corresponding properties
(e.g., topology, transport) of 3D TI-based nanoelectronic
devices with a broad range of applications.
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Appendix A: ab initio calculations

In our density functional theory (DFT) calculations
we use the full-potential relativistic Korringa-Kohn-
Rostoker Green function method (KKR) [66] as im-
plemented in the JuKKR code [67]. Our calculations
are carried out for the experimental crystal structures

Now|Eo [eV] D [eVA®] A [eV] B [eVA®] vp [eVA]

2 0.121 -16.14  0.239 -17.56 -0.048

3 10043 -1394 0082 -15.82  1.697

BisSes| 4 | 0.018 -13.31 0.034 -16.35  1.920
5 0.008 -13.23 0.014 -16.51 2.010

6 | -0.002 -13.06 0.006 -16.75 2.046

2 0.077 -28.41  -0.153 -29.14 2.463

3 10013 -2752 0027 -2810 0.876

BisTes| 4 | 0.001 -29.55 0.003 -30.06  1.301
5 0.002 -28.50 -0.006 -28.97 1.340

6 | 0.000 -2836 -0.000 -28.81  1.232

2 0.127 -21.70  0.254  -26.29 0.482

3 0.030 -15.45 0.064 -16.04 2.921

SboTes| 4 0.002 -13.39 -0.007 -13.89 2.952
5 | 0.008 -12.65 -0.018 -13.10  2.870

6 | 0006 -13.38 -0.012 -13.83  2.887

TABLE III. Parameters of the thin-film Hamiltonian (6), for
BiaSes, BizTes and SboTes, for thicknesses ranging 2-6 QL.

for BipTes [08], SbyTes [69] and BisSes [70] and we
parametrize the exchange correlation functional using
the local density approximation (LDA) [71] because a
comparison of LDA and generalized gradient approxima-
tion (using the PBE functional [72]) resulted in gap sizes
that reproduce the experimentally observed gap better.
We employ Lloyd’s formula [73] to correct for the er-
ror arising from the finite ¢, = 3 cutoff in the an-
gular momentum expansion of the space filling Voronoi
cells around the atomic centers, where the exact (i.e.
full-potential) description of the atomic shapes is taken
into account [74, 75]. The DFT calculations are orches-
trated using the AiiDA-KKR plugin [76] to the AiiDA in-
frastructure for automated FAIR data provenance track-
ing [77]. Our results are uploaded to the Materials cloud
archive [78] and the JuUKKR and AiiDA-KKR codes are
published as open-source software [67, 79].

Appendix B: Fitting procedure

The material parameters for the bulk model (Eq. (1))
and the effective thin-film model (Eq. (6)) for the three
studied materials are obtained by fitting to ab initio band
structures.

In the case of the bulk model, the eigenvalues of the
Hamiltonian were fitted to the relevant bands from I' = 0

up to a certain k‘rlnax value in k; and &y, and k}*** in k,,

with a sampling interval of 0.003 A! along the three
axes (for reference, the distance to other symmetry points
shown in Fig. 1cis 0.882 A~ for T-L, 0.903 A~ for I-F,
and 0.329 A~ for I-Z). For each fit corresponding to a
pair of (k"**, k7***) values, the R? of the fit was evalu-
ated (see Figs. 6b,d). The best fit is obtained by choos-
ing the one for which Rz(k:lf‘na"7 kmax) > 0.999 - max(R?)
and also kﬁ“a" + k2** is maximal, while imposing certain

constraints on kg‘ﬁx, as explained below. In Figs. 6a,c,
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FIG. 6. (a),(c) The dispersion resulting from the fit (or-
ange) to ab initio band structures (black dots), for (a) BizSes
and (c) SbzTes, compared with dispersion evaluated with the
material parameters taken from Ref. [1] (green) and Ref. [5]
(cyan). The upper limits of the fit in momentum space ke
are shown with gray dashed lines. (b),(d) A map of the R? of
the fits for (b) BiaSes and (d) SbaoTes, obtained for different
values of k™ and k7®*. A black cross marks the selected
pair of (k"™ k7**) values.

we show the result of our fits for BisSesz and ShyTes to
the relevant bands, together with the dispersion obtained
with parameters taken from Refs. [1, 5]. In Figs. 6b,d,
maps of the R? values obtained for different pairs of klflnax

and kJ'** are shown, with the optimal value indicated
with a black cross. For the three materials the maximal

10

value of R? was 0.9891, 0.9868 and 0.9458, for BisSes,
BisTes and SbyTes, respectively.

We impose a lower bound of k#* > 0.045 A7 such

Z,

that we capture at least the same lLextent as can be ac-
curately captured with a perturbative approach [52]. In
order to have a fit that covers the whole region in k-space
where the surface states can be found inside the bulk gap,
we impose an additional constraint. The points in mo-
mentum space where the Dirac cone of the surface states
joins the bulk-band energies can be approximated by

max;e o1} {Fi + (—1)"(Co — C1My/M)}

Agy/1 — (C1/M;)? ’

for the in-plane dispersion, Ey = —maxy{Evg(k)} and
E; = ming{Ecp(k)}. For completeness, the dispersion
of the surface states with other orientations also have to
be considered, e.g., orthogonal to the ¢ direction. In this
case, the Dirac cone will join the bulk-band energies at

kﬁurf _

max;eo,13{ Ei + (—1)"(Co — C2Mo/M2)}

ksurf _
I Ag\/1— (Ca/M;)?
st _ max;eo,13{ i + (—1)"(Co — C2My/M>)}

Boy/1 — (Cy/M,)? ’

for the dispersion in k, and k,, respectively. Using values
found in literature, we found that kﬁ‘”f7 Esurt < 0.2 Afl,
which is contained in the region of k-space over which
we sample the ab initio band structures. Hence, we can
capture the surface states inside the bulk gap by imposing
the conditions kjP** > kﬁ“rf and k2o > k5w where

k‘ﬁuzrf are evaluated using the ab initio data and the fitted

parameters.

For the effective surface-state model, a similar pro-
cedure was used, with the difference that the fit was
performed for k, and k, up to ﬁ“ax, and the fit with

R? > 0.999 - max(R?) and maximal [ was selected.
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