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SHARP QUANTITATIVE STABILITY OF THE YAMABE PROBLEM

HAIXIA CHEN AND SEUNGHYEOK KIM

Abstract. Given a smooth closed Riemannian manifold (M, g) of dimension N ≥ 3, we derive
sharp quantitative stability estimates for nonnegative functions near the solution set of the
Yamabe problem on (M, g). The seminal work of Struwe (1984) [46] states that if Γ(u) :=

‖∆gu − N−2
4(N−1)

Rgu + u
N+2

N−2 ‖H−1(M) → 0, then ‖u − (u0 +
∑ν

i=1 Vi)‖H1(M) → 0 where u0 is a

solution to the Yamabe problem on (M, g), ν ∈ N ∪ {0}, and Vi is a bubble-like function. If M
is the round sphere S

N , then u0 ≡ 0 and a natural candidate of Vi is a bubble itself. If M is not
conformally equivalent to S

N , then either u0 > 0 or u0 ≡ 0, there is no canonical choice of Vi,
and so a careful selection of Vi must be made to attain optimal estimates.

For 3 ≤ N ≤ 5, we construct suitable Vi’s and then establish the inequality ‖u − (u0 +∑ν
i=1 Vi)‖H1(M) ≤ Cζ(Γ(u)) where C > 0 and ζ(t) = t, consistent with the result of Figalli and

Glaudo (2020) [23] on S
N . In the case of N ≥ 6, we investigate the single-bubbling phenomenon

(ν = 1) on generic Riemannian manifolds (M, g), proving that ζ(t) is determined by N , u0, and
g, and can be much larger than t. This exhibits a striking difference from the result of Ciraolo,
Figalli, and Maggi (2018) [13] on S

N . All of the estimates presented herein are optimal.

1. Introduction

1.1. Motivations. Throughout the paper, we always assume that (M,g) is a smooth closed
Riemannian manifold of dimension N ≥ 3.

The Yamabe problem is one of the classical problems in geometric analysis, which asks the
existence of a metric on M with a constant scalar curvature in the conformal class [g] of g. This
problem is equivalent to searching for a positive solution u on M to the Yamabe equation

−∆gu+ κNRgu = cu2
∗−1, u ≥ 0 on M (1.1)

where κN := N−2
4(N−1) , 2∗ := 2N

N−2 , Rg is the scalar curvature on (M,g), and c ∈ R is a constant.

The linear operator Lg := −∆g + κNRg is called the conformal Laplacian on (M,g).

Since the existence of a positive least energy solution to (1.1) was established through a series
of works of Yamabe [49], Trudinger [47], Aubin [2], and Schoen [41] (see also Lee and Parker [30]),
researchers have attempted to comprehend the whole solution structure of (1.1). To describe it,
let us define the Yamabe quotient Q(M,g) and the Yamabe invariant Y (M, [g]) of (M,g) by

Q(M,g)(u) =
κ−1
N

∫
M uLgu dvg

(∫
M u2

∗
dvg
)N−2

N

=

∫
M Rhdvh

(∫
M dvh

)N−2
N

for h = u
4

N−2 g ∈ [g], 0 < u ∈ C∞(M)

where dvg is the volume form on (M,g) and

Y (M, [g]) = inf
{
Q(M,g)(u) : 0 < u ∈ C∞(M)

}
. (1.2)
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The constant c in (1.1) is positive (negative, respectively) if and only if Y (M, [g]) is positive
(negative, resp.). If Y (M, [g]) < 0, it is easy to see that (1.1) has a unique solution. When
Y (M, [g]) = 0, (1.1) reduces to a linear equation and solutions are unique up to a constant
multiple. Therefore, the only case of significant interest is Y (M, [g]) > 0, in which case a number
of high-energy solutions may exist. For example, if M = S

1(r)×S
N−1 where S

1(r) is the circle of
radius r > 0 equipped with the standard metric and S

N−1 is the (N−1)-dimensional round sphere
of radius 1, then the number of inequivalent solutions is one if r is small, is non-decreasing in r,
and tends to∞ as r →∞; refer to [43]. Using gluing techniques, Pollack [37] showed that for any
manifold M with positive scalar curvature and n ∈ N, there is a dense set (in the C0-topology)
of the positive conformal classes for which (1.1) has more than n inequivalent solutions.

As a means to understand the entire solution set of (1.1), Schoen [42] asked whether the set
is compact in C2(M) provided M is not conformally equivalent to S

N . He also suggested a
general strategy to answer this question. Based on his idea, Khuri, Marques, and Schoen [29]
proved that the C2(M)-compactness holds for N ≤ 24 under the validity of the positive mass
theorem. See also Druet [19] and Li and Zhang [31, 32] for the preceding results. Surprisingly,
counterexamples exist for N ≥ 25 as shown by Brendle [8] and Brendle and Marques [9], which
illustrates a deep and mysterious behavior of the solution set of (1.1).

Researchers also studied whether the compactness is preserved under a perturbation of equa-
tion (1.1). Because the literature on this topic is so vast, we mention a few initial results only.
The first result in this direction was achieved by Druet [18]. By applying “the C0-theory for
blow-up” developed in [20], he deduced the C2(M)-compactness of positive solutions {uǫ}ǫ∈R
(for ǫ ∈ R small) to critical equations with 3 ≤ N ≤ 5,

−∆guǫ + hǫuǫ = u2
∗−1

ǫ on M where hǫ → h0 in C2(M) as ǫ→ 0 (1.3)

under a certain pointwise condition on the function h0 − κNRg on M . On the other hand, by
perturbing (1.1) suitably (e.g. letting hǫ = κNRg + ǫ in (1.3) for ǫ ∈ R small), one can make
the perturbed equation admit one of the following types of blowing-up solutions; solutions with
single or multiple blowing-up points [22], the bubble clusters [40], and the bubble towers [34].
In view of Struwe’s global compactness result [46] depicted in Theorem A below and Schoen’s
strategy in [42], these solutions represent essentially all the possible blow-up scenarios.

There is yet another approach to studying the solution structure of (1.1), which is closely
related to the aforementioned ones and the main topic of this paper. We will derive a quantitative
version of Theorem A for general smooth closed Riemannian manifolds (M,g).

For the moment, we assume that M = SN , in which case the quantitative analysis of Theorem
A was completed in the recent works [13, 23, 14]. The inverse stereographic projection, a confor-
mal map from R

N to S
N , allows us to work on the Euclidean space RN instead. Struwe [46] proved

that if u is a nonnegative element of the homogeneous Sobolev space Ḣ1(RN ), then u tends to a fi-

nite sum of weakly interacting bubbles in the Ḣ1(RN )-sense as Γ(u) := ‖∆u+u2
∗−1‖Ḣ−1(RN ) → 0.

Here, a bubble refers to a function of the form

Uδ,σ(y) = αN

(
δ

δ2 + |y − σ|2
)N−2

2

for y ∈ R
N , αN := (N(N − 2))

N−2
4 (1.4)

where δ > 0 and σ ∈ R
N . It is well-known that the set of all positive solutions to the Yamabe

equation in R
N

−∆u = u2
∗−1, u ≥ 0 in R

N
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is precisely the set {Uδ,σ : δ > 0, σ ∈ R
N} and any nonzero constant multiple of Uδ,σ attains the

sharp Sobolev constant

S := inf

{
‖u‖Ḣ1(RN )

‖u‖L2∗ (RN )

: u ∈ Ḣ1(RN ) \ {0}
}

where ‖u‖Ḣ1(RN ) := ‖∇u‖L2(RN ). (1.5)

In [13], Ciraolo, Figalli, and Maggi derived the first sharp quantitative estimate of Struwe’s

result for N ≥ 3: For a nonnegative function u in Ḣ1(RN ) with 1
2S

N ≤ ‖u‖2
Ḣ1(RN )

≤ 3
2S

N and

sufficiently small Γ(u), it holds that ‖u−U1‖Ḣ1(RN ) ≤ CΓ(u) for some bubble U1. If ‖u‖2
Ḣ1(RN )

≥
3
2S

N , the number of the bubbles associated to u is at least two and delicate interactions between
different bubbles occur, resulting in astonishing dimensional dependent estimates: Suppose that
2 ≤ ν ∈ N and u is a nonnegative element in Ḣ1(RN ) with (ν − 1

2)SN ≤ ‖u‖2
Ḣ1(RN )

≤ (ν + 1
2)SN

and sufficiently small Γ(u). Then there is a constant C > 0 depending only on N and ν such
that

∥∥∥∥u−
ν∑

i=1

Ui

∥∥∥∥
Ḣ1(RN )

≤ C





Γ(u) if 3 ≤ N ≤ 5 (by Figalli and Glaudo [23]),

Γ(u)| log Γ(u)| 12 if N = 6 (by Deng, Sun, and Wei [14]),

Γ(u)
N+2

2(N−2) if N ≥ 7 (by Deng, Sun, and Wei [14])

for some bubbles U1, . . . , Uν . Also, this inequality is optimal.
In this paper, we carry out the above type of analysis on smooth closed Riemannian manifolds

(M,g) that are not conformally equivalent to S
N . We examine when 3 ≤ N ≤ 5 and an arbitrary

number of bubbles may develop, or N ≥ 6 and only single bubble develops. For M = S
N , our

study corresponds to that of [13, 23]. As we will discuss further in the rest of the introduction,
our general setting requires a variety of new perspectives, ideas, and techniques. One of our
notable discoveries is that the sharp quantitative estimate depends on N even for the single-
bubbling case. In fact, it also relies on the metric g and a solution u0 to (1.1), which makes the
problem quite intricate.

1.2. Global compactness result. Let us remind the global compactness result of Struwe [46]
combined with the interaction estimate of Bahri and Coron [4]. Although the original statement
is formulated for a smooth bounded domain in R

N , it readily extends to any smooth closed
Riemannian manifold (M,g); refer to [7, 27, 17].

Let r0 > 0 be a sufficiently small number, particularly much smaller than the injectivity radius
of (M,g), and χ ∈ C∞

c ([0,∞)) a cut-off function such that

0 ≤ χ ≤ 1 on [0,∞), χ = 1 on [0, r02 ], and χ = 0 on [r0,∞). (1.6)

Given (δ, ξ) ∈ (0,∞) ×M , we define

Uδ,ξ(x) = Ug
δ,ξ(x) = Uδ,0

(
dg(x, ξ)

)
for x ∈M (1.7)

where dg(x, ξ) is the geodesic distance between x and ξ on (M,g) and we abused the notation
by writing Uδ,0(y) = Uδ,0(|y|). Then we have the following result.

Theorem A. Assume that (M,g) is a smooth closed Riemannian manifold of dimension N ≥ 3
with positive Yamabe invariant so that (1.1) with c = 1 has a positive solution. Let κN = N−2

4(N−1) ,

2∗ = 2N
N−2 , Lg = −∆g + κNRg be the conformal Laplacian on (M,g), H1(M) the Sobolev space

endowed with the norm

‖u‖H1(M) :=

[∫

M

(
|∇gu|2g + κNRgu

2
)
dvg

] 1
2

, (1.8)
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and H−1(M) its dual.
Let {un}n∈N be a sequence of nonnegative functions in H1(M) such that

‖un‖H1(M) ≤ C0 and
∥∥∥Lgun − u2

∗−1
n

∥∥∥
H−1(M)

→ 0 as n→∞

for some constant C0 > 0. After passing to a subsequence if necessary, one can find a func-
tion 0 ≤ u0 ∈ C∞(M), a number ν ∈ N ∪ {0} satisfying ν ≤ C2

0S
−N , and a sequence

{(δ1n, . . . , δνn, ξ1n, . . . , ξνn)}n∈N ⊂ (0,∞)ν ×Mν such that the followings hold:

- u0 is a smooth solution to the Yamabe equation (1.1) with c = 1. By the strong maximum
principle, we have either u0 > 0 or u0 = 0 on M .

- For all 1 ≤ i 6= j ≤ ν, we have that δin → 0 and

δin
δjn

+
δjn
δin

+
dg(ξin, ξjn)2

δinδjn
→∞ as n→∞. (1.9)

- It holds that
∥∥∥∥un −

(
u0 +

ν∑

i=1

Vδin,ξin
)∥∥∥∥

H1(M)

→ 0 as n→∞ (1.10)

where each Vδin,ξin is a bubble-like function on M . Throughout the paper, a bubble-like
function refers to a function whose asymptotic profile gets closer to a truncated bubble
χ(dg(·, ξin))Uδin,ξin in H1(M) as δin → 0. In other words,

‖Vδin,ξin − χ(dg(·, ξin))Uδin,ξin‖H1(M) → 0 as n→∞ for i = 1, . . . , ν. (1.11)

The interaction estimate (1.9), traced back to Bahri and Coron [4, (5)], implies that each bubble-
like function Vin is less likely to interact with the other bubbles at the H1(M)-level as n→∞.
A combination of (1.9), (1.10), and (1.5) yields

‖un‖2H1(M) = ‖u0‖2H1(M) +
ν∑

i=1

‖Uδin,0‖2Ḣ1(RN )
+ o(1) = ‖u0‖2H1(M) + νSN + o(1)

where o(1)→ 0 as n→∞. This forces the bound ν ≤ C2
0S

−N .
On the other hand, if M = R

N ∪{∞} (the one-point compactification of the Euclidean space),
then u0 = 0 and a natural candidate of Vin is a bubble (1.4) itself. In contrast, if M is not
conformally equivalent to S

N , then u0 may be either positive or identically 0, and there is no a
canonical choice of Vin in general. Moreover, constructing Vin that accurately approximates un
is essential in achieving sharp quantitative estimates. By recalling the resolution of the Yamabe
problem [2, 41, 30], we will make use of bubbles, cut-off functions, conformal changes of a metric,
and the Green’s function of Lg to build Vin’s; see (1.13), (1.16), and (1.18).

1.3. Main results. In this paper, we will work on the following setting.

Assumption B. Let (M,g) be a smooth closed Riemannian manifold of dimension N ≥ 3 that
is not conformally equivalent to S

N . We assume that the Yamabe invariant Y (M, [g]) is positive
so that the definition of the norm in (1.8) makes sense. Suppose that a nonnegative function u
in H1(M) satisfies

∥∥∥∥u−
(
u0 +

ν∑

i=1

χ
(
dg(·, ξ̃i)

)
Uδ̃i,ξ̃i

)∥∥∥∥
H1(M)

≤ ε0 (1.12)
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for some small ε0 > 0 and ν ∈ N. Here, u0 is a solution to (1.1) with c = 1, Uδ,ξ is the function

in (1.7), and (δ̃i, ξ̃i) ∈ (0,∞)×M satisfies that δ̃i ≤ ε0 and

max





(
δ̃i

δ̃j
+
δ̃j

δ̃i
+
dg(ξ̃i, ξ̃j)

2

δ̃iδ̃j

)−N−2
2

: i, j = 1, . . . , ν, i 6= j



 ≤ ε0.

Let also Γ(u) = ‖Lgu− u2
∗−1‖H−1(M).

Remark C. In Theorem A, the above situation happens when un 9 u0 strongly in H1(M). In
Section 6, we also treat the simplest case ν = 0.

We now list our main results. First of all, we are concerned with 3 ≤ N ≤ 5. Specifically, we
address the case u0 > 0 in Theorem 1.1 and the situation u0 = 0 in Theorem 1.2.

Theorem 1.1. Suppose that 3 ≤ N ≤ 5 and Assumption B holds with u0 > 0 on M . We also
assume that u0 is non-degenerate, meaning that the kernel of the operator Lg − (2∗ − 1)u2

∗−2
0 on

H1(M) is trivial. Given (δ, ξ) ∈ (0,∞) ×M , we set a nonnegative function Vδ,ξ on M by

Vδ,ξ(x) = χ(dg(x, ξ))Uδ,ξ(x) + (1− χ(dg(x, ξ)))Uδ,0

(
r0
2

)
for x ∈M. (1.13)

Here, Uδ,0 is a bubble in (1.4), χ is a cut-off function satisfying (1.6), and r0 > 0 is a small num-
ber. After reducing the size of ε0 > 0 if needed, one can find ν functions V1 := Vδ1,ξ1 , . . . ,Vν :=
Vδν ,ξν such that ∥∥∥∥u−

(
u0 +

ν∑

i=1

Vi
)∥∥∥∥

H1(M)

≤ CΓ(u). (1.14)

Here, C > 0 is a large constant depending only on N , ν, u0, and (M,g).

In Theorems 1.2 and 1.3, we exploit the notion of conformal normal coordinates introduced by
Lee and Parker [30] to devise Vi’s: Given any θ ∈ N and ξ ∈ M , there exists a smooth positive

function Λξ on M such that Λξ(ξ) = 1, ∇gΛξ(ξ) = 0, and the conformal metric gξ := Λ
4/(N−2)
ξ g

satisfies

det gξ(y) = 1 +O
(
|y|θ
)

(1.15)

in gξ-normal coordinates y around ξ. For our purpose, we pick θ large enough. According to
Cao [11] and Günther [25], (1.15) can be improved to det gξ(y) = 1.

Theorem 1.2. Suppose that 3 ≤ N ≤ 5 and Assumption B holds with u0 = 0 on M . Given
(δ, ξ) ∈ (0,∞)×M , we set a nonnegative function Vδ,ξ on M by

Vδ,ξ(x) = γNGg(x, ξ)
[
χ(dgξ(x, ξ))dgξ(x, ξ)N−2Ugξ

δ,ξ(x) + (1− χ(dgξ(x, ξ)))αN δ
N−2

2

]
(1.16)

for x ∈ M . Here, αN > 0 is the number in (1.4), γN := (N − 2)|SN−1|, |SN−1| is the surface
measure of the sphere S

N−1, and Gg is the Green’s function of the conformal Laplacian Lg. After
reducing the size of ε0 > 0 if needed, one can find ν functions V1 := Vδ1,ξ1 , . . . ,Vν := Vδν ,ξν such
that ∥∥∥∥u−

ν∑

i=1

Vi
∥∥∥∥
H1(M)

≤ CΓ(u). (1.17)

Here, C > 0 is a large constant depending only on N , ν, and (M,g).

Next, we handle the case when N ≥ 6 and only a single-bubbling is permitted. Interestingly,
it turns out that the quantitative estimate depends on N , u0, and g. This is a new phenomenon.
Here and after, l.c.f. stands for locally conformally flat.
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Theorem 1.3. Suppose that N ≥ 6 and Assumption B holds with ν = 1. We also assume that

- if u0 > 0 on M , then u0 is non-degenerate;
- in the case that (M,g) is non-l.c.f., if either [N ≥ 11 and u0 > 0] or [N ≥ 6 and u0 = 0],

then the Weyl curvature tensor Weylg(ξ̃1) at ξ̃1 ∈M is nonzero.

Given (δ, ξ) ∈ (0,∞) ×M , we set a nonnegative function Vδ,ξ on M by

Vδ,ξ(x) =





γNGg(x, ξ)
[
χ(dgξ (x, ξ))dgξ(x, ξ)

N−2U
gξ
δ,ξ(x)

+(1− χ(dgξ (x, ξ)))αNδ
N−2

2

] if

[
N ≥ 6, (M, g) is l.c.f., or

u0 = 0, 6 ≤ N ≤ 10, (M, g) is non-l.c.f.

]
,

Λξ(x)χ(dgξ(x, ξ))U
gξ
δ,ξ(x) if

[
u0 > 0, N ≥ 6, (M, g) is non-l.c.f., or

u0 = 0, N ≥ 11, (M, g) is non-l.c.f.

]

(1.18)
for x ∈M . After reducing the size of ε0 > 0 if needed, one can find a function V1 := Vδ1,ξ1 and a
large constant C > 0 that depends only on N , u0, and (M,g) such that the following inequalities
hold:

(1) In case that u0 > 0 on M , we have

‖u− (u0 + V1)‖H1(M) ≤ Cζ(Γ(u)) (1.19)

where ζ ∈ C0([0,∞)) satisfies

ζ(t) =





t| log t| 12 if N = 6,

t
N+2

2(N−2) if 7 ≤ N ≤ 10 or [N ≥ 11 and (M,g) is l.c.f.],

t
N+2
16 if 11 ≤ N ≤ 13 and (M,g) is non-l.c.f.,

t if N ≥ 14 and (M,g) is non-l.c.f.

(1.20)

for t > 0.

(2) In case that u0 = 0 on M , we have

‖u− V1‖H1(M) ≤ Cζ(Γ(u)) (1.21)

where ζ ∈ C0([0,∞)) satisfies

ζ(t) =





t| log t| 12 if N = 6,

t
N+2

2(N−2) if N ≥ 7 and (M,g) is l.c.f.,

t if N ≥ 7 and (M,g) is non-l.c.f.

(1.22)

for t > 0.

Remark 1.4. We present several remarks on Theorems 1.1–1.3.

(1) The non-degeneracy assumption for u0 is generic. By [29, Theorem 10.3], one can perturb
the metric g on M slightly so that every positive solution to (1.1) with the new metric is non-
degenerate, provided 3 ≤ N ≤ 24 and the positive mass theorem is valid.

In contrast, there are concrete examples for which u0 is non-degenerate: Let M = S
1(r)×SN−1

be a manifold that appeared in Subsection 1.1. According to [39, Proposition 3.4], the constant

solution u0 = (N−2
2 )(N−2)/2 to (1.1) with c = 1 is non-degenerate for all r ∈ (0,∞) \{l/

√
N − 2 :

l ∈ N}.
(2) In our proof, we crucially use the positive mass theorem when 3 ≤ N ≤ 5 or [N ≥ 6 and
(M,g) is l.c.f.]; refer to Lemmas 3.7 and 4.6, and Proposition 4.10. Their validity was proved by
Schoen and Yau [44, 45].
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(3) As a matter of fact, the choice of Vδ,ξ in (1.16) is applicable to all cases in Theorems 1.1–1.3.
This Vδ,ξ is qualitatively similar to the test functions of Schoen in [41, Section 1], of Brendle in
[7, (203)], and of Esposito, Pistoia, and Vétois in [22, (2.7)–(2.8)].

However, we decided to select simpler test functions (1.13) in Theorem 1.1 and (1.18) in Theo-
rem 1.3, respectively, to manifest which factors determine the right-hand side of the quantitative
estimates (1.14), (1.17), (1.19), and (1.21); see Subsection 1.5(3) for more discussion.

(4) We opted to work only with nonnegative u for Theorems 1.1, 1.2, and 1.3, where as the
authors in [23, 14] permitted u to assume both positive and negative values. Our choice reflects
the geometric meaning of positive solutions to the Yamabe equation (1.1), and forces the H1(M)-
weak limit u0 of u as Γ(u)→ 0 to be either positive or 0 on M .

Remark 1.5. We provide comments regarding the cases that are untouched in this paper.

(1) In Theorem 1.3, we imposed a generic condition Weylg(ξ̃1) 6= 0 for some non-l.c.f. manifolds

(M,g) to avoid additional technical issues. If Weylg(ξ̃1) = 0 for those manifolds, one will need

to consider the vanishing rate of the Weyl tensor near ξ̃1 to seek the optimal function ζ.

(2) Deducing the sharp quantitative estimate for the multiple bubble case with N ≥ 6 is more
difficult, because we must take account of the effect of a solution u0 to (1.1), the metric g, and
the mutual interaction between bubble-like functions V1, . . . ,Vν at the same time. In view of [14],
we may also need a pointwise estimate of the function u in (1.12), whose derivation is extremely
complicated. We expect that the C0-theory of Druet, Hebey, and Robert [20] will be helpful.

The following theorem demonstrates the optimality of Theorems 1.1, 1.2, and 1.3.

Theorem 1.6. Let ζ be a continuous function on [0,∞) given by ζ(t) = t in the setting of
Theorems 1.1 and 1.2, and by (1.20) and (1.22) in the setting of Theorems 1.3. Estimates (1.14)
in Theorem 1.1, (1.17) in Theorem 1.2, and (1.19) and (1.21) in Theorem 1.3 are all sharp in
the following sense: Given any ε0 > 0, there exists nonnegative u∗ ∈ H1(M) satisfying (1.12)
such that

inf

{∥∥∥∥u∗ −
(
u0 +

ν∑

i=1

Vδi,ξi
)∥∥∥∥

H1(M)

: (δi, ξi) ∈ (0,∞) ×M for i = 1, . . . , ν

}
≥ Cζ(Γ(u∗))

where C > 0 depends only on N , ν, u0, and (M,g).

Finally, by combining Theorem A and Theorems 1.1, 1.2, and 1.3, we obtain

Corollary 1.7. Let S > 0 be the sharp Sobolev constant in (1.5) and ν0 ∈ N ∪ {0}. We assume
that every positive solution to (1.1) with c = 1 is non-degenerate.

(1) Assume that 3 ≤ N ≤ 5 and ν0 ∈ N ∪ {0}. If u is a nonnegative function in H1(M) with
‖u‖2H1(M) ≤ (ν0 + 1

2 )SN , then there exists a constant C > 0 depending only on N , ν0, and (M,g)

such that

inf

{∥∥∥∥u−

(
u0 +

ν∑

i=1

Vδi,ξi

)∥∥∥∥
H1(M)

: u0 solves (1.1) with c = 1, Vδi,ξi ∈ B, ν = 0, . . . , ν0

}
≤ Cζ(Γ(u)) (1.23)

where ζ(t) = t for t ∈ [0,∞) and

B := {Vδ,ξ : Vδ,ξ is a bubble-like function defined by (1.13) if u0 > 0

and (1.16) if u0 = 0, (δ, ξ) ∈ (0,∞) ×M}.

We obey the convention
∑0

i=1 Vδi,ξi = 0.



8 HAIXIA CHEN AND SEUNGHYEOK KIM

(2) Assume that N ≥ 6 and (M,g) is l.c.f. If u is a nonnegative function in H1(M) with
‖u‖2H1(M) ≤ 3

2S
N , then there exists a constant C > 0 depending only on N and (M,g) such that

(1.23) with ν0 = 1 holds where ζ ∈ C0([0,∞)) satisfies

ζ(t) =

{
t| log t| 12 if N = 6,

t
N+2

2(N−2) if N ≥ 7

for t > 0 and

B := {Vδ,ξ : Vδ,ξ is a bubble-like function defined by (1.18), (δ, ξ) ∈ (0,∞) ×M}. (1.24)

(3) Assume that N ≥ 6 and the Weyl tensor on (M,g) never vanishes. If u is a nonnegative
function in H1(M) with ‖u‖2H1(M) ≤ 3

2S
N , then there exists a constant C > 0 depending only on

N and (M,g) such that (1.23) with ν0 = 1 holds where ζ ∈ C0([0,∞)) satisfies

ζ(t) =





t| log t| 12 if N = 6,

t
N+2

2(N−2) if 7 ≤ N ≤ 10,

t
N+2
16 if 11 ≤ N ≤ 13,

t if N ≥ 14

and B is defined by (1.24).

1.4. Related results. Quantitative stability for sharp functional inequalities is a classical sub-
ject that have attracted to researchers for decades. In a seminal work [10], Brezis and Lieb raised a

question of quantitative stability for extermizers of the Sobolev embedding Ḣ1(RN ) →֒ L2∗(RN ).
Bianchi and Egnell [6] answered it by deriving

‖u‖2
Ḣ1(RN )

− S2‖u‖2
L2∗ (RN )

≥ CBE inf
{
‖u− cUδ,σ‖2Ḣ1(RN )

: δ > 0, σ ∈ R
N , c ∈ R

}
(1.25)

for any u ∈ H1(SN ) and some CBE > 0 determined by N . Let g0 be the metric on the round
sphere S

N and M(M,g) the set of minimizers of (1.2) that attain the Yamabe invariant. Owing

to the conformal equivalence between the manifolds R
N ∪ {∞} and S

N , inequality (1.25) is
rephrased as

Q(SN ,g0)(u)− Y (SN , [g0]) ≥ C̃BE

inf
{
‖u− v‖2

H1(SN )
: v ∈ M(SN ,g0)

}

‖u‖2
H1(SN )

(1.26)

for any 0 ≤ u ∈ H1(SN ) and some C̃BE > 0. By utilizing the  Lojasiewicz inequality, Engelstein,
Neumayer, and Spolaor [21] recently obtained a generalization of (1.25)–(1.26) that holds on any
smooth closed Riemannian manifold (M,g). Their main result is that if (M,g) is not conformally

equivalent to (SN , g0), then there exists C̃ENS > 0 and γ ≥ 0 depending on (M,g) such that

Q(M,g)(u)− Y (M, [g]) ≥ C̃ENS

inf
{
‖u− v‖2+γ

H1(M)
: v ∈ M(M,g)

}

‖u‖2+γ
H1(M)

(1.27)

for any 0 ≤ u ∈ H1(M). In addition, one can take γ = 0 generically (in the sense made in [21]),
but γ = 2 is optimal if M = S

1( 1√
N−2

)× S
N−1 as shown by Frank [24]. In [35], Nobili and Violo

established a similar stability result on a wide class of Riemannian manifolds, which makes a
direct comparison between almost extremal functions and bubbles.

Inequalities (1.26) and (1.27) concern the stability of the variational problem (1.2) near its
minimizers, or equivalently, that of equation (1.1) near positive least energy solutions. On the
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other hand, our quantitative estimates (1.14), (1.17), (1.19), and (1.21) take into account the
overall solution structure of (1.1), so their accompanying analysis is much more cumbersome.
The latter type of studies have been spotlighted after the works of [13, 23, 14] mentioned in
Subsection 1.1. Analogous results were achieved for the Caffarelli-Kohn-Nirenberg inequalities
[48], the fractional Sobolev inequalities [1, 16, 12], the half-harmonic maps [15], the Poincaré-
Sobolev inequalities [5], the Hardy-Littlewood-Sobolev inequalities [33, 36], among others.

1.5. Novelty of the proof. Our argument is influenced by Deng, Sun, and Wei [14], which
essentially provides an alternative proof of [23, Theorem 3.3] for 3 ≤ N ≤ 5 as a by-product.
To work on arbitrary smooth compact Riemannian manifolds (M,g), one has to develop several
new technical novelties. We briefly explain the unique features of our proof.

(1) Unlike the case M = SN , our u0 may not be zero. The presence of nonzero u0 increases the
complexity of the analysis as can be seen in the derivation of a coercivity inequality (see e.g.
Proposition 2.2) and evaluation of the interaction strength between u0 and bubble-like functions
Vi (see e.g. Lemmas 2.5, 2.6, and 2.8). Particularly, compared to [14], we also have to control an

additional term maxi=1,...,ν δ
(N−2)/2
i in Propositions 2.4 and 2.7. This term is non-comparable to

Q in (2.10) directly.

(2) In contrast to [13], the function ζ in the quantitative estimates (1.19) and (1.21) may be
significantly larger than t even for the single-bubbling case with N ≥ 6. This phenomenon
happens due to the combined effects of the bubbles, a solution u0 to (1.1), and the metric g.

(3) The choice of the bubble-like functions Vi depends on the dimensionN , geometric assumptions
on (M,g), and whether u0 is positive or identically 0 on M .

If 3 ≤ N ≤ 5 and u0 > 0, then u0 is the most dominant factor for the quantitative estimate,
enabling us to take a truncated bubble χ(dg(·, ξi))Uδi,ξi for Vi near the concentration point
ξi ∈M . The term (1−χ(dg(·, ξ)))Uδ,0( r02 ) is required to capture the interactions among different
Vi’s.

If 3 ≤ N ≤ 5 and u0 = 0, then we need more precise information of Vi than before, which we
achieve by using conformal changes of the metric g and the Green’s function Gg of the conformal
Laplacian Lg.

If N ≥ 6 and ν = 1, then the combined effects of the bubbles, u0, and g determine which
choice of V1 is the simplest. If the metric g, more precisely, the Weyl tensor Weylg on M , prevails

over the others, then one can simply take Λξ1χ(dgξ1 (·, ξ1))Ugξ1
δ1,ξ1

for V1.

(4) Unlike [13], we need pointwise estimates of ρ := u−(u0+V1) to deduce the optimal estimates

for N ≥ 6 and ν = 1. If N = 6, the L2N/(N+2)(M)-estimates of the error terms in the proof of
Propositions 4.1 and 4.10 yield merely a rough estimate of powers of the | log δ1| terms in (4.2)
and (4.27). To obtain the optimal result (see Corollaries 4.3 and 4.9), we appeal to pointwise
estimates of ρ (see Lemmas 4.2 and 4.8). We need pointwise estimates of ρ even for N ≥ 7; refer
to (4.24) and Subsections 5.2 and 5.3.

(5) In the derivation of the coercivity inequalities in Propositions 2.2 and 3.2, we do not use
bump functions as in [23], providing a relatively simpler proof. This method is also used in [12].

(6) In Section 5, we give a proof for the optimality of Theorem 1.1 and 1.2. When M = S
N , this

result was taken for granted in [23] and [14], and can be shown by modifying [13, Remark 1.2]
suitably. However, we decided to include the proof here to point out the necessity of delicate
estimates arising from the interaction between different bubbles.
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1.6. Structure of the paper. Our paper is organized as follows:
In Section 2, we handle the case when 3 ≤ N ≤ 5 and u0 > 0, proving Theorem 1.1.
In Section 3, we treat the case when 3 ≤ N ≤ 5 and u0 = 0, deducing Theorem 1.2.
In Section 4, we deal with the situation when N ≥ 6 and ν = 1, establishing Theorem 1.3.
The proofs of Theorems 1.1–1.3 follow a parallel structure, though the difficult parts in each

theorem vary, as illustrated in the following table.

Results

Cases 3 ≤ N ≤ 5,
u0 > 0

3 ≤ N ≤ 5,
u0 = 0

N ≥ 6, ν = 1,
u0 > 0

N ≥ 6, ν = 1,
u0 = 0

coercivity
estimates for
multi-bubbles

Proposition 2.2 Proposition 3.2 (not applicable) (not applicable)

L2N/(N+2)(M)-
estimates for the

error terms
Lemma 2.3 Lemma 3.3

in the proof of
Proposition 4.1

in the proof of
Proposition 4.7

‖ρ‖H1(M) . ‖f‖H−1(M)

+(auxiliary terms)

Proposition 2.4
(followed by
Lemmas 2.5

and 2.6)

Proposition 3.4

Proposition 4.1
(for N ≥ 7),
Corollary 4.3
(for N = 6)

Proposition 4.7
(for N ≥ 7),
Corollary 4.9
(for N = 6)

(auxiliary terms)
. ‖f‖H−1(M)

Proposition 2.7 Proposition 3.5 Proposition 4.4 Proposition 4.10

projections of
the error terms in

the δj
∂Vj

∂δj
-direction

Lemmas 2.8,
2.9, and 2.10

Lemmas 3.6
and 3.7

Lemmas 4.5
and 4.6

in the proof of
Proposition 4.10

In Section 5, we show that the quantitative stability estimate stated in Theorems 1.1, 1.2, and
1.3 are all optimal, deriving Theorem 1.6.

In Section 6, we prove Corollary 1.7.
In Appendices A and B, we present some useful estimates and technical computations that

are necessary in the proof of the main theorems.

1.7. Conventions. Here, we list some notations that will be used throughout the paper.

- Given any δ > 0 and σ = (σ1, . . . , σN ) ∈ R
N , the solution space of the linear problem

−∆v = (2∗ − 1)U2∗−2
δ,σ v in R

N , v ∈ Ḣ1(RN )

is spanned by the functions

Z0
δ,σ := δ

∂Uδ,σ

∂δ
and Zk

δ,σ := δ
∂Uδ,σ

∂σk
for k = 1, . . . , N.

Let U be the standard bubble U1,0 and Zk = Zk
1,0 for k = 0, . . . , N .

- The notations ∇g, ∆g, 〈·, ·〉g, | · |g, dvg and expg stand for the gradient, the Laplace-
Beltrami operator, the inner product, the norm, the volume form and the exponential
map with respect to the metric g, respectively. If the metric g is Euclidean, we drop the
subscript g. Also, the subscript x in the integral

∫
M · · · (dvg)x represents the variable of

integration.

- We occasionally use the Einstein summation convention for repeated indices.
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- For ξ ∈ M , a metric g on M , and r ∈ (0,∞), we write Bg
r (ξ) = {x ∈ M : dg(x, ξ) ≤ r}

and (Bg
r (ξ))c = {x ∈ M : dg(x, ξ) > r}. Let also Br(0) = {y ∈ R

N : |y| ≤ r} and
Bc

r(0) = {y ∈ R
N : |y| > r}.

- h1 = O(h2) means that |h1| ≤ C|h2| for a universal constant C > 0 independent of
ε0 > 0 in (1.12) and the parameters (δ1, . . . , δν , ξ1, . . . , ξν) ∈ (0,∞)ν ×Mν of bubble-like
functions Vδ1,ξ1 , . . . ,Vδν ,ξν . Also, we write h1 = o(h2) if h1/|h2| → 0 as ε0 → 0.

- h1 . h2 or h1 & h2 denote that h1 ≤ Ch2 or h1 ≥ Ch2 for a universal constant C > 0,
respectively. We write h1 ≃ h2 if h1 . h2 and h1 & h2. Also, h1 ≪ h2 and h1 ≫ h2
signify that h1 = o(h2) and h2 = o(h1), respectively.

- Given a condition (C), we let 1(C) = 1 if (C) is true and 0 otherwise.

2. The case 3 ≤ N ≤ 5 and u0 > 0

This section is devoted to the proof of Theorem 1.1. Throughout this section, we always
assume that 3 ≤ N ≤ 5 and u0 > 0 on M .

2.1. Setting of the problem. Given ξ ∈ M , we choose an orthonormal basis { ∂
∂ξ1

, . . . , ∂
∂ξN
}

on the tangent space TξM and define

∂Vδ,ξ
∂ξk

(x) =
d

dt
V
δ,expgξ

(
t ∂

∂ξk

)(x)

∣∣∣∣
t=0

for x ∈M.

Then we set Vi = Vδi,ξi as in (1.13),

Z̃0
i = δi

∂Vi
∂δi

, and Z̃k
i = δi

∂Vi
∂ξki

for i = 1, . . . , ν and k = 1, . . . , N. (2.1)

By Assumption B, there exist (δ1, . . . , δν , ξ1, . . . , ξν) ⊂ (0,∞)ν ×Mν and ε1 > 0 small such that
ε1 → 0 as ε0 → 0,
∥∥∥∥u−

(
u0 +

ν∑

i=1

Vi

)∥∥∥∥
H1(M)

= inf

{∥∥∥∥u−

(
u0 +

ν∑

i=1

Vδ̃i,ξ̃i

)∥∥∥∥
H1(M)

:
(
δ̃i, ξ̃i

)
∈ (0,∞)×M, i = 1, . . . , ν

}
≤ ε1,

and

max

{(
δi
δj

+
δj
δi

+
dg(ξi, ξj)

2

δiδj

)−N−2
2

: i, j = 1, . . . , ν

}
≤ ε1; (2.2)

refer to [4, Appendix A]. Setting ρ = u− (u0 +
∑ν

i=1 Vi) and f = Lgu− u2∗−1, we have



Lgρ− (2∗ − 1)

(
u0 +

ν∑

i=1

Vi
)2∗−2

ρ = f + I1[ρ] + I2 + I3 + I4 on M,

〈
ρ, Z̃k

i

〉
H1(M)

= 0 for i = 1, . . . , ν and k = 0, . . . , N

(2.3)

where 〈·, ·〉H1(M) be the inner product on H1(M) associated with the norm ‖ · ‖H1(M) in (1.8),

I1[ρ] :=

(
u0 +

ν∑

i=1

Vi + ρ

)2∗−1

−
(
u0 +

ν∑

i=1

Vi
)2∗−1

− (2∗ − 1)

(
u0 +

ν∑

i=1

Vi
)2∗−2

ρ,

I2 :=

(
u0 +

ν∑

i=1

Vi
)2∗−1

− u2∗−1
0 −

( ν∑

i=1

Vi
)2∗−1

, (2.4)

I3 :=

( ν∑

i=1

Vi
)2∗−1

−
ν∑

i=1

V2∗−1
i , and I4 := −

ν∑

i=1

(
LgVi − V2

∗−1
i

)
. (2.5)
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To prove Theorem 1.1, it is enough to verify that

‖ρ‖H1(M) . ‖f‖H−1(M) (2.6)

provided ε0 > 0 small.
On the other hand, since the Yamabe invariant Y (M, [g]) is assumed to be positive, so is

the conformal Laplacian Lg. Then the spectral theorem guarantees the existence of sequences of
functions {ψm}m∈N ∈ H1(M) and positive numbers {µ̄m}m∈N satisfying the following properties:

- ψm solves an eigenvalue problem

Lgψm = µ̄mu
2∗−2
0 ψm on M.

- The set {ψm}m∈N is an orthonormal basis of the space L2(M,u2
∗−2

0 dvg). Thus

∫

M
u2

∗−2
0 ψlψmdvg = δlm :=

{
1 for l = m,

0 for l 6= m.
(2.7)

- 0 < µ̄1 < µ̄2 ≤ µ̄3 ≤ · · · → ∞.

Elliptic regularity ensures that ψm ∈ C∞(M) for all m ∈ N. Since u0 > 0 on M , we also know

that µ̄1 = 1 and ψ1 = ‖u0‖−N/(N−2)

L2∗ (M)
u0. For later use, let L be the greatest number such that

0 < µ̄l < 2∗ − 1 = N+2
N−2 for all l ≤ L.

Finally, it is noteworthy that

−∆gu = −∆u−
(
gij − δij

)
∂2iju+ gijΓk

ij∂ku (2.8)

in g-normal coordinates around any fixed point ξ ∈M , where Γk
ij is the Christoffel symbol, and

gij(x) = δij(x) +O
(
dg(x, ξ)2

)
and

(
gijΓk

ij

)
(x) = O(dg(x, ξ)) (2.9)

for x ∈M near ξ.

2.2. Preliminary computations. Let us define




qij =

[
δi
δj

+
δj
δi

+
dg(ξi, ξj)

2

δiδj

]−N−2
2

, Q = max{qij : i, j = 1, . . . , ν} ≤ ε1,

Rij = max

{√
δi
δj
,

√
δj
δi
,
dg(ξi, ξj)√

δiδj

}
≃ q−

1
N−2

ij .

(2.10)

The following lemma serves estimates for the inner products of Vi, Z̃k
i and ψm, which will be

frequently invoked later.

Lemma 2.1. Assume that i, j ∈ {1, . . . , ν}, k, l ∈ {0, 1, . . . , N}, and m ∈ N. We have

〈Vi,Vi〉H1(M) =

∫

RN

U2∗ + o
(
δ

N−2
2

i

)
,
〈
Z̃k
i ,Vi

〉
H1(M)

= o
(
δ

N−2
2

i

)
,

〈
Z̃k
i , Z̃ l

i

〉
H1(M)

=
∥∥Zk

∥∥2
Ḣ1(RN )

δkl + o
(
δ

N−2
2

i

)
,

and
∣∣∣〈Vi,Vj〉H1(M)

∣∣∣+
∣∣∣
〈
Z̃k
i ,Vj

〉
H1(M)

∣∣∣+
∣∣∣
〈
Z̃k
i , Z̃ l

j

〉
H1(M)

∣∣∣ = O(qij) + o
(

max
ℓ=1,...,ν

δ
N−2

2
ℓ

)

provided i 6= j. Additionally,
∣∣∣〈ψm,Vi〉H1(M)

∣∣∣+
∣∣∣
〈
ψm, Z̃k

i

〉
H1(M)

∣∣∣ = O
(
δ

N−2
2

i

)
.
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Proof. Using (A.5) with ξ = ξi and y2 = 0, we obtain

Z̃k
i (x)

=





(N − 2)αN
δ

N
2
i

(δ2i + |y|2)
N
2

(
yk +O

(
|y|3
))

if x = expg
ξi

(y) ∈ Bg
r0
2

(ξi), y = (y1, · · · , yN ),

O
(
δ

N−2
2

i

)
if x ∈M \Bg

r0
2

(ξi)

for i = 1, . . . , ν and k = 1, . . . , N . Once we have this, the proof becomes standard. �

Next, we present a coercivity estimate tailored to our setting, which serves as an important
tool in the proof of Proposition 2.4. Its Euclidean version can be found in [23, Proposition 3.10]
where bump functions is a key ingredient. Here, we present a different proof based on a blow-up
argument. Because the proof is a bit lengthy, we defer it to Appendix B.1.

Proposition 2.2. Suppose that u0 is non-degenerate. Let

E⊥ =
{
̺ ∈ H1(M) : 〈̺,Vi〉H1(M) =

〈
̺, Z̃k

i

〉
H1(M)

= 〈̺, ψm〉H1(M) = 0,

for i = 1, . . . , ν, k = 0, 1, . . . , N, m = 1, . . . , L} . (2.11)

Then there exists a constant c0 ∈ (0, 1) such that

(2∗ − 1)

∫

M

(
u0 +

ν∑

i=1

Vi
)2∗−2

̺2dvg ≤ c0‖̺‖2H1(M) for any ̺ ∈ E⊥. (2.12)

We will also need estimates for the L2N/(N+2)(M)-norm of I2, I3, and I4.

Lemma 2.3. We have

‖I2‖
L

2N
N+2 (M)

+ ‖I3‖
L

2N
N+2 (M)

+ ‖I4‖
L

2N
N+2 (M)

. Q+ max
ℓ
δ

N−2
2

ℓ . (2.13)

Proof. By Lemma A.2 below, it holds that

‖Vi‖
L

2N
N+2 (M)

. δ
N−2

2
i and

∥∥∥V2∗−2
i

∥∥∥
L

2N
N+2 (M)

. δ
N−2

2
i . (2.14)

Using (A.2), (2.14), and u0 ∈ L∞(M), we readily compute

‖I2‖
L

2N
N+2 (M)

.

ν∑

i=1

∥∥∥u0V2
∗−2

i

∥∥∥
L

2N
N+2 (M)

+
ν∑

i=1

∥∥∥u2
∗−2

0 Vi
∥∥∥
L

2N
N+2 (M)

. max
ℓ
δ

N−2
2

ℓ . (2.15)

Besides, (A.2) and Lemma A.3 tell us that

‖I3‖
L

2N
N+2 (M)

.
∑

i 6=j

∥∥∥V2∗−2
i Vj

∥∥∥
L

2N
N+2 (M)

. Q. (2.16)

Let x = expg
ξi

(y) ∈M for y ∈ Br0(0) and χi(x) = χ(dg(x, ξi)). We have

I4(x) =

ν∑

i=1

[{(
χi(x)Uδi,0(y) + (1− χi(x))Uδi,0(

r0
2 )
)2∗−1 − χi(x)U2∗−1

δi,0
(y)
}

+ (∆gχi)(x)
(
Uδi,0(y)− Uδi,0(

r0
2 )
)

+ 〈∇gχi(x),∇gUδi,0(y)〉g
]

−
ν∑

i=1

[
χi(x) {Lg(Uδi,0(y)) + (∆Uδi,0)(y)}+ κNRg(x)(1 − χi(x))Uδi,0(

r0
2 )
]
.

(2.17)
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By applying (1.6), (2.8), and (2.9), we easily check that




∥∥∥
(
χiUδi,0(y) + (1− χi)Uδi,0(

r0
2 )
)2∗−1 − χiU

2∗−1
δi,0

(y)
∥∥∥
L

2N
N+2 (M)

. δN−2
i ,

∥∥∥(∆gχi)
(
Uδi,0(y)− Uδi,0(

r0
2 )
)

+ 〈∇gχi,∇gUδi,0(y)〉g
∥∥∥
L

2N
N+2 (M)

. δ
N−2

2
i ,

|χi(x) {Lg(Uδi,0(y)) + (∆Uδi,0)(y)} + κNRg(x)(1− χi(x))Uδi,0(
r0
2 )| . χ(|y|)Uδi,0(y) + δ

N−2
2

i .

(2.18)
From (2.14) again, we observe

‖I4‖
L

2N
N+2 (M)

. max
ℓ
δ

N−2
2

ℓ . (2.19)

Putting (2.15), (2.16), and (2.19) together, we obtain (2.13). �

2.3. Proof of Theorem 1.1. One can decompose the function ρ = u − (u0 +
∑ν

i=1 Vi) in
Subsection 2.1 as

ρ = ρ1 +
ν∑

i=1

βiVi +
ν∑

i=1

N∑

k=0

βki Z̃k
i +

L∑

m=1

ϑmψm for some βi, β
k
i , ϑm ∈ R, ρ1 ∈ E⊥ (2.20)

where E⊥ is the space defined in (2.11). We will accomplish the proof of Theorem 1.1, that is,
the verification of (2.6) in two stages; Propositions 2.4 and 2.7.

Proposition 2.4. Let Q be the quantity in (2.10). It holds that

‖ρ‖H1(M) . ‖f‖H−1(M) +Q+ max
ℓ=1,...,ν

δ
N−2

2
ℓ .

The quantities Q and maxℓ=1,...,ν δ
(N−2)/2
ℓ are non-comparable. We establish Proposition 2.4 by

deriving Lemmas 2.5 and 2.6 and then combining them.

Lemma 2.5. Define a number

A =

ν∑

i=1

|βi|+
ν∑

i=1

N∑

k=0

|βki |+
L∑

m=1

|ϑm|,

which is small by virtue of Lemma 2.1. It holds that

‖ρ1‖H1(M) . ‖f‖H−1(M) +A+Q+ max
ℓ=1,...,ν

δ
N−2

2
ℓ . (2.21)

Proof. Using (A.3), we obtain

‖I1[ρ]‖
L

2N
N+2 (M)

. ‖ρ‖2H1(M) + ‖ρ‖2∗−1
H1(M)

≃ ‖ρ‖2H1(M). (2.22)

By testing (2.3) with ρ1 and then invoking (2.13), (2.20), and (2.22), we arrive at

‖ρ1‖2H1(M) = (2∗ − 1)

∫

M

(
u0 +

ν∑

i=1

Vi
)2∗−2

ρρ1dvg +O
(
‖f‖H−1(M)‖ρ1‖H1(M)

)

+O
(
‖ρ‖2H1(M)‖ρ1‖H1(M)

)
+O

((
Q+ max

ℓ
δ

N−2
2

ℓ

)
‖ρ1‖H1(M)

)
.

(2.23)

In addition, since ρ1 ∈ E⊥, Proposition 2.2 gives

(2∗ − 1)

∫

M

(
u0 +

ν∑

i=1

Vi
)2∗−2

ρ21dvg ≤ c0‖ρ1‖2H1(M) for some c0 ∈ (0, 1). (2.24)
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We see from Hölder’s inequality that

(2∗ − 1)

∫

M

(
u0 +

ν∑

i=1

Vi

)2∗−2

ρ1

(
ν∑

i=1

βiVi +
ν∑

i=1

N∑

k=0

β
k
i Z̃

k
i +

L∑

m=1

ϑmψm

)
dvg = O

(
A‖ρ1‖H1(M)

)
(2.25)

and from (2.20) that

‖ρ‖H1(M) . ‖ρ1‖H1(M) +A. (2.26)

Plugging (2.24)–(2.26) into (2.23) produces (2.21) as desired. �

Lemma 2.6. It holds that

A . ‖f‖H−1(M) +Q+ max
ℓ=1,...,ν

δ
N−2

2
ℓ . (2.27)

Proof. Firstly, given any j ∈ {1, . . . , ν} and q ∈ {0, 1, . . . , N}, it holds that 〈ρ, Z̃q
j 〉H1(M) = 0, so

by (2.20),
〈 ν∑

i=1

βiVi +

ν∑

i=1

N∑

k=0

βki Z̃k
i +

L∑

m=1

ϑmψm, Z̃q
j

〉

H1(M)

= 0.

By virtue of Lemma 2.1, it reads

|βqj |
[∫

RN

|∇Zq|2 + o
(
δ

N−2
2

j

)]
+

∑

(i,k)6=(j,q)

|βki |
[
O(Q) + o

(
max

ℓ
δ

N−2
2

ℓ

)]

+ |βj |o
(
δ

N−2
2

j

)
+
∑

i 6=j

|βi|
[
O(Q) + o

(
max

ℓ
δ

N−2
2

ℓ

)]
+

L∑

m=1

|ϑm|O
(
δ

N−2
2

j

)
= 0. (2.28)

Secondly, after testing (2.3) with Vj for j ∈ {1, . . . , ν}, we apply (2.13), which yields
∣∣∣∣∣

∫

M

[
Lgρ− (2∗ − 1)

(
u0 +

ν∑

i=1

Vi
)2∗−2

ρ

]
Vjdvg

∣∣∣∣∣ . ‖f‖H−1(M) +Q+ max
ℓ
δ

N−2
2

ℓ + o(A). (2.29)

Let us examine the left-hand side of (2.29). Employing (A.2), Hölder’s inequality, u0 ∈ L∞(M),
(2.14), Lemma A.3, and
∫

M
V2∗−1
j ρ1dvg =

∫

M

(
−LgVj + V2∗−1

j

)
ρ1dvg

= O
(∥∥∥LgVj − V2

∗−1
j

∥∥∥
L

2N
N+2 (M)

‖ρ1‖H1(M)

)
= O

(
δ

N−2
2

j

)
‖ρ1‖H1(M) (by (2.19)),

we calculate
∫

M

(
u0 +

ν∑

i=1

Vi
)2∗−2

ρ1Vjdvg

=

∫

M
V2∗−1
j ρ1dvg +O

(∥∥∥u2
∗−2

0 Vj
∥∥∥
L

2N
N+2 (M)

+
∑

i 6=j

∥∥∥V2∗−2
i Vj

∥∥∥
L

2N
N+2 (M)

+
∥∥∥u0V2

∗−2
j

∥∥∥
L

2N
N+2 (M)

+
∑

i 6=j

∥∥∥ViV2
∗−2

j

∥∥∥
L

2N
N+2 (M)

)
‖ρ1‖H1(M)

= O
(
Q+ max

ℓ
δ

N−2
2

ℓ

)
‖ρ1‖H1(M).

(2.30)
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Also, direct computations show that
∣∣∣∣∣

〈 ν∑

i=1

βiVi +

ν∑

i=1

N∑

k=0

βki Z̃k
i +

L∑

m=1

ϑmψm,Vj
〉

H1(M)

−(2∗ − 1)

∫

M

(
u0 +

ν∑

i=1

Vi
)2∗−2

[
ν∑

i=1

βiVi +

ν∑

i=1

N∑

k=0

βki Z̃k
i +

L∑

m=1

ϑmψm

]
Vjdvg

∣∣∣∣∣

= (2∗ − 2)|βj |
∫

RN

U2∗ + o(A).

(2.31)

Having ρ1 ∈ E⊥ in hand, we conclude from (2.29)–(2.31) and (2.21) that

(2∗ − 2)|βj |
∫

RN

U2∗ . ‖f‖H−1(M) +Q+ max
ℓ
δ

N−2
2

ℓ + o(A). (2.32)

Lastly, given any s ∈ {1, . . . , L}, by appealing to (A.2), Hölder’s inequality, ψs ∈ L∞(M), and
(2.14), we find
∣∣∣∣∣

∫

M

[(
u0 +

ν∑

i=1

Vi
)2∗−2

− u2∗−2
0

]
ρψsdvg

∣∣∣∣∣ .
ν∑

i=1

∫

M

(
V2∗−2
i + u2

∗−3
0 Vi

)
|ρ||ψs|dvg

. max
i

(∥∥∥V2∗−2
i

∥∥∥
L

2N
N+2 (M)

+ ‖Vi‖
L

2N
N+2 (M)

)

= O
(

max
ℓ
δ

N−2
2

ℓ

)
.

(2.33)

Testing (2.3) with ψs and using (2.33), we derive

(2∗ − 1− µ̄s)|ϑs|
∫

M
u2

∗−2
0 ψ2

sdvg . ‖f‖H−1(M) +Q+ max
ℓ
δ

N−2
2

ℓ + o(A). (2.34)

Inequality (2.27) is a consequence of (2.28), (2.32), and (2.34). �

Proposition 2.7. It holds that

Q+ max
ℓ=1,...,ν

δ
N−2

2
ℓ . ‖f‖H−1(M). (2.35)

Its derivation is the most involved part of the proof of (2.6). Fix j ∈ {1, . . . , ν}. By testing (2.3)

with Z̃0
j , we obtain

∫

M
I2Z̃0

j dvg +

∫

M
I3Z̃0

j dvg +

∫

M
I4Z̃0

j dvg = −
∫

M
f Z̃0

j dvg −
∫

M
I1[ρ]Z̃0

j dvg (2.36)

+

∫

M

[
Lgρ− (2∗ − 1)

(
u0 +

ν∑

i=1

Vi
)2∗−2

ρ

]
Z̃0
j dvg.

In Lemmas 2.8–2.10, we analyze the left-hand side of (2.36) term by term, which is essential in
proving (2.35).

Lemma 2.8. Let aN =
α2∗−1
N
2∗ |SN−1| > 0. For any j ∈ {1, . . . , ν}, we have

∫

M
I2Z̃0

j dvg = aNu0(ξj)δ
N−2

2
j + o

(
Q+ max

ℓ=1,...,ν
δ

N−2
2

ℓ

)
. (2.37)
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Proof. Employing (A.3), we see that there exists a constant η > 0 such that

I2=

[
(2∗ − 1)u0

( ν∑

i=1

Vi

)2∗−2

+O

(
u
2
0

( ν∑

i=1

Vi

)2∗−3
)

+O
(
u
2∗−1
0

)]
1∪ν

i=1
B

g

η
√

δi
(ξi)

+

[
(2∗ − 1)u2∗−2

0

ν∑

i=1

Vi +O

(
u
2∗−3
0

( ν∑

i=1

Vi

)2
)

+O

(( ν∑

i=1

Vi

)2∗−1)]
1
∩ν

i=1

(

B
g

η
√

δi
(ξi)

)c .

(2.38)

We compute the integral
∫
M I2Z̃0

j dvg by splitting it into three steps.

Step 1. Since |Z̃0
j | . Vj, it holds that

(2∗ − 1)

∫

∪ν
i=1B

g

η
√

δi
(ξi)

u0V2
∗−2

j Z̃0
j dvg

= (2∗ − 1)



∫

M
u0V2

∗−2
j Z̃0

j dvg −
∫
(
∪ν
i=1B

g

η
√

δi
(ξi)
)c u0V2

∗−2
j Z̃0

j dvg




= (2∗ − 1)δ
N−2

2
j

∫

{|y|≤ r0
2δj

}
u0
(

expg
ξj

(δjy)
) (
U2∗−2Z0

)
(y)
(
1 +O

(
δ2j |y|2

))
dy +O

(
δ

N
2
j

)

=
N − 2

2
δ

N−2
2

j


u0(ξj)

∫

RN

U2∗−1 +O
(∫

{|y|≤ r0
2δj

}
|δjy|U2∗−1(y)dy

)
+O

(
δ

N
2
j

)

= aNδ
N−2

2
j u0(ξj) + o

(
δ

N−2
2

j

)
.

(2.39)

In addition, by (A.2), we have
∣∣∣∣∣

∫

M
u0

[( ν∑

i=1

Vi
)2∗−2

− V2∗−2
j

]
Z̃0
j dvg

∣∣∣∣∣ .
∑

i 6=j

∫

M

(
V2∗−2
i + ViV2

∗−3
j

) ∣∣∣Z̃0
j

∣∣∣ dvg

.
∑

i 6=j

∫

M

(
V2∗−2
i Vj + ViV2

∗−2
j

)
dvg = o(Q)

(2.40)

where the last equality is proved in Appendix B.2.

Step 2. By Young’s inequality and Lemma A.2,

∫

M
u20

( ν∑

i=1

Vi
)2∗−3 ∣∣∣Z̃0

j

∣∣∣ dvg .
ν∑

i=1

∫

M
V2∗−3
i Vjdvg (2.41)

.

ν∑

i=1

∫

M
V2∗−2
i dvg .





δi if N = 3

δ2i | log δi| if N = 4

δ2i if N = 5





= o
(

max
ℓ
δ

N−2
2

ℓ

)
.

Furthermore,

∫

∪ν
i=1B

g

η
√

δi
(ξi)

u2
∗−1

0

∣∣∣Z̃0
j

∣∣∣ dvg .

ν∑

i=1

(∫

Bg

η
√

δi
(ξi)

u2
∗

0 dvg

) 2∗−1
2∗ ∥∥∥Z̃0

j

∥∥∥
H1(M)

. max
ℓ
δ

N+2
4

ℓ . (2.42)
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Step 3. Let us write Ω = ∩νi=1(B
g

η
√
δi

(ξi))
c. From Young’s inequality again, we observe

ν∑

i=1

∫

Ω
u2

∗−2
0 Vi

∣∣∣Z̃0
j

∣∣∣ dvg .
ν∑

i=1

∫
(
Bg

η
√

δi
(ξi)
)c V2i dvg

.





δi if N = 3

δ2i | log δi| if N = 4

δ
5
2
i if N = 5





= o
(

max
ℓ
δ

N−2
2

ℓ

)
.

(2.43)

Since Z̃0
j is uniformly bounded on the set {x ∈M : dg(x, ξj) ≥ η

√
δj}, it follows that

ν∑

i=1

∫

Ω
u2

∗−3
0 V2i

∣∣∣Z̃0
j

∣∣∣ dvg .

ν∑

i=1

∫

Ω
V2i dvg = o

(
max

ℓ
δ

N−2
2

ℓ

)
(2.44)

and ∫

Ω

( ν∑

i=1

Vi
)2∗−1 ∣∣∣Z̃0

j

∣∣∣ dvg .

ν∑

i=1

∫

Ω
V2∗−1
i dvg . max

ℓ
δ

N
2
ℓ . (2.45)

Putting (2.39)–(2.40), (2.41)–(2.42), and (2.43)–(2.45) together, we finish the proof of (2.37). �

Lemma 2.9. For any j ∈ {1, . . . , ν}, it holds that
∫

M
I3Z̃0

j dvg = (2∗ − 1)
∑

i 6=j

∫

Bg
r0/2

(ξj)
U2∗−2
j δj

∂Uj
∂δj
Vidvg + o(Q) (2.46)

where Uj := Uδj ,ξj is defined by (1.7). Moreover, if δi ≥ δj for some indices 1 ≤ i 6= j ≤ ν, then
∫

Bg
r0/2

(ξj)
U2∗−2
j δj

∂Uj
∂δj
Vidvg & qij (2.47)

provided qij in (2.10) small.

Proof. Arguing as in [14, Lemma 2.1] and using the estimate

∑

i 6=j

∫
(
Bg

r0/2
(ξj)
)c V2

∗−2
j δj

∂Vj
∂δj
Vidvg = O

(∑

i 6=j

δ
N+2

2
j δ

N−2
2

i

)
= o
(∑

i 6=j

qij

)
= o(Q),

we get ∫

M
I3Z̃0

j dvg = (2∗ − 1)
∑

i 6=j

∫

M
V2∗−2
j δj

∂Vj
∂δj
Vidvg + o(Q)

= (2∗ − 1)
∑

i 6=j

∫

Bg
r0/2

(ξj)
U2∗−2
j δj

∂Uj
∂δj
Vidvg + o(Q),

(2.48)

so (2.46) is true.

In the rest of the proof, we establish (2.47) for all indices 1 ≤ i 6= j ≤ ν satisfying δi ≥ δj. To
achieve this, we analyze the integral in the rightmost side of (2.48) by considering three cases.
Let r0 > 0 be a small number appearing in (1.13).

Case 1. (dg(ξi, ξj) ≥ 3r0
2 ): If dg(x, ξj) ≤ r0

2 , then dg(x, ξi) ≥ r0 and so Vi = Uδi,0(
r0
2 ). Hence

∫

Bg
r0/2

(ξj)
U2∗−2
j δj

∂Uj
∂δj
Vidvg ≃ Uδi,0

(
r0
2

)
δ

N−2
2

j

∫

RN

U2∗−2Z0 & (δiδj)
N−2

2 ≃ qij.



SHARP QUANTITATIVE STABILITY OF THE YAMABE PROBLEM 19

Case 2. (r0 ≤ dg(ξi, ξj) ≤ 3r0
2 ): If dg(x, ξj) ≤ r0

2 , then r0
2 ≤ dg(x, ξi) ≤ 2r0 and so

{
Uδi,0(r0) ≤ Vi ≤ Uδi,0

(
r0
2

)
if r0

2 ≤ dg(x, ξi) ≤ r0,
Vi = Uδi,0

(
r0
2

)
if r0 ≤ dg(x, ξi) ≤ 2r0.

(2.49)

We write
∫

Bg
r0/2

(ξj)
U2∗−2
j δj

∂Uj
∂δj
Vidvg =

∫

Bg
r0/2

(ξj)∩
(
Bg

r0
(ξi)\Bg

r0/2
(ξi)
) U2∗−2

j δj
∂Uj
∂δj
Vidvg

+ Uδi,0

(
r0
2

) ∫

Bg
r0/2

(ξj)∩
(
Bg

2r0
(ξi)\Bg

r0
(ξi)
) U2∗−2

j δj
∂Uj
∂δj

dvg =: J1 + J2.

The definition of the function
∂Uj

∂δj
and (2.49) yield

J1 ≥ Uδi,0(r0)

∫
(
Bg

r0/2
(ξj)\Bg

δj
(ξj)
)
∩
(
Bg

r0
(ξi)\Bg

r0/2
(ξi)
) U2∗−2

j δj
∂Uj
∂δj

dvg

+ Uδi,0

(
r0
2

) ∫

Bg
δj
(ξj)∩

(
Bg

r0
(ξi)\Bg

r0/2
(ξi)
) U2∗−2

j δj
∂Uj
∂δj

dvg.

By direct computations,

J1 + J2 ≥ Uδi,0(r0)

∫

Bg
r0/2

(ξj)\Bg
δj
(ξj)
U2∗−2
j δj

∂Uj
∂δj

dvg + Uδi,0

(
r0
2

) ∫

Bg
δj
(ξj)
U2∗−2
j δj

∂Uj
∂δj

dvg

& δ
N−2

2
j

[
Uδi,0(r0)

∫

Bc
1(0)

U2∗−2Z0 + Uδi,0

(
r0
2

) ∫

B1(0)
U2∗−2Z0

]
(2.50)

≃ (δiδj)
N−2

2 α2∗
N ×





1

r0
· 1

30
(2 +

√
2)− 2

r0
·
√

2

30
if N = 3

1

r20
· 5

48
− 4

r20
· 1

48
if N = 4

1

r30
· 1

140
(12 +

√
2)− 8

r30
·
√

2

140
if N = 5





≃ (δiδj)
N−2

2 ≃ qij.

Case 3. (dg(ξi, ξj) ≤ r0): We write
∫

Bg
r0/2

(ξj)
U2∗−2
j δj

∂Uj
∂δj
Vidvg

=

∫

Bg
r0/2

(ξj)
U2∗−2
j δj

∂Uj
∂δj
Uidvg +

∫

Bg
r0/2

(ξj)
U2∗−2
j δj

∂Uj
∂δj

(1− χ(dg(x, ξi)))
[
Uδi,0

(
r0
2

)
− Ui

]
(dvg)x

=: J3 + J4.

By employing (A.4) and arguing as in the derivation of [3, (F16)], we observe

J3 = αN

∫

{|y|≤ r0
2δj

}

(
U2∗−2Z0

)
(y)


 δi
δj

+
dg
(

expg
ξj

(δjy), ξi
)2

δiδj



−N−2

2

dy + o(qij)

≃
[
δi
δj

+
dg(ξi, ξj)

2

δiδj

]−N−2
2

αN

∫

RN

U2∗−2Z0 + o(qij) ≃ qij.

(2.51)
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If dg(ξi, ξj) ≤ r0
4 , then it is easy to see that J4 = o(qij) so that J3 + J4 & qij. In the rest of the

proof, we assume that r0
4 ≤ dg(ξi, ξj) ≤ r0. We have

qij ≃ (δiδj)
N−2

2 and J3 ≥ Uδi,0(r0)δ
N−2

2
j

∫

RN

U2∗−2Z0 + o(qij).

Noticing that dg(x, ξi) ≤ 3r0
2 for all x ∈ Bg

r0/2
(ξj), we decompose J4 as

J4 =

∫

Bg
r0/2

(ξj)∩
(
Bg

r0
(ξi)\Bg

r0/2
(ξi)
) · · ·+

∫

Bg
r0/2

(ξj)∩
(
Bg

3r0/2
(ξi)\Bg

r0
(ξi)
) · · · =: J41 + J42.

Then, it holds that

J41 ≥
[
Uδi,0

(
r0
2

)
− Uδi,0(r0)

] ∫

Bg
δj
(ξj)∩

(
Bg

r0
(ξi)\Bg

r0/2
(ξi)
) U2∗−2

j δj
∂Uj
∂δj

dvg

and

J42 ≥
[
Uδi,0

(
r0
2

)
− Uδi,0

(
3r0
2

) ] ∫

Bg
δj
(ξj)∩

(
Bg

3r0/2
(ξi)\Bg

r0
(ξi)
) U2∗−2

j δj
∂Uj
∂δj

dvg.

Therefore,

J3 + J4 & δ
N−2

2

j

[
Uδi,0(r0)

∫

Bc
1
(0)

U
2∗−2

Z
0 +

{
Uδi,0(r0) + Uδi,0

(
r0
2

)
− Uδi,0

(
3r0
2

)}∫

B1(0)

U
2∗−2

Z
0

]
+ o(qij)

& qij

where the last inequality is justified as in (2.50). This completes the proof of (2.47). �

Lemma 2.10. For any j ∈ {1, . . . , ν}, we have
∫

M
I4Z̃0

j dvg = o
(

max
ℓ=1,...,ν

δ
N−2

2
ℓ

)
. (2.52)

Proof. By means of (2.17), (2.18), |Z̃0
j | . Vj, Young’s inequality, and Lemma A.2, we see

∣∣∣∣
∫

M
I4Z̃0

j dvg

∣∣∣∣ .
ν∑

i=1

∫

M
V2i dvg +

ν∑

i=1

∫

M\Bg
r0/2

(ξi)

(
V2∗−1
i + Vi + |∇gVi|g

)
Vjdvg

= o
(

max
ℓ
δ

N−2
2

ℓ

)
. �

We are now in position to conclude the proof of Proposition 2.7.

Completion of the proof of Proposition 2.7. Choose any j ∈ {1, . . . , ν}. Since −∆Z0 = (2∗ −
1)U2∗−2Z0 in R

N , it holds that
∥∥∥LgZ̃0

j − (2∗ − 1)V2∗−2
j Z̃0

j

∥∥∥
L

2N
N+2 (M)

= O
(
δ

N−2
2

j

)
. (2.53)

By (2.53) and (2.30),
∣∣∣∣∣

∫

M

[
Lgρ− (2∗ − 1)

(
u0 +

ν∑

i=1

Vi
)2∗−2

ρ

]
Z̃0
j dvg

∣∣∣∣∣

.
[ ∥∥∥LgZ̃0

j − (2∗ − 1)V2∗−2
j Z̃0

j

∥∥∥
L

2N
N+2 (M)

+
(
Q+ max

ℓ
δ

1
2
ℓ

)]
‖ρ‖H1(M)

.
(
Q+ max

ℓ
δ

1
2
ℓ

)
‖ρ‖H1(M).

(2.54)
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It follows from (2.22) that
∣∣∣∣
∫

M
(f + I1[ρ]) Z̃0

j dvg

∣∣∣∣ . ‖f‖H−1(M) + ‖ρ‖2H1(M). (2.55)

Inserting (2.37), (2.46), (2.52), (2.54), and (2.55) into (2.36) yields

∣∣∣∣aNu0(ξj)δ
N−2

2
j + (2∗ − 1)

∑

i 6=j

∫

Bg
r0/2

(ξj)
U2∗−2
j δj

∂Uj
∂δj
Vidvg

∣∣∣∣

. ‖f‖H−1(M) + ‖ρ‖2H1(M) + o(1)‖ρ‖H1(M) + o
(
Q+ max

ℓ
δ

N−2
2

ℓ

)
,

and so by Proposition 2.4,
∣∣∣∣aNu0(ξj)δ

N−2
2

j +(2∗−1)
∑

i 6=j

∫

Bg
r0/2

(ξj)
U2∗−2
j δj

∂Uj
∂δj
Vidvg

∣∣∣∣ . ‖f‖H−1(M)+o
(
Q+max

ℓ
δ

N−2
2

ℓ

)
(2.56)

for all j ∈ {1, . . . , ν}.
We observe from Lemma A.3 that

∣∣∣∣
∫

Bg
r0/2

(ξj)
U2∗−2
j δj

∂Uj
∂δj
Vidvg

∣∣∣∣ . qij ≤ Q if i 6= j. (2.57)

Also, either qij ≪ Q or qij ≃ Q must take place.
For each j ∈ {1, . . . , ν}, we define an index set

Cj = {i ∈ {1, . . . , ν} : i 6= j, qij ≃ Q}.
Let j0 ∈ {1, . . . , ν} be such that Cj0 6= ∅ and δj0 ≤ δj for all j with Cj 6= ∅. On account of (2.47),

∑

i 6=j0

∫

Bg
r0/2

(ξj0 )
U2∗−2
j0

δj0
∂Uj0
∂δj0
Vidvg &

∑

i∈Cj0

qij0 + o(Q) ≃ Q. (2.58)

As a result, we infer from (2.56), (2.58), and the positivity of aN and u0 that

Q . aNu0(ξj0)δ
N−2

2
j0

+Q . ‖f‖H−1(M) + o
(
Q+ max

ℓ
δ

N−2
2

ℓ

)
. (2.59)

Furthermore, if j1 ∈ {1, . . . , ν} is such that δj1 ≥ δj for all j, then (2.56), (2.57), and (2.59)
imply

max
ℓ
δ

N−2
2

ℓ = δ
N−2

2
j1

.

∣∣∣∣
∑

i 6=j1

∫

Bg
r0/2

(ξj1 )
U2∗−2
j1

δj1
∂Uj1
∂δj1
Vidvg

∣∣∣∣+ ‖f‖H−1(M) + o
(
Q+ max

ℓ
δ

N−2
2

ℓ

)

. Q+ o
(
Q+ max

ℓ
δ

N−2
2

ℓ

)
+ ‖f‖H−1(M) . ‖f‖H−1(M) + o

(
Q+ max

ℓ
δ

N−2
2

ℓ

)
.

(2.60)

Proposition 2.7 is a consequence of (2.59) and (2.60). This concludes the proof. �

3. The case 3 ≤ N ≤ 5 and u0 = 0

This section is devoted to the proof of Theorem 1.2. Throughout this section, we always
assume that 3 ≤ N ≤ 5 and u0 = 0 on M .
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3.1. Setting of the problem. Given ξ ∈M , we recall the smooth function Λξ on M that raises

conformal normal coordinates around ξ; see (1.15). Using Λξ(ξ) = 1, gξ = Λ
4/(N−2)
ξ g, and the

conformal covariance property of the conformal Laplacian Lg on (M,g),

Lgξ(φ) = Λ
−(2∗−1)
ξ Lg(Λξφ) for all φ ∈ C2(M), (3.1)

we find that
Gg(·, ξ) = Λξ(·)Ggξ(·, ξ) (3.2)

where Gg is the Green’s function of Lg. In [30, Lemma 6.4], it was shown that

Ggξ

(
exp

gξ
ξ y, ξ

)
= γ−1

N |y|2−N +Aξ +O(|y|) C1-uniformly in y and ξ (3.3)

in conformal normal coordinates y around ξ. The quantity Aξ (called the mass at ξ) is determined
by (M,g) and ξ, and positive by the positive mass theorem in [44]. Besides, the map ξ 7→ Aξ is
smooth.

For i ∈ {1, . . . , ν}, let Vi = Vδi,ξi be the function in (1.16). By Assumption B and (1.11), there
exist (δ1, . . . , δν , ξ1, . . . , ξν) ⊂ (0,∞)ν ×Mν and ε1 > 0 small such that ε1 → 0 as ε0 → 0,
∥∥∥∥u−

ν∑

i=1

Vi
∥∥∥∥
H1(M)

= inf

{∥∥∥∥u−
ν∑

i=1

Vδ̃i,ξ̃i
∥∥∥∥
H1(M)

:
(
δ̃i, ξ̃i

)
∈ (0,∞) ×M, i = 1, . . . , ν

}
≤ ε1,

and (2.2) holds. Setting ρ = u−∑ν
i=1 Vi and f = Lgu− u2∗−1, we have




Lgρ− (2∗ − 1)

( ν∑

i=1

Vi
)2∗−2

ρ = f + II1[ρ] + II2 + II3 on M,

〈
ρ, Z̃k

i

〉
H1(M)

= 0 for i = 1, . . . , ν and k = 0, . . . , N

(3.4)

where Z̃0
i = δi

∂Vi
∂δi

, Z̃k
i = δi

∂Vi

∂ξki
for k = 1, . . . , N ,

II1[ρ] :=

( ν∑

i=1

Vi + ρ

)2∗−1

−
( ν∑

i=1

Vi
)2∗−1

− (2∗ − 1)

( ν∑

i=1

Vi
)2∗−2

ρ,

II2 :=

( ν∑

i=1

Vi
)2∗−1

−
ν∑

i=1

V2∗−1
i , and II3 :=

ν∑

i=1

(
−LgVi + V2∗−1

i

)
.

To prove Theorem 1.2, it is sufficient to verify that

‖ρ‖H1(M) . ‖f‖H−1(M) (3.5)

provided ε0 > 0 small. Since the proof of (3.5) is rather parallel to that of (2.6), we will minimize
the overlaps and focus on the distinct parts.

3.2. Preliminary computations. The following two results are analogies of Lemma 2.1 and
Proposition 2.2, respectively.

Lemma 3.1. Assume that i, j ∈ {1, . . . , ν} and k, l ∈ {0, 1, . . . , N}. We have

〈Vi,Vi〉H1(M) =

∫

RN

U2∗ + o(δ
N−2

2
i ),

〈
Z̃k
i ,Vi

〉
H1(M)

= o(δ
N−2

2
i ),

〈
Z̃k
i , Z̃ l

i

〉
H1(M)

=
∥∥Zk

∥∥2
Ḣ1(RN )

δkl + o(δ
N−2

2
i ),

and
∣∣∣〈Vi,Vj〉H1(M)

∣∣∣+
∣∣∣
〈
Z̃k
i ,Vj

〉
H1(M)

∣∣∣+
∣∣∣
〈
Z̃k
i , Z̃ l

j

〉
H1(M)

∣∣∣ = O(qij) + o

(
max

ℓ=1,...,ν
δ

N−2
2

ℓ

)
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provided i 6= j.

Proof. Following the proof of [22, Lemma 3], we can show that

Z̃k
i (x) =





(N − 2)αN
δ

N
2
i y

k

(δ2i + |y|2)N
2

+O


 δ

N
2
i |y|

(δ2i + |y|2)
N−2

2


 if x = exp

gξi
ξi

(y) ∈ Bgξi
r0
2

(ξi),

O
(
δ

N−2
2

i

)
, if x ∈M \Bgξi

r0
2

(ξi)

for i = 1, . . . , ν and k = 1, . . . , N . Once we have this, the rest of the proof is standard. �

Proposition 3.2. Let

Ẽ⊥ =
{
̺ ∈ H1(M) : 〈̺,Vi〉H1(M) =

〈
̺, Z̃k

i

〉
H1(M)

= 0 for i = 1, . . . , ν, k = 0, 1, . . . , N
}
. (3.6)

Then there exists a constant c0 ∈ (0, 1) such that

(2∗ − 1)

∫

M

( ν∑

i=1

Vi
)2∗−2

̺2dvg ≤ c0‖̺‖2H1(M) for any ̺ ∈ Ẽ⊥.

Proof. The proof is similar to that of Proposition 2.2, so we omit it. �

We will also need estimates for the L2N/(N+2)(M)-norm of II2 and II3.

Lemma 3.3. We have

‖II2‖
L

2N
N+2 (M)

+ ‖II3‖
L

2N
N+2 (M)

. Q+ max
ℓ=1,...,ν

δN−2
ℓ .

Proof. It is straightforward to check

‖II2‖
L

2N
N+2 (M)

.
∑

i 6=j

∥∥∥V2∗−2
i Vj

∥∥∥
L

2N
N+2 (M)

. Q.

From now on, we are devoted to estimating the L2N/(N+2)(M)-norm of II3. Fixing i ∈ {1, . . . , ν},
we examine three different cases determined by the distance between a point x ∈M and ξi.

Case 1. (dgξi (x, ξi) ≥ r0): We know that Vi = αNγNδ
(N−2)/2
i Gg(x, ξi) and so

−LgVi + V2∗−1
i = −αNγNδ

N−2
2

i Λ2∗−1
ξi
LgξiGgξi

(x, ξi) + V2∗−1
i = V2∗−1

i = O
(
δ

N+2
2

i

)
(3.7)

where we used LgξiGgξi
(x, ξi) = 0 for the second equality.

Case 2. (dgξi (x, ξi) ≤
r0
2 ): We define

Fi(x) = dgξi (x, ξi)
N−2Ugξi

i (x) for x = exp
gξi
ξi
y ∈ Bgξi

r0/2
(ξi) (3.8)

where Ugξi
i := Ugξi

δi,ξi
is defined by (1.7) so that Vi(x) = γNGg(x, ξi)Fi(x). Since Fi(ξi) = 0 and

LgξiGgξi
(·, ξi) = δξi , it holds that

− LgVi + V2∗−1
i = Λ2∗−1

ξi

[(
γNGgξi

(·, ξi)F
)2∗−1

+ γNGgξi
(·, ξi)∆gξi

F

+2γN

〈
∇gξi

Ggξi
(·, ξi),∇gξi

F
〉

gξi

]
. (3.9)
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Notice that if x = exp
gξ
ξ y for a given ξ ∈M , v(x) = u(y), u is radially symmetric, and r = |y| is

the radial variable of polar coordinates, then (1.15) gives

∆gξv = ∆u+
∂r
√
|gξ |√
|gξ |

∂ru = ∆u+O
(
rθ−1|∂ru|

)
around 0; (3.10)

refer to [26, (2.18)] for more explanations. Direct computations using (3.10) show that

∆gξi
Fi(x) = −δ−

N+2
2

i |y|N−2U

(
y

δi

)2∗−1

+ 2(N − 2)2αN
δ

N+2
2

i |y|N−4

(δ2i + |y|2)
N
2

+O


δ

N+2
2

i |y|θ+N−4

(δ2i + |y|2)
N
2




(3.11)
and

〈
∇gξi

Ggξi
(x, ξi),∇gξi

Fi(x)
〉

gξi

= ∂rGgξi
(x, ξi)∂rFi(x)

= −(N − 2)2αNγ
−1
N |y|1−N δ

N+2

2

i |y|N−3

(δ2i + |y|2)
N
2

+O


 δ

N+2

2

i |y|N−3

(δ2i + |y|2)
N
2


 .

(3.12)

Plugging (3.11), (3.12), and (3.3) into (3.9), we obtain

(
−LgVi + V2∗−1

i

)
(x) = Λ2∗−1

ξi
(x)αNγNAξiδ

N+2
2

i

×
[

4N
|y|N−2

(δ2i + |y|2)N+2
2

+ 2(N − 2)2
|y|N−4

(δ2i + |y|2)
N
2

+O
(

|y|N−3

(δ2i + |y|2)
N
2

)]
. (3.13)

Thus

∫

B
gξi
r0/2

(ξi)

∣∣∣LgVi − V2
∗−1

i

∣∣∣
2N
N+2

dvg .

∫

{|y|≤ r0
2
}


 δ

N+2
2

i |y|N−4

(δ2i + |y|2)
N
2




2N
N+2

dy . δ
2N(N−2)

N+2

i (3.14)

where we used 3 ≤ N ≤ 5 and dvg = Λ−2∗
ξi

dvgξi .

Case 3. ( r02 ≤ dgξi (x, ξi) ≤ r0): We rewrite

Vi(x) = χ(dgξi (x, ξi))γNGg(x, ξi)

[
Fi(x)− αNδ

N−2
2

i

]
+ αNγNδ

N−2
2

i Gg(x, ξi).

Then the definition of Gg leads to

−αNγNδ
N−2

2
i LgGg(x, ξi) + V2∗−1

i = O
(
δ

N+2
2

i

)
. (3.15)

Moreover, it follows from (3.11) and (3.12) that

−Lg
(
χ(dgξi (x, ξi))Gg(x, ξi)

[
Fi(x)− αNδ

N−2
2

i

])
= O

(
δ

N+2
2

i

)
. (3.16)

Therefore,

−LgVi + V2∗−1
i = O

(
δ

N+2
2

i

)
. (3.17)

From (3.7), (3.14), and (3.17), we conclude that

‖II3‖
L

2N
N+2 (M)

. max
ℓ
δN−2
ℓ .

This completes the proof. �
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3.3. Proof of Theorem 1.2. We adopt the approach used in Subsection 2.3. Specifically, we
decompose ρ = u−∑ν

i=1 Vi as follows:

ρ = ρ1 +

ν∑

i=1

βiVi +

ν∑

i=1

N∑

k=0

βki Z̃k
i for some βi, β

k
i ∈ R, ρ1 ∈ Ẽ⊥

where Ẽ⊥ is the space defined in (3.6).
By employing Lemma 3.1, Proposition 3.2, and Lemma 3.3, one can prove the following

proposition as we did for Proposition 2.4. We omit its proof.

Proposition 3.4. Let Q be the quantity in (2.10). It holds that

‖ρ‖H1(M) . ‖f‖H−1(M) +Q+ max
ℓ=1,...,ν

δN−2
ℓ . (3.18)

The term maxℓ=1,...,ν δ
N−2
ℓ in (3.18) stems from Lemma 3.3. The quantitiesQ and maxℓ=1,...,ν δ

N−2
ℓ

are non-comparable.

Owing to Proposition 3.4, deducing the subsequent proposition will lead us to establish (3.5).

Proposition 3.5. It holds that

Q+ max
ℓ=1,...,ν

δN−2
ℓ . ‖f‖H−1(M).

Fix j ∈ {1, . . . , ν}. By testing (3.4) with Z̃0
j , we obtain

∫

M
II2Z̃0

j dvg +

∫

M
II3Z̃0

j dvg = −
∫

M
f Z̃0

j dvg −
∫

M
II1[ρ]Z̃0

j dvg

+

∫

M

[
LgZ̃0

j − (2∗ − 1)

( ν∑

i=1

Vi
)2∗−2

Z̃0
j

]
ρdvg.

(3.19)

In Lemmas 3.6 and 3.7, we evaluate two integrals on the left-hand side of (3.19), respectively.

Lemma 3.6. For any j ∈ {1, . . . , ν}, we have

∫

M
II2Z̃0

j dvg = (2∗ − 1)
∑

i 6=j

∫

B
gξj
r0/2

(ξj)
Λ2∗−1
ξj

(
Ugξj
j

)2∗−2
δj
∂Ugξj

j

∂δj
Vidvg + o(Q). (3.20)

Moreover, if δi ≥ δj for some indices 1 ≤ i 6= j ≤ ν, then

∑

i 6=j

∫

B
gξj
r0/2

(ξj)
Λ2∗−1
ξj

(
Ugξj
j

)2∗−2
δj
∂Ugξj

j

∂δj
Vidvg & qij (3.21)

provided qij in (2.10) small.

Proof. By (3.2), (3.3), and (A.2),

∣∣∣∣∣∣

∑

i 6=j

∫

B
gξj
r0/2

(ξj)

[{
γNGg(·, ξj)dgξj (·, ξj)N−2

}2∗−1
− Λ2∗−1

ξj

](
Ugξj
j

)2∗−2
δj
∂Ugξj

j

∂δj
Vidvg

∣∣∣∣∣∣

.
∑

i 6=j

∫

B
gξj
r0/2

(ξj)
dgξj (·, ξj)N−2

(
Ugξj
j

)2∗−1
Vidvg .

∑

i 6=j

δ
N−2

2
j

∫

B
gξj
r0/2

(ξj)
V2∗−2
j Vidvg = o(Q)
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where the proof of (2.40) in Appendix B.2 validates the equality on the last line. Thus we can
argue as in Lemma 2.9 to deduce

1

2∗ − 1

∫

M
II2Z̃0

j dvg

=
∑

i 6=j

∫

B
gξj
r0/2

(ξj)

[
γNGg(x, ξj)dgξj (x, ξj)

N−2
]2∗−1 (

Ugξj
j

)2∗−2
δj
∂Ugξj

j

∂δj
Vidvg + o(Q)

=
∑

i 6=j

∫

B
gξj
r0/2

(ξj)
Λ2∗−1
ξj

(
Ugξj
j

)2∗−2
δj
∂Ugξj

j

∂δj
Vidvg + o(Q),

which is (3.20).

We next derive (3.21) provided dg(ξi, ξj) ≤ r0. It is easier to handle the case dg(ξi, ξj) ≥ r0.
From (1.7) and (3.2), we know that

∫

B
gξj
r0/2

(ξj)
Λ2∗−1
ξj

(
Ugξj
j

)2∗−2
δj
∂Ugξj

j

∂δj
Vidvg

=

∫

B
gξj
r0/2

(ξj)
Λ2∗−1
ξj

(
Ugξj
j

)2∗−2
δj
∂Ugξj

j

∂δj
×
[
γNGg(x, ξi)dgξi (x, ξi)

N−2Ugξi
i

+(1− χ(dgξi (x, ξi)))αNγNδ
N−2

2
i Gg(x, ξi)

{
1− α−1

N δ
−N−2

2
i dgξi (x, ξi)

N−2Ugξi
i

}]
(dvg)x

= αN

∫

{|y|≤ r0
2δj

}

(
Λξi

Λξj

)(
exp

gξj
ξj

(δjy)
) (
U2∗−2Z0

)
(y) · γN

(
Ggξi

dN−2
gξi

) (
exp

gξj
ξj

(δjy), ξi
)

×


 δi
δj

+
dgξi

(
exp

gξj
ξj

(δjy), ξi
)2

δiδj



−N−2

2

dy + o(qij)

=: J5 + o(qij).

Also, by using (3.3), (A.4), the equivalence between the metrics dgξi , dgξj , and dg on M , and the

expansion
(

Λξi

Λξj

)(
exp

gξj
ξj

(δjy)
)

= Λξi(ξj) +O (|δjy|) for y ∈ Br0/(2δj )(0) and 1 ≤ i 6= j ≤ ν,

and reducing the size of r0 > 0 if necessary, we can adopt the argument in the proof of [3, (F16)]
to prove that

J5 = αNΛξi(ξj)

∫

{|y|≤ r0
2δj

}

(
U2∗−2Z0

)
(y)
[
1 + γNAξid

N−2
gξi

(
exp

gξj
ξj

(δjy), ξi
)

+O
(
dN−1
gξi

(
exp

gξj
ξj

(δjy), ξi
))]


 δi
δj

+
dgξi

(
exp

gξj
ξj

(δjy), ξi
)2

δiδj



−N−2

2

dy + o(qij)

& qij +Aξi(δiδj)
N−2

2 ≥ qij;
cf. (2.51). This leads to (3.21). �
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In the above proof, exploiting a more refined bubble-like function Vi than the one used in Section
2 allows us to avoid calculating integrals as in (2.50) in the proof of Lemma 2.9.

Lemma 3.7. Let bN = (N−2)2

2 α2
NγN |SN−1| > 0. For any j ∈ {1, . . . , ν}, we have

∫

M
II3Z̃0

j dvg = bNAξjδ
N−2
j + o

(
Q+ max

ℓ=1,...,ν
δN−2
ℓ

)
. (3.22)

Here, Aξj > 0 thanks to the positive mass theorem in [44].

Proof. We provide the proof in two steps.

Step 1. We claim that
∫

M

(
−LgVj + V2∗−1

j

)
Z̃0
j dvg = bNAξjδ

N−2
j + o

(
δN−2
j

)
. (3.23)

By (3.7) and (3.17), we have
∫

M

(
−LgVj + V2∗−1

j

)
Z̃0
j dvg =

∫

B
gξj
r0/2

(ξj)

(
−LgVj + V2∗−1

j

)
Z̃0
j Λ−2∗

ξj
dvgξj +O

(
δNj
)
. (3.24)

Estimate (3.13) and identity (3.2) show
∫

B
gξj
r0/2

(ξj)

(
−LgVj + V2∗−1

j

)
Z̃0
j Λ−2∗

ξj
dvgξj

= 2α2∗
N γNAξj

∫

{|y|≤ r0
2
}

δ
N+2

2
j |y|N−2

(δ2j + |y|2)
N+2

2

δ
N−2

2
j (|y|2 − δ2j )

(δ2j + |y|2)
N
2

dy

+ (N − 2)3α2
NγNAξj

∫

{|y|≤ r0
2
}

δ
N+2

2
j |y|N−4

(δ2j + |y|2)
N
2

δ
N−2

2
j (|y|2 − δ2j )

(δ2j + |y|2)
N
2

dy +O
(
δN−1
j

)
(3.25)

=

[
2α2∗−2

N

∫ ∞

0

r2N−3(r2 − 1)

(1 + r2)N+1
dr + (N − 2)3

∫ ∞

0

r2N−5(r2 − 1)

(1 + r2)N
dr

]
α2
NγN

∣∣SN−1
∣∣Aξjδ

N−2
j

+ o
(
δN−2
j

)

= bNAξjδ
N−2
j + o

(
δN−2
j

)
.

Hence the claim holds.

Step 2. We assert that
∫

M

(
−LgVi + V2∗−1

i

)
Z̃0
j dvg = o

(
Q+ max

ℓ
δN−2
ℓ

)
for 1 ≤ i 6= j ≤ ν. (3.26)

Indeed, (3.7), (3.13), (3.17), and (2.40) yield
∣∣∣∣
∫

M

(
−LgVi + V2∗−1

i

)
Z̃0
j dvg

∣∣∣∣ . δ
N−2

2
i

∫

Bg
r0/2

(ξi)
U2∗−2
i Ujdvg +O

(
max

ℓ
δNℓ

)
= o
(
Q+ max

ℓ
δN−2
ℓ

)

for N = 4, 5, while
∣∣∣∣
∫

M

(
−LgVi + V2∗−1

i

)
Z̃0
j dvg

∣∣∣∣
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. δ
1
2
i

∫

Bg
r0/2

(ξi)
U4
i Ujdvg + δi

∫

Bg
r0/2

(ξi)

(U3
i Uj)(x)

dg(x, ξi)
(dvg)x

︸ ︷︷ ︸
=:J6

+O
(

max
ℓ
δ3ℓ

)
= o
(
Q+ max

ℓ
δℓ

)

for N = 3. To deduce the last inequality, we applied an estimate

|J6| . δiQ = o
(

max
ℓ
δℓ

)
(3.27)

whose derivation is postponed to Appendix B.2. The assertion is proved.

By virtue of (3.23) and (3.26), estimate (3.22) is true. �

Completion of the proof of Proposition 3.5. Choose any j ∈ {1, . . . , ν}. By following the estima-
tion procedures of ‖II3‖L2N/(N+2)(M) depicted in the proof of Lemma 3.3 and using Lemma A.3,

we derive
∥∥∥∥∥LgZ̃

0
j − (2∗ − 1)

( ν∑

i=1

Vi
)2∗−2

Z̃0
j

∥∥∥∥∥
L

2N
N+2 (M)

.
∥∥∥LgZ̃0

j − (2∗ − 1)V2∗−2
j Z̃0

j

∥∥∥
L

2N
N+2 (M)

+

∥∥∥∥
∑

i 6=j

V2∗−2
i Vj

∥∥∥∥
L

2N
N+2 (M)

+

∥∥∥∥
∑

i 6=j

ViV2
∗−2

j

∥∥∥∥
L

2N
N+2 (M)

= O
(
Q+ max

ℓ
δN−2
ℓ

)
= o(1). (3.28)

Moreover, we observe from (3.19), (3.20), Lemmas 3.1 and 3.7, (3.28), and Proposition 3.4 that
∣∣∣∣∣∣
bNAξjδ

N−2
j + (2∗ − 1)

∑

i 6=j

∫

B
gξj
r0/2

(ξj)
Λ2∗−1
ξj

(
Ugξj
j

)2∗−2
δj
∂Ugξj

j

∂δj
Vidvg

∣∣∣∣∣∣

. ‖f‖H−1(M) + ‖ρ‖2H1(M) + o(1)‖ρ‖H1(M) + o
(
Q+ max

ℓ
δN−2
ℓ

)

. ‖f‖H−1(M) + o
(
Q+ max

ℓ
δN−2
ℓ

)
.

Keeping (3.21) and Aξj > 0 in mind, we can now repeat the proof of Proposition 2.7 to
complete the proof. We omit the details. �

4. The case N ≥ 6 and ν = 1

This section is devoted to the proof of Theorem 1.3. Throughout this section, we always
assume that N ≥ 6 and the number ν of the bubbles in Assumption B is 1. We also assume that
u0 > 0 on M in Subsection 4.1 and u0 = 0 on M in Subsection 4.2.

Let Vδ,ξ be the bubble-like function in (1.18). As in the previous sections, there exist (δ1, ξ1) ∈
(0,∞)×M , ε1 > 0 small, and V1 = Vδ1,ξ1 such that

‖u− (u0 + V1)‖H1(M) = inf

{∥∥∥u−
(
u0 + Vδ̃1,ξ̃1

)∥∥∥
H1(M)

:
(
δ̃1, ξ̃1

)
∈ (0,∞) ×M

}
≤ ε1.

In the statement of Theorem 1.3, we imposed the condition that Weylg(ξ̃1) 6= 0 when (M,g) is
non-l.c.f. and either [N ≥ 11 and u0 > 0] or [N ≥ 6 and u0 = 0]. By reducing the size of ε1 > 0
if necessary, we can assume that Weylg(ξ1) 6= 0.
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Setting ρ = u− (u0 + V1) and f = Lgu− u2
∗−1, we have

{
Lgρ− (2∗ − 1)(u0 + V1)2

∗−2ρ = f + III1[ρ] + III2 + III3 on M,〈
ρ, Z̃k

1

〉
H1(M)

= 0 for k = 0, . . . , N
(4.1)

where Z̃0
1 = δ1

∂V1
∂δ1

, Z̃k
1 = δ1

∂V1

∂ξk1
for k = 1, . . . , N ,

III1[ρ] := (u0 + V1 + ρ)2
∗−1 − (u0 + V1)2

∗−1 − (2∗ − 1)(u0 + V1)2
∗−2ρ,

III2 := (u0 + V1)2
∗−1 − u2∗−1

0 − V2∗−1
1 , and III3 := −LgV1 + V2∗−1

1 .

Reminding the conformal factor Λξ1 giving (1.15), we write gξ1 = Λ
4/(N−2)
ξ1

g.

4.1. The case u0 > 0. This subsection is devoted to the derivation of estimate (1.19). We recall
that Weylg(ξ1) 6= 0 when N ≥ 11 and (M,g) is non-l.c.f.

Proposition 4.1. It holds that

‖ρ‖H1(M) . ‖f‖H−1(M) +





δ21 | log δ1|
2
3 if N = 6,

δ
N+2

4
1 if 7 ≤ N ≤ 13 or [N ≥ 14 and (M,g) is l.c.f.],

δ41 if N ≥ 14 and (M,g) is non-l.c.f.

(4.2)

Proof. The proof is presented in three steps.

Step 1. Since u0 . V1 if dgξ1 (x, ξ1) ≤
√
δ1 and u0 & V1 if dgξ1 (x, ξ1) ≥

√
δ1, we obtain from

(A.2) that

|III2| .
(
u0V2

∗−2
1 + u2

∗−1
0

)
1dgξ1

(x,ξ1)≤
√
δ1

+
(
u2

∗−2
0 V1 + V2∗−1

1

)
1dgξ1

(x,ξ1)≥
√
δ1

. u0V2
∗−2

1 1dgξ1 (x,ξ1)≤
√
δ1

+ u2
∗−2

0 V11dgξ1
(x,ξ1)≥

√
δ1
.

Direct computations show

‖III2‖
L

2N
N+2 (M)

.

{
δ21 | log δ1|

2
3 if N = 6,

δ
N+2

4
1 if N ≥ 7.

(4.3)

Step 2. (1) We first assume that (M,g) is non-l.c.f. so that V1 = Λξ1χ(dgξ1 (·, ξ1))Ugξ1
δ1,ξ1

on M .

By (3.10),

III3(x) = Λ2∗−1
ξ1

(x)
(

∆χUδ1,0 + 2∇χ · ∇Uδ1,0 + χ∆Uδ1,0 + χ2∗−1U2∗−1
δ1,0

)
(y)

− Λ2∗−1
ξ1

(x)κNRgξ1
(x)(χUδ1,0)(y) +O

(
|y|θ−1|∇Uδ1,0(y)|

) (4.4)

for x = exp
gξ1
ξ1

(y) ∈ Bgξ1
r0 (ξ1). On the one hand,

∣∣∣Λ2∗−1
ξ1

(x)
(

∆χUδ1,0 + 2∇χ · ∇Uδ1,0 + χ∆Uδ1,0 + χ2∗−1U2∗−1
δ1,0

)
(y)
∣∣∣ . δ

N−2
2

1 . (4.5)

On the other hand, since (1.15) implies

Rgξ(ξ) = 0, ∇gξRgξ(ξ) = 0, and ∆gξRgξ(ξ) = −1

6
|Weylg(ξ)|2g for ξ ∈M, (4.6)

we have that Rgξ1
(x) = O(|y|2), and so

(∫

{|y|≤r0}

∣∣∣−Λ2∗−1
ξ1

(x)κNRgξ1
(x)(χUδ1,0)(y) +O

(
|y|θ−1|∇Uδ1,0(y)|

)∣∣∣
2N
N+2

dy

)N+2
2N
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.

(∫

{|y|≤r0}

(
|y|2Uδ1,0(y)

) 2N
N+2 dy

)N+2
2N

.





δ
N−2

2
1 if 6 ≤ N ≤ 9,

δ41 | log δ1|
3
5 if N = 10,

δ41 if N ≥ 11.

(4.7)

Thus (4.4), (4.5), and (4.7) produce

‖III3‖
L

2N
N+2 (M)

.





δ
N−2

2
1 if 6 ≤ N ≤ 9 and (M,g) is non-l.c.f.,

δ41 | log δ1|
3
5 if N = 10 and (M,g) is non-l.c.f.,

δ41 if N ≥ 11 and (M,g) is non-l.c.f.

(4.8)

(2) We next assume that (M,g) is l.c.f. so that V1 = γNGg(·, ξ1)[χ(dgξ1 (·, ξ1))dgξ1 (·, ξ1)N−2Ugξ1
δ1,ξ1

+

(1− χ(dgξ1 (·, ξ1)))αN δ
(N−2)/2
1 ] on M and (3.3) still holds. Then the proof of Lemma 3.3 gives

III3(x) =





Λ2∗−1
ξ1

(x)αNγNAξ1δ
N+2

2
1

[
4N

|y|N−2

(δ21 + |y|2)
N+2

2

+2(N − 2)2
|y|N−4

(δ21 + |y|2)
N
2

+O
(

|y|N−3

(δ21 + |y|2)
N
2

)] if dgξ1 (x, ξ1) ≤ r0
2 ,

O
(
δ

N+2
2

1

)
if dgξ1 (x, ξ1) ≥ r0

2 .

(4.9)

By employing (4.9), we compute

‖III3‖
L

2N
N+2 (M)

.

∥∥∥∥∥∥
δ

N+2
2

1(
δ21 + | · |2

)2

∥∥∥∥∥∥
L

2N
N+2 (Br0/2

(0))

+ δ
N+2

2
1

.

{
δ41 | log δ1|

2
3 if N = 6 and (M,g) is l.c.f.,

δ
N+2

2
1 if N ≥ 7 and (M,g) is l.c.f.

(4.10)

Step 3. An analogous argument to the proof of Proposition 2.4 (namely, we use a coercivity
estimate for u0 +V1 as in Proposition 2.2, a decomposition of ρ similar to (2.20), and analogs of
Lemmas 2.5 and 2.6) with (4.8) and (4.10) yields

‖ρ‖H1(M) . ‖f‖H−1(M) + ‖III2‖
L

2N
N+2 (M)

+ ‖III3‖
L

2N
N+2 (M)

. ‖f‖H−1(M) +





δ21 | log δ1|
2
3 if N = 6,

δ
N+2

4
1 if 7 ≤ N ≤ 13 or [N ≥ 14 and (M,g) is l.c.f.],

δ41 if N ≥ 14 and (M,g) is non-l.c.f.

(4.11)

The proof is done. �

We derive a pointwise estimate of ρ that will be useful later.

Lemma 4.2. Assume either 6 ≤ N ≤ 13 or [N ≥ 14 and (M,g) is l.c.f.]. Then there exist a
function ρ̃0 ∈ H1(M) and numbers c̃0, c̃1, . . . , c̃N ∈ R satisfying





Lgρ̃0 −
[
(u0 + V1 + ρ̃0)2

∗−1 − u2∗−1
0 − V2∗−1

1

]
=

N∑

k=0

c̃kLgZ̃k
1 on M,

〈
ρ̃0, Z̃k

1

〉
H1(M)

= 0 for k = 0, 1, . . . , N

(4.12)
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with estimates

|ρ̃0(x)| . δ1


 δ1
δ21 + dgξ1 (x, ξ1)2

1dgξ1 (x,ξ1)≤
√
δ1

+

(
δ1

δ21 + dgξ1 (x, ξ1)2

)N−4
2

1dgξ1 (x,ξ1)≥
√
δ1


 (4.13)

and
N∑

k=0

|c̃k| . δ
N−2

2
1 . (4.14)

Furthermore, if we let ρ̃1 = ρ− ρ̃0 so that




Lgρ̃1 −
[
(u0 + V1 + ρ̃0 + ρ̃1)2

∗−1 − (u0 + V1 + ρ̃0)2
∗−1
]

= f + III3 −
N∑

k=0

c̃kLgZ̃k
1 on M,

〈
ρ̃1, Z̃k

1

〉
H1(M)

= 0 for k = 0, 1, . . . , N,

(4.15)
then we have

‖ρ̃1‖H1(M) . ‖f‖H−1(M) + ‖III3‖
L

2N
N+2 (M)

+ δ
N+2

2
1 . (4.16)

Proof. It is simple to verify

|III2| . U
gξ1
1 1dgξ1 (x,ξ1)≥

√
δ1

+
(
Ugξ1
1

)2∗−2
1dgξ1 (x,ξ1)≤

√
δ1
. (4.17)

Hence, by taking h̃ = III1[ρ̃0] + III2 in Proposition B.2, we obtain a solution ρ̃0 to (4.12) and
numbers c̃0, c̃1, . . . , c̃N ∈ R satisfying (4.13) and (4.14).

By conducting computations similar to those in Proposition 2.4, we find

‖ρ̃1‖H1(M) . ‖f‖H−1(M) + ‖III3‖
L

2N
N+2 (M)

+

N∑

k=0

|c̃k|
∣∣∣∣
∫

M
LgZ̃k

1V1dvg
∣∣∣∣+

N∑

k=0

|c̃k|
L∑

m=1

∣∣∣∣
∫

M
LgZ̃k

1ψmdvg

∣∣∣∣

. ‖f‖H−1(M) + ‖III3‖
L

2N
N+2 (M)

+ δ
N+2

2
1 ,

so (4.16) is true. �

By utilizing the previous lemma, one can improve (4.2) for N = 6.

Corollary 4.3. Suppose that N = 6. It holds that

‖ρ‖H1(M) . ‖f‖H−1(M) + δ21 | log δ1|
1
2 .

Proof. By (4.12) and (4.13),

‖ρ̃0‖2H1(M) .

∫

M

[
|III2||ρ̃0|+ (2∗ − 1)(u0 + V1)2

∗−2ρ̃20 + |ρ̃0|2
∗
]
dvg . δ41 | log δ1|.

It follows from (4.8), (4.10) and (4.16) that

‖ρ‖H1(M) . ‖ρ̃0‖H1(M) + ‖ρ̃1‖H1(M) . ‖f‖H−1(M) + δ21 | log δ1|
1
2 . �

As in the previous sections, (1.19) is a consequence of Proposition 4.1, Corollary 4.3, and the
following proposition.
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Proposition 4.4. When N ≥ 6 and (M,g) is l.c.f., we have

δ
N−2

2
1 . ‖f‖H−1(M). (4.18)

When (M,g) is non-l.c.f., we have



δ

N−2
2

1 if 6 ≤ N ≤ 10

δ41 if N ≥ 11



 . ‖f‖H−1(M). (4.19)

By testing (4.1) with Z̃0
1 , we obtain

∫

M
III2Z̃0

1dvg +

∫

M
III3Z̃0

1dvg = −
∫

M
f Z̃0

1dvg −
∫

M
III1[ρ]Z̃0

1dvg

+

∫

M

[
LgZ̃0

1 − (2∗ − 1)(u0 + V1)2
∗−2Z̃0

1

]
ρdvg.

(4.20)

In Lemmas 4.5 and 4.6, we evaluate two integrals on the left-hand side of (4.20), respectively.

Lemma 4.5. If N ≥ 6, we have∫

M
III2Z̃0

1dvg = aNu0(ξ1)δ
N−2

2
1 + o

(
δ

N−2
2

1

)
(4.21)

where aN > 0 is the constant in (2.37).

Proof. When (M,g) is l.c.f., one can easily check that
∫

M
III2Z̃0

1dvg =

∫

M
u0

(
χΛξ1U

gξ1
1

)2∗−2
χΛξ1δ1

∂Ugξ1
1

∂δ1
dvg +O

(
δ

N+2
2

1

)
= aNu0(ξ1)δ

N−2
2

1 (1 + o(1)).

If (M,g) is non-l.c.f., then (4.21) follows from (2.38), (2.39), (2.42), (2.43), dvg = Λ−2∗
ξ1

dvgξ1 ,

and Λξ1(x) = 1 +O(dgξ1 (x, ξ1)2), and the estimate
∫

B
gξ1
η′
√

δ1
(ξ1)

dgξ1 (x, ξ1)2
(
Ugξ1
1

)2∗−2 ∣∣∣Z̃0
1

∣∣∣ (dvgξ1 )x . δ
N+2

2
1 | log δ1| for a constant η′ > 0. �

Lemma 4.6. When N ≥ 6 and (M,g) is l.c.f., we have
∫

M
III3Z̃0

1dvg = bNAξ1δ
N−2
1 (1 + o(1)) (4.22)

where bN > 0 is the constant in (3.25). Also, Aξ1 > 0 thanks to the positive mass theorem in
[45]. When (M,g) is non-l.c.f., we have

∫

M
III3Z̃0

1dvg = cN |Weylg(ξ1)|2g ×
{
δ41 | log δ1|(1 + o(1)) if N = 6,

δ41(1 + o(1)) if N ≥ 7
(4.23)

where c6 := 16
5 for N = 6 and cN :=

(N−2)α2
NκN

24N |SN−1|
∫∞
0

rN+1(r2−1)
(1+r2)N−1 dr > 0 if N ≥ 7.

Proof. When (M,g) is l.c.f., (4.22) results from (3.24) and (3.25).

Assume that (M,g) is non-l.c.f. By (4.4) and (4.5),
∫

M
III3Z̃0

1dvg = −κN
∫

{|y|≤ r0
2
}
Rgξ1

(
exp

gξ1
ξ1

(y)
) (
Uδ1,0Z

0
δ1,0

)
(y)dy

+O
(∫

{|y|≤ r0
2
}
|y|θ−1U2

δ1,0(y)dy

)
+O

(
δN−2
1

)
.
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Also, owing to (4.6), we know

− κN
∫

{|y|≤ r0
2
}
Rgξ1

(
exp

gξ1
ξ1

(y)
) (
Uδ1,0Z

0
δ1,0

)
(y)dy +O

(∫

{|y|≤ r0
2
}
|y|θ−1U2

δ1,0(y)dy

)

=
κN

12N
|Weylg(ξ1)|2g

∫

{|y|≤ r0
2
}
|y|2

(
Uδ1,0Z

0
δ1,0

)
(y)dy +O

(∫

{|y|≤ r0
2
}
|y|3U2

δ1,0(y)dy

)

=
κN

12N
|Weylg(ξ1)|2gδ41

∫

{|y|≤ r0
2δ1

}
|y|2

(
UZ0

)
(y)dy +O








δ41 if N = 6

δ51 | log δ1| if N = 7

δ51 if N ≥ 8








= cN |Weylg(ξ1)|2g ×
{
δ41 | log δ1|(1 + o(1)) if N = 6,

δ41(1 + o(1)) if N ≥ 7.
�

Completion of the proof of Proposition 4.4. We note from (A.1) that

∣∣∣∣
∫

M

[
Lgρ− (2∗ − 1)(u0 + V1)2

∗−2ρ
]
Z̃0
1dvg

∣∣∣∣

.
∥∥∥LgZ̃0

1 − (2∗ − 1)V2∗−2
1 Z̃0

1

∥∥∥
L

2N
N+2 (M)

‖ρ‖H1(M) +

∫

M

∣∣∣u2
∗−2

0 Z̃0
1ρ
∣∣∣ dvg.

By direct computations, we obtain

∥∥∥LgZ̃0
1 − (2∗ − 1)V2∗−2

1 Z̃0
1

∥∥∥
L

2N
N+2 (M)

.





δ
N−2

2
1 if 6 ≤ N ≤ 9 and (M,g) is non-l.c.f.,

δ41 | log δ1|
3
5 if N = 10 and (M,g) is non-l.c.f.,

δ41 if N ≥ 11 and (M,g) is non-l.c.f.,

δ41 | log δ1|
2
3 if N = 6 and (M,g) is l.c.f.,

δ
N+2

2
1 if N ≥ 7 and (M,g) is l.c.f.

If N ≥ 14 and (M,g) is non-l.c.f., then Proposition 4.1 shows
∫

M

∣∣∣u2
∗−2

0 Z̃0
1ρ
∣∣∣ dvg .

∥∥∥Z̃0
1

∥∥∥
L

2N
N+2 (M)

‖ρ‖H1(M) . δ
N−2

2
1

(
‖f‖H−1(M) + δ41

)
.

Suppose that 6 ≤ N ≤ 13 or [N ≥ 14 and (M,g) is l.c.f.]. We have
∫

M

∣∣∣u2
∗−2

0 Z̃0
1ρ
∣∣∣ dvg .

∫

M

∣∣∣u2
∗−2

0 Z̃0
1 ρ̃0

∣∣∣ dvg +
∥∥∥Z̃0

1

∥∥∥
L

2N
N+2 (M)

‖ρ̃1‖H1(M).

By (4.13) and (4.16),
∫

M

∣∣∣u2∗−2
0 Z̃0

1 ρ̃0

∣∣∣ dvg

.

∫

M

∣∣∣Z̃0
1 (x)

∣∣∣ δ1


 δ1

δ21 + dgξ1 (x, ξ1)
2
1dgξ1

(x,ξ1)≤
√

δ1
+

(
δ1

δ21 + dgξ1 (x, ξ1)
2

)N−4

2

1dgξ1
(x,ξ1)≥

√
δ1


 (dvg)x

. δ
N+2

2

1 | log δ1|

(4.24)

and
∥∥∥Z̃0

1

∥∥∥
L

2N
N+2 (M)

‖ρ̃1‖H1(M) = o
(
‖f‖H−1(M)

)
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+ o(1) ×
{
δ

N−2
2

1 if 6 ≤ N ≤ 9 or [N ≥ 10 and (M,g) is l.c.f.],

δ41 if 10 ≤ N ≤ 13 and (M,g) is non-l.c.f.

Collecting the above calculations, we discover
∣∣∣∣
∫

M

[
Lgρ− (2∗ − 1)(u0 + V1)2

∗−2ρ
]
Z̃0
1dvg

∣∣∣∣

. o
(
‖f‖H−1(M)

)
+ o(1)×

{
δ

N−2
2

1 if 6 ≤ N ≤ 9 or [N ≥ 10 and (M,g) is l.c.f.],

δ41 if N ≥ 10 and (M,g) is non-l.c.f.
(4.25)

On the other hand, by (A.3), Proposition 4.1, and Corollary 4.3,
∣∣∣∣
∫

M
III1[ρ]Z̃0

1dvg

∣∣∣∣ .
∫

M
|ρ|2∗−1

∣∣∣Z̃0
1

∣∣∣ dvg . ‖ρ‖2∗−1
H1(M)

= o
(
‖f‖H−1(M)

)
+ o(1)×

{
δ

N−2
2

1 if 6 ≤ N ≤ 9 or [N ≥ 10 and (M,g) is l.c.f.],

δ41 if N ≥ 10 and (M,g) is non-l.c.f.
(4.26)

Now, by putting Lemmas 4.5 and 4.6, (4.25), (4.26), and |
∫
M f Z̃0

1dvg| . ‖f‖H−1(M) into
(4.20), we obtain the desired estimates (4.18) and (4.19). This concludes the proof of Proposition
4.4. �

4.2. The case u0 = 0. This subsection is devoted to the derivation of estimate (1.21). We recall
that Weylg(ξ1) 6= 0 when (M,g) is non-l.c.f.

Proposition 4.7. It holds that

‖ρ‖H1(M) . ‖f‖H−1(M) +





δ41 | log δ1|
2
3 if N = 6 and (M,g) is l.c.f.,

δ41 | log δ1|
5
3 if N = 6 and (M,g) is non-l.c.f.,

δ
N+2

2
1 if N ≥ 7 and (M,g) is l.c.f.,

δ41 if N ≥ 7 and (M,g) is non-l.c.f.

(4.27)

Proof. An analogous argument to the proof of Proposition 2.4 yields

‖ρ‖H1(M) . ‖f‖H−1(M) + ‖III3‖
L

2N
N+2 (M)

; (4.28)

cf. (4.11). If (M,g) is l.c.f., then (4.27) immediately follows from (4.28) and (4.10). In the rest
of the proof, we assume that (M,g) is non-l.c.f.

Let y = (y1, . . . , yN ) ∈ Br0(0) and x = exp
gξ1
ξ1

y ∈M . In [30, Lemma 6.4], it was shown that

γNGgξ1
(x, ξ1) =





1

|y|4 −
1

1440
|Weylg(ξ1)|2g log |y|+O(1) if N = 6,

1

|y|N−2
+

κN
144(N − 4)(N − 6)

|Weylg(ξ1)|2g
|y|N−6

− κN
12(N − 4)

∂ykylRgξ1
(ξ1)

ykyl

|y|N−4
+O

(
1

|y|N−7

) if N ≥ 7,
(4.29)

where the indices k and l range from 1 to N . If dgξ1 (x, ξ1) ≤ r0
2 , then by (3.8), (4.29), and the

expansion gklξ1(exp
gξ1
ξ1

y) = δkl +O(|y|2), it follows that

γN

〈
∇gξ1

Ggξ1
(x, ξ1),∇gξ1

F1(x)
〉
gξ1

(4.30)
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=





−384
1

|y|2
δ41

(δ21 + |y|2)3 +O
(

δ41 |y|2
(δ21 + |y|2)3

)
if N = 6,

−(N − 2)αN

[
N − 2

|y|2
+

κN

144(N − 4)
|Weylg(ξ1)|

2
g|y|

2 −
(N − 6)κN

12(N − 4)
∂ykylRgξ1

(ξ1)y
k
y
l

]

×
δ

N+2

2

1

(δ21 + |y|2)
N
2

+O


 δ

N+2

2

1 |y|3

(δ21 + |y|2)
N
2




if N ≥ 7.

Thus, employing (4.30) instead of (3.12), one can argue as in the proof of Lemma 3.3 to deduce

III3(x) = −Λ2
ξ1(x)

[
2

5
|Weylg(ξ1)|2g|y|4 log |y| δ41

(δ21 + |y|2)4

+
8

15
|Weylg(ξ1)|2g|y|2 log |y| δ41

(δ21 + |y|2)3
+O

(
δ41 |y|2

(δ21 + |y|2)3
)]

(4.31)

for N = 6 and

III3(x) = Λ2∗−1
ξ1

(x)



 α2∗−1
N

12(N − 1)(N − 4)

{
1

12(N − 6)
|Weylg(ξ1)|

2
g|y|

4 − ∂ykylRgξ1
(ξ1)y

k
y
l|y|2

}
δ

N+2

2

1

(δ21 + |y|2)
N+2

2

+
(N − 2)3αN

6(N − 1)(N − 4)

{
1

12(N − 6)
|Weylg(ξ1)|

2
g |y|

2 − ∂ykylRgξ1
(ξ1)y

k
y
l

}
δ

N+2

2

1

(δ21 + |y|2)
N
2

+O



 δ
N+2

2

1 |y|3

(δ21 + |y|2)
N
2







 (4.32)

for 7 ≤ N ≤ 10. If dgξ1 (x, ξ1) ≥ r0
2 , calculations similar to (3.7), (3.15), and (3.16) reveal that

|III3| . δ
N+2

2
1 . As a result,

‖III3‖
L

2N
N+2 (M)

.

{
δ41 | log δ1|

5
3 if N = 6,

δ41 if 7 ≤ N ≤ 10,

which together with (4.8) and (4.28) implies (4.27). �

By (3.7), (3.15), (3.16), (4.9), (4.31), and (4.32), it holds that

|III3(x)| (4.33)

.





δ
4
1

[
dgξ1 (x, ξ1)

2| log dgξ1 (x, ξ1)|

(δ21 + dgξ1 (x, ξ1)
2)3

1dgξ1
(x,ξ1)≤

r0
2

+ 1dgξ1
(x,ξ1)≥

r0
2

]
if N = 6 and (M, g) is non-l.c.f.,

δ
N−2

2

1

(
δ1

δ21 + dgξ1 (x, ξ1)
2

)2

1dgξ1
(x,ξ1)≤

r0
2

+ δ
N+2

2

1 1dgξ1
(x,ξ1)≥

r0
2

if N ≥ 6 and (M, g) is l.c.f.

By reasoning as in the proof of Lemma 4.2 with (4.33) in hand, we establish the following lemma.
The proof is omitted.

Lemma 4.8. Assume either N = 6 or [N ≥ 7 and (M,g) is l.c.f.]. Then there exist a function
ρ̃0 ∈ H1(M) and numbers c̃0, c̃1, . . . , c̃N ∈ R satisfying





Lgρ̃0 −
[
(V1 + ρ̃0)2

∗−1 − V2∗−1
1

]
= III3 +

N∑

k=0

c̃kLgZ̃k
1 on M,

〈
ρ̃0, Z̃k

1

〉
H1(M)

= 0 for k = 0, 1, . . . , N

(4.34)
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with estimates

|ρ̃0(x)| .





δ
4
1

dgξ1 (x, ξ1)
2| log dgξ1 (x, ξ1)|

(δ21 + dgξ1 (x, ξ1)
2)2

1dgξ1
(x,ξ1)≤

r0
2

+ δ
4
11dgξ1

(x,ξ1)≥
r0
2

if N = 6 and (M, g) is non-l.c.f.,

δ
N
2

1

δ1

δ21 + dgξ1 (x, ξ1)
2
1dgξ1

(x,ξ1)≤
r0
2

+ δ
N+2

2

1 1dgξ1
(x,ξ1)≥

r0
2

if N ≥ 6 and (M, g) is l.c.f.

(4.35)
and

N∑

k=0

|c̃k| .
{
δ41 | log δ1| if N = 6 and (M,g) is non-l.c.f.,

δN−2
1 if N ≥ 6 and (M,g) is l.c.f.

Moreover, if we let ρ̃1 = ρ− ρ̃0 so that




Lgρ̃1 −
[
(V1 + ρ̃0 + ρ̃1)2

∗−1 − (V1 + ρ̃0)
2∗−1

]
= f −

N∑

k=0

c̃kLgZ̃k
1 on M,

〈
ρ̃1, Z̃k

1

〉
H1(M)

= 0 for k = 0, 1, . . . , N,

then we have

‖ρ̃1‖H1(M) . ‖f‖H−1(M) +

{
δ61 | log δ1| if N = 6 and (M,g) is non-l.c.f.,

δN1 if N ≥ 6 and (M,g) is l.c.f.
(4.36)

By exploiting (4.34)–(4.36), one can improve (4.27) for N = 6. We skip its proof.

Corollary 4.9. Suppose that N = 6. It holds that

‖ρ‖H1(M) . ‖f‖H−1(M) +

{
δ41 | log δ1|

1
2 if (M,g) is l.c.f.,

δ41 | log δ1|
3
2 if (M,g) is non-l.c.f.

Proposition 4.10. When N ≥ 6 and (M,g) is l.c.f., we have

δN−2
1 . ‖f‖H−1(M).

When (M,g) is non-l.c.f., we have



δ41 | log δ1| if N = 6

δ41 if N ≥ 7



 . ‖f‖H−1(M).

Proof. Let us estimate the integral
∫
M III3Z̃0

1dvg. If either (M,g) is l.c.f. or [N ≥ 11 and (M,g)
is non-l.c.f.], then we use the same bubble-like function V1 in both cases u0 > 0 and u0 = 0; see
(1.18). Hence, we can borrow estimates (4.22) and (4.23). In contrast, if 6 ≤ N ≤ 10 and (M,g)
is non-l.c.f., the definition of V1 differs, so we need to compute the integral anew.

If N = 6 and (M,g) is non-l.c.f., it follows from (4.31) that
∫

M
III3Z̃0

1dvg =
32

5
|Weylg(ξ1)|2gδ41 | log δ1|

∫

{|y|≤ r0
2δ1

}

|y|2(7|y|2 + 4)

(1 + |y|2)4
|y|2 − 1

(1 + |y|2)3
dy(1 + o(1))

= d6|Weylg(ξ1)|2gδ41 | log δ1|(1 + o(1))

where d6 := 16
5 |S5| > 0. If 7 ≤ N ≤ 10 and (M,g) is non-l.c.f., one can infer from (4.32) and

(4.6) that
∫

M

III3Z̃
0
1dvg

=
(N − 2)α2

NκN

72(N − 4)(N − 6)
|Weylg(ξ1)|

2
gδ

4
1

∫

{|y|≤ r0
2δ1

}

|y|2[(2N2 − 7N + 8)|y|2 + 2(N − 2)2]

(1 + |y|2)
N+2

2

|y|2 − 1

(1 + |y|2)
N
2

dy
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−
(N − 2)α2

NκN

6(N − 4)
(∂ykylRgξ1

)(ξ1)δ
4
1

∫

{|y|≤ r0
2δ1

}

ykyl[(2N2 − 7N + 8)|y|2 + 2(N − 2)2]

(1 + |y|2)
N+2

2

|y|2 − 1

(1 + |y|2)
N
2

dy + o(δ41)

=
(N − 2)α2

NκN

24N(N − 6)

∫ ∞

0

rN+1[(2N2 − 7N + 8)r2 + 2(N − 2)2](r2 − 1)

(1 + r2)N+1
dr|SN−1||Weylg(ξ1)|

2
gδ

4
1(1 + o(1))

= dN |Weylg(ξ1)|
2
gδ

4
1(1 + o(1))

for some dN > 0.
Using the above estimates, we can argue as in Proposition 4.4 to deduce Proposition 4.10.

The details are omitted. �

Consequently, Propositions 4.7 and 4.10 lead to the desired estimate (1.21) for N ≥ 7. If
N = 6 and (M,g) is l.c.f., then (1.21) follows directly from Corollary 4.9 and Proposition 4.10.
If N = 6 and (M,g) is non-l.c.f., then δ41 ≤ δ41 | log δ1| ≤ C1‖f‖H−1(M) for some C1 > 0 so that

δ41 ≤ 4C1‖f‖H−1(M)| logC1‖f‖H−1(M)|−1. Since the function t 7→ t4| log t| 32 is increasing for t > 0
small and

lim
t→0+

1

| log t|

∣∣∣∣log
ct

| log t|

∣∣∣∣ = 1 for any c > 0,

it follows that
δ41 | log δ1|

3
2 . 4C1‖f‖H−1(M)| logC1‖f‖H−1(M)|

1
2 ,

which implies (1.21) again.

5. Optimality of the results

This section is devoted to the proof of Theorem 1.6.

5.1. Optimality of (1.14) and (1.17). We shall consider (1.14) only, since (1.17) can be treated
analogously. The proof consists of two steps.

Step 1. Choose any δ ∈ (0, 1) and (ξ1, . . . , ξν) ∈Mν such that dg(ξi, ξj) ≥ c for all 1 ≤ i 6= j ≤ ν
and some c > 0, and take δ = δ1 = · · · = δν . Let Vi = Vδi,ξi and Z̃k

i be the functions defined in
(1.13) and (2.1), respectively, and

u∗ = u0 +

ν∑

i=1

Vi + εφ

where φ is a nonzero smooth function on M satisfying 〈φ, Z̃k
i 〉H1(M) = 0 for i = 1, . . . , ν and

k = 0, . . . , N . We also select ε = Cδ
N−2

2 with a constant C > 0 independent of δ. It holds that
Q ≃ δN−2.

Denoting ρ = εφ, we observe

‖ρ‖H1(M) = ‖εφ‖H1(M) ≃ ε.
We set f by

f = Lgu∗ − u2
∗−1

∗ = Lgρ+ u2
∗−1

0 +

ν∑

i=1

LgVi −
(
u0 +

ν∑

i=1

Vi + ρ

)2∗−1

.

Then (2.3) and (2.13) imply

Γ(u∗) = ‖f‖H−1(M) . ‖ρ‖H1(M) + ‖ρ‖2∗−1
H1(M)

+ ‖I2‖
L

2N
N+2 (M)

+ ‖I3‖
L

2N
N+2 (M)

+ ‖I4‖
L

2N
N+2 (M)

. ‖ρ‖H1(M) +Q+ δ
N−2

2 ≃ ‖ρ‖H1(M) + ε ≃ ‖ρ‖H1(M)

where I2, I3, and I4 are the functions defined in (2.4) and (2.5).
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Step 2. We claim that

inf

{∥∥∥∥u∗ −
(
u0 +

ν∑

i=1

Vδ̃i,ξ̃i
)∥∥∥∥

H1(M)

:
(
δ̃i, ξ̃i

)
∈ (0,∞) ×M, i = 1, . . . , ν

}
& ‖ρ‖H1(M)

where Vδ̃i,ξ̃i is defined by (1.13). There exist parameters (δ̃1, . . . , δ̃ν , ξ̃1, . . . , ξ̃ν) ∈ (0,∞)ν ×Mν ,

where we still use the same notation, such that the above infimum is achieved by ρ̃ := u∗− (u0 +∑ν
i=1 Vδ̃i,ξ̃i).
It holds that ‖ρ̃‖H1(M) . ‖ρ‖H1(M) ≃ ε, so

∥∥∥∥
ν∑

i=1

Vδ̃i,ξ̃i −
ν∑

i=1

Vi
∥∥∥∥
H1(M)

= ‖ρ− ρ̃‖H1(M) ≤ ‖ρ‖H1(M) + ‖ρ̃‖H1(M) . ε,

which implies that δ̃i = (1 + o(1))δ and dg(ξ̃i, ξi) = o(1) where o(1)→ 0 as δ → 0.

We set ε′ = max{|δ̃i − δ|+ dg(ξ̃i, ξi) : i = 1, . . . , ν} and write wi = (expg
ξi

)−1(ξ̃i) ∈ Br0(0). By

Taylor’s theorem with respect to the variables (δ, ξ), there exist Wi ∈ H1(M) such that

Vδ̃i,ξ̃i − Vi =
∂Vi
∂δ

(δ̃i − δ) +
〈
∇w̃Vδ,expgξi (w̃)

∣∣∣
w̃=0

, wi

〉
+Wi

=
1

δ
Z̃0
i (δ̃i − δ) +

1

δ

N∑

k=1

Z̃k
i

[(
expg

ξi

)−1
(ξ̃i)
]k

+Wi on M

and ‖Wi‖H1(M) = O(ε′2) for i = 1, . . . , ν. Using Lemma 2.1, one realizes

max
i∈{1,...,ν}

‖Vδ̃i,ξ̃i − Vi‖H1(M) ≃ ε′ and
∑

i 6=j

〈
Vδ̃i,ξ̃i − Vi,Vδ̃j ,ξ̃j − Vj

〉
H1(M)

= o(ε′2).

Also, from 〈ρ, Z̃k
i 〉H1(M) = ε〈φ, Z̃k

i 〉H1(M) = 0 for k = 0, . . . , N , it can be shown that

〈 ν∑

i=1

(
Vδ̃i,ξ̃i − Vi

)
, ρ

〉

H1(M)

=

〈 ν∑

i=1

Wi, ρ

〉

H1(M)

.

ν∑

i=1

‖Wi‖H1(M)‖ρ‖H1(M)

= o(1)

∥∥∥∥
ν∑

i=1

(
Vδ̃i,ξ̃i − Vi

)∥∥∥∥
H1(M)

‖ρ‖H1(M).

Recalling that ρ̃ = ρ+
∑ν

i=1(Vδ̃i,ξ̃i − Vi), we get

‖ρ̃‖2H1(M) = ‖ρ‖2H1(M) +

∥∥∥∥
ν∑

i=1

(
Vδ̃i,ξ̃i − Vi

)∥∥∥∥
2

H1(M)

+ 2

〈 ν∑

i=1

(
Vδ̃i,ξ̃i − Vi

)
, ρ

〉

H1(M)

& ‖ρ‖2H1(M),

which proves the assertion. The optimality of (1.14) was established.

5.2. Optimality of (1.19). If N ≥ 14 and (M,g) is non-l.c.f., that is, when ζ(t) = t, one
can slightly modify the argument in the previous subsection to prove the optimality of (1.19).
Therefore, we only need to deal with the cases that 6 ≤ N ≤ 13 or [N ≥ 14 and (M,g) is l.c.f.].
The proof is long, so we separate it into three steps.

Step 1. Choose any δ1 > 0 small and ξ1 ∈ M such that Weylg(ξ1) 6= 0 provided N ≥ 11 and
(M,g) is non-l.c.f. Let V1 = Vδ1,ξ1 be the function in (1.18). The standard invertibility argument
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combined with the non-degeneracy of u0 and the Banach fixed-point theorem shows the existence
of (c0, . . . , cN ) ∈ R

N+1 and ρ ∈ H1(M) such that




Lgρ− (2∗ − 1)(u0 + V1)2
∗−2ρ = III1[ρ] + III2 + III3 +

N∑

k=0

ckLgZ̃k
1 ,

〈
ρ, Z̃k

1

〉
H1(M)

= 0 for k = 0, 1, . . . , N

(5.1)

where III1[ρ], III2, III3, and Z̃k
1 are the functions appearing in (4.1). In light of Lemmas 4.5 and

4.6, (4.25), and (4.26), we infer that

N∑

k=0

|ck| . ς1(δ1)

:=

{
δ

N−2
2

1 if [N ≥ 6 and (M,g) is l.c.f.] or [6 ≤ N ≤ 10 and (M,g) is non-l.c.f.],

δ41 if 11 ≤ N ≤ 13 and (M,g) is non-l.c.f.

We write u∗ = u0 + V1 + ρ so that

f := Lgu∗ − u2
∗−1

∗ =

N∑

k=0

ckLgZ̃k
1 ,

which implies

Γ(u∗) = ‖f‖H−1(M) .

N∑

k=0

|ck| . ς1(δ1).

Similar to Lemma 4.2, we have the followings:

- The function ρ can be decomposed into ρ = ρ̃0 + ρ̃1 where ρ̃0 and ρ̃1 solve (4.12) and
(4.15), respectively.

- If 6 ≤ N ≤ 13 or [N ≥ 14 and (M,g) is l.c.f.], then (4.13) and (4.14) are valid.
- It holds that

‖ρ̃1‖H1(M) . ‖f‖H−1(M) + ‖III3‖
L

2N
N+2 (M)

+ δ
N+2

2
1

.





δ
N−2

2
1 if [N ≥ 6 and (M,g) is l.c.f.] or [6 ≤ N ≤ 9 and (M,g) is non-l.c.f.],

δ41 | log δ1|
3
5 if N = 10 and (M,g) is non-l.c.f.,

δ41 if 11 ≤ N ≤ 13 and (M,g) is non-l.c.f.

(5.2)

As a result, we observe

‖ρ‖H1(M) . ς2(δ1) :=

{
δ21 | log δ1|

1
2 if N = 6,

δ
N+2

4
1 if 7 ≤ N ≤ 13 or [N ≥ 14 and (M,g) is l.c.f.].

(5.3)

Step 2. We assert that

‖ρ‖H1(M) &





Γ(u∗)| log Γ(u∗)|
1
2 if N = 6,

Γ(u∗)
N+2

2(N−2) if 7 ≤ N ≤ 10 or [N ≥ 11 and (M,g) is l.c.f.],

Γ(u∗)
N+2
16 if 11 ≤ N ≤ 13 and (M,g) is non-l.c.f.

It is enough to show that

‖ρ‖H1(M) & ς2(δ1).
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Taking into account (4.12), we obtain a representation formula

ρ̃0(x) =

∫

M
Gg(x, z)

[
(2∗ − 1)(u0 + V1)2

∗−2ρ̃0 + III1[ρ̃0] + III2 +
N∑

k=0

c̃kLgZ̃k
1

]
(z)(dvg)z

for x ∈M . Employing the conformal change gξ1 = Λ
4/(N−2)
ξ1

g and (3.1), we deduce

Gg(x, z) = Λξ1(x)Ggξ1
(x, z)Λξ1(z) .

1

dgξ1 (x, z)N−2
.

Let

ς3(x) =





∫

M

1

dgξ1 (x, z)
4

[
δ1

(
δ1

δ21 + dgξ1 (z, ξ1)
2

)3

1dgξ1
(z,ξ1)≤

√
δ1

+
δ21

δ21 + dgξ1 (z, ξ1)
2
1dgξ1

(z,ξ1)≥
√

δ1

]
(dvg)z

if N = 6,

δ
2
1



(

δ1

δ21 + dgξ1 (x, ξ1)
2

)2

1dgξ1
(x,ξ1)≤

√
δ1

+

(
δ1

δ21 + dgξ1 (x, ξ1)
2

)N−6

2

1dgξ1
(x,ξ1)≥

√
δ1




if 7 ≤ N ≤ 13 or [N ≥ 14 and (M, g) is l.c.f.]

for x ∈M . Using (4.13), it is not hard to check that
∣∣∣∣
∫

M

Gg(x, z)(u0 + V1)
2∗−2(z)ρ̃0(z)(dvg)z

∣∣∣∣

.

∫

M

δ1

dgξ1 (x, z)
N−2



(

δ1

δ21 + dgξ1 (z, ξ1)
2

)3

1dgξ1
(z,ξ1)≤

√
δ1

+

(
δ1

δ21 + dgξ1 (z, ξ1)
2

)N−4

2

1dgξ1
(z,ξ1)≥

√
δ1


 (dvg)z

. ς3(x),

∣∣∣∣
∫

M
Gg(x, z)III1[ρ̃0](z)(dvg)z

∣∣∣∣ .
∫

M
Ggξ1

(x, z)|ρ̃0|2
∗−1(z)(dvg)z

. δ2
∗

1

(
δ1

δ21 + dgξ1 (x, ξ1)2

)2∗−2

1dgξ1 (x,ξ1)≤
√
δ1

+ δ2
∗

1

(
δ1

δ21 + dgξ1 (x, ξ1)2

)N2−4N−4
2(N−2)

1dgξ1
(x,ξ1)≥

√
δ1
,

and
∣∣∣∣∣

N∑

k=0

c̃k

∫

M
Gg(x, z)

(
LgZ̃k

1

)
(z)(dvg)z

∣∣∣∣∣ .
N∑

k=0

|c̃k|
(

δ1
δ21 + dgξ1 (x, ξ1)2

)N−2
2

. δ
N−2

2
1

(
δ1

δ21 + dgξ1 (x, ξ1)2

)N−2
2

(by (4.14)).

Putting all the information above together, we arrive at

ρ̃0(x) =

∫

M
Gg(x, z)III2(z)(dvg)z + p(x) for x ∈M where |p(x)| . ς3(x).

Meanwhile, testing (5.1) with ρ reveals

‖ρ‖2H1(M) =

∫

M

[
(2∗ − 1)(u0 + V1)2

∗−2ρ+ III1[ρ] + III2 + III3

]
ρdvg

≥
∫

M
[III1[ρ] + III2 + III3] ρdvg.
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Using (4.8), (4.10), and (5.3), we verify
∣∣∣∣
∫

M
(III1[ρ] + III3)ρdvg

∣∣∣∣ . ‖ρ‖2
∗

H1(M) + ‖III3‖
L

2N
N+2 (M)

‖ρ‖H1(M) = o
(
ς2(δ1)2

)
.

By (4.3) and (5.2), we also find
∣∣∣∣
∫

M
III2ρ̃1dvg

∣∣∣∣ . ‖III2‖L 2N
N+2 (M)

‖ρ̃1‖H1(M) = o
(
ς2(δ1)2

)
.

We turn to estimate
∫
M III2ρ̃0dvg. Note that

Gg(x, z) & Ggξ1
(x, z) &

1

dgξ1 (x, z)N−2
> 0 for x, z ∈ Bgξ1

r0 (ξ1), x 6= z (5.4)

and

III2(x) =
[
(u0 + V1)2

∗−1 − u2∗−1
0 − V2∗−1

1

]
(x)

≥ (2∗ − 1)
[
u0V2

∗−2
1 + u2

∗−2
0 V1

]
(x) (by the binomial theorem),

&
(
Ugξ1
1

)2∗−2
(x)1dgξ1

(x,ξ1)≤
√
δ1

(by u0 & 1) for x ∈M.

(5.5)

Straightforward computations relying on (5.4) and (5.5) show that
∫

M

∫

M
III2(z)Gg(x, z)III2(x)(dvg)x(dvg)z

&

∫

dgξ1
(z,ξ1)≤

√
δ1

∫

dgξ1
(x,ξ1)≤

√
δ1

1

dgξ1 (x, z)N−2

(
Ugξ1
1

)2∗−2
(x)
(
Ugξ1
1

)2∗−2
(z)(dvg)x(dvg)z

& δN−2
1

∫

{|y|. 1√
δ1

}

dy

(1 + |y|2)3
&

{
δ41 | log δ1| if N = 6,

δ
N+2

2
1 if N ≥ 7.

Furthermore, by applying (4.17) and the bound

∫

M

(
δ1

δ21 + dgξ1 (x, ξ1)
2

)2

1dgξ1
(x,ξ1)≥

√
δ1

∫

M

1

dgξ1 (x, z)
4

δ21
δ21 + dgξ1 (z, ξ1)

2
1dgξ1

(z,ξ1)≥
√

δ1
(dvg)z(dvg)x

=

∫

M

δ21
δ21 + dgξ1 (z, ξ1)

2
1dgξ1

(z,ξ1)≥
√

δ1

∫

M

1

dgξ1 (x, z)
4

(
δ1

δ21 + dgξ1 (x, ξ1)
2

)2

1dgξ1
(x,ξ1)≥

√
δ1
(dvg)x(dvg)z

. δ
4
1 if N = 6,

one computes

∣∣∣∣
∫

M
IIIδ1,ξ12 pdvg

∣∣∣∣ .





δN−2
1 if N = 6, 7,

δ61 | log δ1| if N = 8,

δ
N+4

2
1 if 9 ≤ N ≤ 13 or [N ≥ 14 and (M,g) is l.c.f.].

This proves the claim.

Step 3. Finally, by adapting Step 2 of the previous subsection, one can obtain that

inf

{∥∥∥u∗ −
(
u0 + Vδ̃1,ξ̃1

)∥∥∥
H1(M)

:
(
δ̃1, ξ̃1

)
∈ (0,∞)×M

}
& ‖ρ‖H1(M),

provided Weylg(ξ̃1) 6= 0 when N ≥ 11 and (M,g) is non-l.c.f. This establishes the optimality of
(1.19).
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5.3. Optimality of (1.21). If N ≥ 7 and (M,g) is non-l.c.f., that is, when ζ(t) = t, we can
slightly modify the argument in Subsection 5.1 to prove the optimality of (1.21). Therefore, we
only need to consider the cases when N = 6 or [N ≥ 7 and (M,g) is l.c.f.]. Because we can
follow the steps of Subsection 5.2 with Lemma 4.8 in hand, we will only highlight the differences
between the previous and current settings.

Step 1. By Proposition 4.10, we have

Γ(u∗) = ‖f‖H−1(M) =

∥∥∥∥∥

N∑

k=0

ckLgZ̃k
1

∥∥∥∥∥
H−1(M)

.

N∑

k=0

|ck| .
{
δ41 | log δ1| if N = 6 and (M,g) is non-l.c.f.,

δN−2
1 if N ≥ 6 and (M,g) is l.c.f.

Step 2. It holds that

ρ̃0(x) =

∫

M
Gg(x, z)

[
(2∗ − 1)V2∗−2

1 ρ̃0 + III1[ρ̃0] + III3 +
N∑

k=0

c̃kLgZ̃k
1

]
(z)(dvg)z

=

∫

M
Gg(x, z)III3(z)(dvg)z + p(x) for x ∈M

with

|p(x)| .





δ
6
1

∫

M

1

dgξ1 (x, z)
4

dgξ1 (z, ξ1)
2

(δ21 + dgξ1 (z, ξ1)
2)4

∣∣∣log dgξ1 (z, ξ1)
∣∣∣ (dvg)z if N = 6 and (M, g) is non-l.c.f.,

δ
4
1

(
δ1

δ21 + dgξ1 (x, ξ1)
2

)2

log

(
2 +

dgξ1 (x, ξ1)

δ1

)
if N = 6 and (M, g) is l.c.f.,

δ
N+2

2

1

(
δ1

δ21 + dgξ1 (x, ξ1)
2

)2

1dgξ1
(x,ξ1)≤

r0
2

+ δ
N+6

2

1 1dgξ1
(x,ξ1)≥

r0
2

if N ≥ 7 and (M, g) is l.c.f.

From (4.33), we discover

∣∣∣∣
∫

M
III3pdvg

∣∣∣∣ .





δ81 | log δ1|2 if N = 6 and (M,g) is non-l.c.f.,

δ91 | log δ1|2 if N = 6 and (M,g) is l.c.f.,

δ101 if N = 7 and (M,g) is l.c.f.,

δ121 | log δ1| if N = 8 and (M,g) is l.c.f.,

δN+4
1 if N ≥ 9 and (M,g) is l.c.f.

Recalling (5.4) and (A.4), we consider as follows:

(1) If N = 6 and (M,g) is non-l.c.f., then (4.31) implies
∫

M

∫

M
III3(z)Gg(x, z)III3(x)(dvg)x(dvg)z

&

∫

Br0/2
(0)

∫

Br0/2
(0)

1

|y1 − y2|4
δ41 |y2|2 log |y2|
(δ21 + |y2|2)3

δ41 |y1|2 log |y1|
(δ21 + |y1|2)3

dy1dy2 + δ81 | log δ1|2

& δ81 | log δ1|3.

(2) If N ≥ 6 and (M,g) is l.c.f., then (3.7) and (4.9) imply that III3(x) ≥ 0 for dgξ1 (x, ξ1) ≥ r0,

III3
(

exp
gξ1
ξ1

y
)
&

δ
N+2

2
1 |y|N−2

(δ21 + |y|2)
N+2

2

for |y| ≤ r0
2 ,
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and

III3(x) = q(x) + Λ2∗−1
ξ1

(x)

[
(∆gξ1

χ)(x)

{
Ggξ1

(x, ξ1)

(
dgξ1 (x, ξ1)N−2Ugξ1

1 (x)− αNδ
N−2

2
1

)}

+2

〈
(∇gξ1

χ)(x),∇gξ1

{
Ggξ1

(x, ξ1)

(
dgξ1 (x, ξ1)N−2Ugξ1

1 (x)− αNδ
N−2

2
1

)}〉

gξ1

]

= q(x) +O
(
δ

3(N−2)
2

1

)
for r0

2 ≤ dgξ1 (x, ξ1) ≤ r0
where q is a nonnegative function on M . These result in∫

M

∫

M
III3(z)Gg(x, z)III3(x)(dvg)x(dvg)z

&

∫

Br0/2
(0)

∫

Br0/2
(0)

1

|y1 − y2|N−2

δ
N+2

2
1 |y2|N−2

(
δ21 + |y2|2

)N+2
2

δ
N+2

2
1 |y1|N−2

(
δ21 + |y1|2

)N+2
2

dy1dy2 +O
(
δ

N+2
2

+ 3(N−2)
2

1

)

&

{
δ81 | log δ1| if N = 6,

δN+2
1 if N ≥ 7.

Step 3. Combining the above computations and adapting Step 2 of Subsection 5.1, one can derive
the sharpness of (1.21). In particular, if N = 6 and (M,g) is non-l.c.f., then Γ(u∗) ≤ C2δ

4
1 | log δ1|

for some C2 > 0 so that

Γ(u∗)| log Γ(u∗)| 12 ≤ C2δ
4
1 | log δ1|

∣∣logC2δ
4
1 | log δ1|

∣∣ 12 . δ41 | log δ1|
3
2 . ‖ρ‖H1(M).

6. Proof of Corollary 1.7

We will only show the proof of (1) in Corollary 1.7 here, because the proofs of (2) and (3) are
similar.

Proof of (1.23). Since ‖u‖2H1(M) ≤ (ν0 + 1
2 )SN , we have

Γ(u) =
∥∥∥Lgu− u2

∗−1
∥∥∥
H−1(M)

≤ sup
‖ϕ‖H1(M)=1

∣∣∣∣〈u, ϕ〉H1(M) −
∫

M
u2

∗−1ϕdvg

∣∣∣∣

. ‖u‖H1(M) + ‖u‖2∗−1
H1(M)

. 1.

Let Θ(u) be the left-hand side of (1.23). Because (1.1) has a trivial solution, Θ(u) is bounded
by a positive constant depending only on N and ν0.

Suppose that (1.23) is false. Then there are sequences {un}n∈N ⊂ H1(M) and {Cn}n∈N ⊂
(0,∞) such that

‖un‖2H1(M) ≤
(
ν0 + 1

2

)
SN , Θ(un) ≥ CnΓ(un), Γ(un) > 0, and Cn →∞ as n→∞,

since Γ(u) = 0 implies that Θ(u) = 0. In particular, Γ(un)→ 0 as n→∞. By Theorem A, there
exist ν ∈ {0, 1, . . . , ν0}, a smooth solution u0 to (1.1) with c = 1, and a sequence of bubble-like
functions {(V1n, . . . ,Vνn)}n∈N such that (1.9) and (1.10) hold. We may choose each Vin by (1.13)
if u0 > 0 and by (1.16) if u0 = 0. Let us consider the following two cases: ν > 0 and ν = 0.

(1) If ν > 0, then there exists n0 ∈ N large such that {un}n∈N, n≥n0 fulfills Assumption B. Hence,
by Theorems 1.1 and 1.2, there exists a constant C > 0 independent of n such that

Θ(un) ≤
∥∥∥∥∥un −

(
u0 +

ν∑

i=1

Vin
)∥∥∥∥∥

H1(M)

≤ CΓ(un).
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(2) If ν = 0, then un → u0 strongly in H1(M) as n → ∞. By following the strategy in Section
2, we will derive Θ(un) ≤ CΓ(un) for some C > 0 independent of n.

For the moment, we assume that u0 > 0 on M . Setting ρn = un − u0 and fn = Lgun − u2∗−1
n ,

we decompose ρn as

ρn = ρ1n +
L∑

m=1

ϑmnψm where ϑmn ∈ R, ρ1n ⊥ {ψm : m = 1, . . . , L}

where ψm is the function defined in Subsection 2.1. Since u0 is non-degenerate by the hypothesis,
there exists a constant c0 ∈ (0, 1) such that

(2∗ − 1)

∫

M
u2

∗−2
0 ρ21ndvg ≤ c0‖ρ1n‖2H1(M) for all n ∈ N. (6.1)

Notice also that

Lgρn − (2∗ − 1)u2
∗−2

0 ρn = fn + (u0 + ρn)2
∗−1 − u2∗−1

0 − (2∗ − 1)u2
∗−2

0 ρn. (6.2)

By testing (6.2) with ρ1n and using (6.1), one can show

‖ρn‖H1(M) . ‖ρ1n‖H−1(M) +

L∑

m=1

|ϑmn| . ‖fn‖H−1(M) +

L∑

m=1

|ϑmn|.

Furthermore, for any s ∈ {1, . . . , L}, testing (6.2) with ψs yields

(2∗ − 1− µ̄s)|ϑsn|
∫

M
u2

∗−2
0 ψ2

sdvg . ‖fn‖H−1(M) with µ̄s ∈ (0, 2∗ − 1),

so |ϑsn| . ‖fn‖H−1(M). This gives

Θ(un) ≤ ‖ρn‖H1(M) ≤ C‖fn‖H−1(M) = CΓ(un).

The case u0 = 0 is easier to handle.

In both cases, we obtain

∞← Cn ≤
Θ(un)

Γ(un)
≤ C as n→∞,

which is absurd. Consequently, (1.23) holds. �

Appendix A. Some useful estimates

We recall that (M,g) is a smooth closed Riemannian manifold of dimension N ≥ 3.

The next two elementary lemmas result from straightforward calculations.

Lemma A.1. Assume that a, b > 0. It holds that

(a+ b)p − ap = O(bp) for 0 < p ≤ 1, (A.1)

|(a+ b)p − ap| . ap−1b+ bp, |(a+ b)p − ap − bp| . ap−1b+ abp−1 for p ≥ 1, (A.2)

and

(a+ b)p = ap + pap−1b+
p(p− 1)

2
ap−2b21p>2 +O(bp) for p ≥ 1. (A.3)

Lemma A.2. Let Uδ,ξ be the function in (1.7), 0 < δ < r0 small numbers, and ξ ∈ M . For
p > 0, it holds that

∫

Bg
r0

(ξ)
Up
δ,ξdvg .





δ
N−2

2
p if 0 < p < N

N−2 ,

δ
N
2 | log δ| if p = N

N−2 ,

δN−N−2
2

p if p > N
N−2 .
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Lemma A.3. Suppose that 3 ≤ N ≤ 5. Let Vδ,ξ be a bubble-like function defined by (1.13) or
(1.16). For any indices 1 ≤ i 6= j ≤ ν, a fixed number τ > 0, and nonnegative exponents p and
q such that p+ q = 2∗, it holds that

∫

M
Vpδi,ξiV

q
δj ,ξj

dvg .




q
min{p,q}
ij if |p− q| ≥ τ,
q

N
N−2

ij | log qij| if p = q

provided qij in (2.10) small.

Proof. By applying a change of variables, (2.9), and (3.3), and referring to the proof of [3,
(E1)–(E3)] or [23, Proposition B.2], one can derive the above inequality. �

Lemma A.4. Suppose that p > 2. Then we have

∫

M

1

dg(x, z)N−2

(
δi

δ2i + dg(z, ξi)2

) p
2

(dvg)z

.





δ
p
2
i

(
δ2i + dg(x, ξi)

2
)− p−2

2 if 2 < p < N,

δ
N
2
i

(
δ2i + dg(x, ξi)

2
)−N−2

2 log
(
2 + dg(x, ξi)δ

−1
i

)
if p = N,

δ
N− p

2
i

(
δ2i + dg(x, ξi)

2
)−N−2

2 if p > N.

Proof. Refer to [14, Lemma A.7]. �

Lemma A.5. For any a, b ∈ (1, N2 ), δ > 0 small, and ξ ∈M , we have

∫

M

1

dg(x, z)N−2

[(
δ

δ2 + dg(z, ξ)2

)a

1dg(z,ξ)≤
√
δ +

(
δ

δ2 + dg(z, ξ)2

)b

1dg(z,ξ)≥
√
δ

]
(dvg)z

. δ

(
δ

δ2 + dg(x, ξ)2

)a−1

1dg(x,ξ)≤
√
δ + δ

(
δ

δ2 + dg(x, ξ)2

)b−1

1dg(x,ξ)≥
√
δ

and

∫

M

1

dg(x, z)N−2

[(
δ

δ2 + dg(z, ξ)2

)a

1dg(z,ξ)≤ r0
2

+ δa1dg(z,ξ)≥ r0
2

]
(dvg)z

. δ

(
δ

δ2 + dg(x, ξ)2

)a−1

1dg(x,ξ)≤ r0
2

+ δa1dg(x,ξ)≥ r0
2
.

Proof. The above inequalities can be proved as in the proof of [14, Lemma 3.6]. The details are
omitted. �

Lemma A.6. For ξ ∈M and y1, y2 ∈ Br0(0) where r0 > 0 is small enough, it holds that

dg
(

expg
ξ(y1), expg

ξ(y2)
)2

= |y1 − y2|2 +O
((
|y1|2 + |y2|2

)
|y1 − y2|2

)
(A.4)

and

∇y2dg
(

expg
ξ(y1), expg

ξ(y2)
)2

= 2(y2 − y1) +O
((
|y1|2 + |y2|2

)
|y1 − y2|

)
. (A.5)

Proof. Refer to [28, Lemma A.8]. �
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Appendix B. Technical computations

B.1. Proof of Proposition 2.2. We argue by contradiction. Suppose that there exist sequences
of parameters {(δin, ξin)}n∈N, functions {̺n}n∈N, and numbers {c0n}n∈N ⊂ (0, 1] such that δin →
0 and c0n → 1 as n→∞, ‖̺n‖H1(M) = 1 for all n ∈ N,

∫

M

(
u0 +

ν∑

i=1

Vin

)2∗−2

̺
2
ndvg = sup

{∫

M

(
u0 +

ν∑

i=1

Vi

)2∗−2

̺
2
dvg : ‖̺‖H1(M) = 1

}
≥

c0n

2∗ − 1
, (B.1)

and

〈̺n,Vin〉H1(M) =
〈
̺n, Z̃k

in

〉
H1(M)

= 〈̺n, ψm〉H1(M) = 0

for i = 1, . . . , ν, k = 0, 1, . . . , N, m = 1, . . . , L. (B.2)

Here, Vin = χ(dg(·, ξin))Uδin,ξin + (1− χ(dg(·, ξin)))Uδin,0(
r0
2 ), Z̃0

in = δin
∂Vin
∂δin

, and Z̃k
in = δin

∂Vin

∂ξkin
.

By (B.1) and (B.2),

Lg̺n − µn
(
u0 +

ν∑

i=1

Vin
)2∗−2

̺n

=

ν∑

i=1

µinLgVin +

ν∑

i=1

N∑

k=0

µkinLgZ̃k
in +

L∑

m=1

µ̃mnu
2∗−2
0 ψm on M (B.3)

where µn, µin, µ
k
in, µ̃mn ∈ R are Lagrange multipliers. Testing (B.3) with ̺n and applying (B.2),

we arrive at

µn =

[∫

M

(
u0 +

ν∑

i=1

Vin
)2∗−2

̺2ndvg

]−1

∈ [c(ν,N,L), c−1
0n (2∗ − 1)]

where the lower bound c(ν,N,L) is positive and dependent only on ν, N , and L. Hence we may
assume that µn → µ∞ ∈ [c(ν,N,L), c−1

0n (2∗ − 1)] as n→∞.
Let qij,n, Qn, Rij,n be the quantities introduced in (2.10) where (ξi, ξj , δi, δj) is replaced with

(ξin, ξjn, δin, δjn). We present the rest of the proof by dividing it into four steps.

Step 1. We claim that

ν∑

i=1

|µin|+
ν∑

i=1

N∑

k=0

|µkin|+
L∑

m=1

|µ̃mn| = o(1) (B.4)

where o(1)→ 0 as n→∞. To prove it, we argue as in the proof of Lemma 2.6.

Firstly, we test (B.3) with Vjn for j ∈ {1, . . . , ν} and employ (B.2) to get

−µn
∫

M

(
u0 +

ν∑

i=1

Vin
)2∗−2

̺nVjndvg =

〈 ν∑

i=1

µinVin +
ν∑

i=1

N∑

k=0

µkinZ̃k
in +

L∑

m=1

µ̃mnψm,Vjn
〉

H1(M)

.

Thus we infer from Lemma 2.1 and (2.30) that

|µn|O
(
Qn + max

ℓ
δ

N−2
2

ℓn

)
= |µjn|

∫

RN

U2∗ +

(
|µjn|+

N∑

k=0

|µkjn|
)
o
(
δ

N−2
2

jn

)
+

L∑

m=1

|µ̃mn|O
(
δ

N−2
2

jn

)

+



∑

i 6=j

|µin|+
∑

i 6=j

N∑

k=0

|µkin|


 ·
[
O(Qn) + o

(
max

ℓ
δ

N−2
2

ℓn

)]
(B.5)

as n→∞.
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Secondly, by testing (B.3) with Z̃q
jn for any j ∈ {1, . . . , ν} and q ∈ {0, 1, . . . , N}, we deduce

|µqjn|
(∫

RN

|∇Zq|2 + o(1)

)
= o(1)




ν∑

i=1

|µin|+
∑

(i,k)6=(j,q)

|µkin|+
L∑

m=1

|µ̃mn|


+ o(1). (B.6)

Finally, we test (B.3) with ψs for s ∈ {1, . . . , L}. According to Lemma 2.1, (2.7) and (2.33),
it holds that

|µ̃sn|
∫

M
u2

∗−2
0 ψ2

sdvg = O
(

max
ℓ
δ

N−2
2

ℓn

)[ ν∑

i=1

|µin|+
ν∑

i=1

N∑

k=0

|µkin|
]

+O
(

max
ℓ
δ

N−2
2

ℓn

)
. (B.7)

Claim (B.4) now follows from (B.5), (B.6) and (B.7).

Step 2. We assert that
{
̺n ⇀ 0 weakly in H1(M),

̺n → 0 strongly in Lp(M) for p ∈ (1, 2∗)
as n→∞. (B.8)

Since ‖̺n‖H1(M) = 1, there exists ̺∞ ∈ H1(M) such that
{
̺n ⇀ ̺∞ weakly in H1(M),

̺n → ̺∞ strongly in Lp(M) for p ∈ (1, 2∗)
as n→∞,

up to a subsequence. Given any ϕ ∈ C∞(M), we test (B.3) with ϕ and take the limit n → ∞.
As in (2.33), we can derive

∫

M

[(
u0 +

ν∑

i=1

Vin
)2∗−2

− u2∗−2
0

]
̺nϕdvg = o(1).

This fact, (B.2), and (B.4) imply

Lg̺∞ = µ∞u
2∗−2
0 ̺∞ on M and 〈̺∞, ψm〉H1(M) = 0 for m = 1, . . . , L,

which together with the non-degeneracy of u0 and µ∞ ∈ [c(ν,N,L), 2∗ − 1] yields ̺∞ = 0 on M .
This proves the assertion.

Step 3. For a fixed index j ∈ {1, . . . , ν}, let

˜̺jn(y) = δ
N−2

2
jn χ(δjn|y|)̺n

(
expg

ξjn
(δjny)

)
for any y ∈ R

N

provided n ∈ N large enough. We claim that
{

˜̺jn ⇀ 0 weakly in Ḣ1(RN ),

˜̺jn → 0 strongly in Lp
loc(R

N ) for p ∈ (1, 2∗)
as n→∞. (B.9)

Because ‖̺n‖H1(M) = 1, the set { ˜̺jn}n∈N is bounded in Ḣ1(RN ). By passing to a subsequence,

we may assume that ˜̺jn ⇀ ˜̺j∞ weakly in Ḣ1(RN ) and ˜̺jn → ˜̺j∞ strongly in Lp
loc(R

N ) for all

p ∈ (1, 2∗). Given a function ϕ ∈ C∞
c (RN ), we set

ϕ̃jn(x) = χ(dg(x, ξjn))δ
2−N

2
jn ϕ

(
δ−1
jn

(
expg

ξjn

)−1
(x)
)

for x ∈M.

Testing (B.3) with ϕ̃jn, we obtain

∫

M

[
〈∇g̺n,∇gϕ̃jn〉g + κNRg̺nϕ̃jn − µn

(
u0 +

ν∑

i=1

Vin
)2∗−2

̺nϕ̃jn

]
dvg
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=

〈 ν∑

i=1

µinVin +

ν∑

i=1

N∑

k=0

µkinZ̃k
in +

L∑

m=1

µ̃mnψm, ϕ̃jn

〉

H1(M)

. (B.10)

It holds that ‖ϕ̃jn‖H1(M) ≤ C, so




∫

M
V2∗−2
jn ̺nϕ̃jndvg =

∫

{|y|≤ r0
2δjn

}
U2∗−2 ˜̺jnϕ+O

(
δ2jn

)
=

∫

RN

U2∗−2 ˜̺j∞ϕ+ o(1),

∫

M
u2

∗−2
0 ̺nϕ̃jndvg ≃ δ2jn

∫

supp(ϕ)
u2

∗−2
0 (expg

ξjn

(
δjny)

)
(˜̺jnϕ)(y)dy = o(1).

Also, if dg(ξin, ξjn) < r0
4 , then

∣∣∣∣
∫

M
V2∗−2
in ̺nϕ̃jndvg

∣∣∣∣ .
∥∥∥∥∥

[
δ

N−2
2

jn Vin
(

expg
ξjn

(
δjn ·

))]2∗−2
∥∥∥∥∥
L

2N
N+2 (supp(ϕ))

= o(1) for i 6= j,

because
(
δjn
δin

) 4N
N+2

∫

supp(ϕ)

dy
(
1 + δ−2

in

∣∣δjny −
(

expg
ξjn

)−1
(ξin)

∣∣2) 4N
N+2

≃
(
δjn
δin

) 4N
N+2

−N ∫
{
|y+δ−1

in (expg
ξjn

)−1(ξin)|.δ−1
in δjn

}
dy

(1 + |y|2)
4N
N+2

.





(
δjn
δin

) 4N
N+2

if lim
n→∞

δjn
δin

= 0,

(
δjn
δin

) 4N
N+2

−N

+

(
δjn
δin

)− 4N
N+2

if lim
n→∞

δjn
δin

=∞,

R
− 8N

N+2

ij,n if lim
n→∞

δjn
δin
∈ (0,∞)

= o(1).

If dg(ξin, ξjn) ≥ r0
4 , then
∣∣∣∣
∫

M
V2∗−2
in ̺nϕ̃jndvg

∣∣∣∣ . δ2in

∫

M
|̺nϕ̃jn|dvg = o(1) for i 6= j.

Therefore, a reasoning analogous to (2.30) demonstrates
∫

M

(
u0 +

ν∑

i=1

Vin
)2∗−2

̺nϕ̃jndvg =

∫

RN

U2∗−2 ˜̺j∞ϕ+ o(1)

as n→∞.
On the other hand, it is plain to verify that

∫

M

(
〈∇g̺n,∇gϕ̃jn〉g + κNRg̺nϕ̃jn

)
dvg =

∫

RN

∇ ˜̺j∞ · ∇ϕ+ o(1),

while Lemma 2.1 and (B.4) guarantee
∣∣∣∣∣

〈 ν∑

i=1

µinVin +
ν∑

i=1

N∑

k=0

µkinZ̃k
in +

L∑

m=1

µ̃mnψm, ϕ̃jn

〉

H1(M)

∣∣∣∣∣

.

[
ν∑

i=1

|µin|+
ν∑

i=1

N∑

k=0

|µkin|+
L∑

m=1

|µ̃mn|
]
‖ϕ‖H1(M)

[
‖U‖L2∗ (RN ) + ‖Zk‖Ḣ1(RN ) + ‖ψm‖H1(M)

]
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= o(1).

Sending n→∞ in (B.10), we observe from (B.2) that



−∆˜̺j∞ = µ∞U

2∗−2 ˜̺j∞ in R
N , ˜̺j∞ ∈ Ḣ1(RN ),∫

RN

∇ ˜̺j∞ · ∇U =

∫

RN

∇ ˜̺j∞ · ∇Zk = 0 for all k = 0, . . . , N.

Because U is an extremizer of the Sobolev embedding (see (1.5)), ˜̺j∞ = 0 on M as claimed.

Step 4. We prove that

lim
n→∞

∫

M

(
u0 +

ν∑

i=1

Vin
)2∗−2

̺2ndvg = 0. (B.11)

This contradicts (B.1), so (2.12) must be valid.

We have
∫

M

(
u0 +

ν∑

i=1

Vin
)2∗−2

̺2ndvg .

∫

M
u2

∗−2
0 ̺2ndvg +

ν∑

i=1

∫

M
V2∗−2
in ̺2ndvg.

On the other hand, (B.8) gives ∫

M
u2

∗−2
0 ̺2ndvg = o(1).

Also, we know from (B.9) that ˜̺2in ⇀ 0 weakly in L
N
2 (RN ), so

∫

M
V2∗−2
in ̺2ndvg .

∫

RN

U2∗−2 ˜̺2in +O(δ2in)‖̺n‖2H1(M) = o(1).

Consequently, (B.11) follows.

B.2. Derivation of (2.40) and (3.27). We derive two estimates (2.40) and (3.27) appearing in
the proofs of Lemmas 2.8 and 3.7, respectively. In this subsection, we write dij = dg(ξi, ξj), and
yij = (expg

ξi
)−1(ξj)/δi whenever it is well-defined.

Proof of (2.40). It suffices to check that
∫
M V2

∗−2
i Vjdvg = o(Q) for 1 ≤ i 6= j ≤ ν. There are

three possibilities:

Case 1. (Rij =
dij√
δiδj

): It holds that dij ≥ δi and (
√
δiδj/dij)

N−2 ≃ qij ≤ Q. Taking x = ξj

and p = 4 in Lemma A.4, one confirms that

∫

M
V2∗−2
i Vjdvg .





δiδ
1
2
j d

−1
ij if N = 3

δ2i δjd
−2
ij log

(
2 + dijδ

−1
i

)
if N = 4

δ2i δ
3
2
j d

−2
ij if N = 5





= o(Q).

Case 2. (Rij =
√

δi
δj
): It holds that dij ≤ δi, i.e., |yij | ≤ 1 and (

δj
δi

)
N−2

2 ≃ qij ≤ Q. By (A.4),

∫

M
V2∗−2
i Vjdvg .

∫

Bg
r0/2

(ξi)

(
δi

δ2i + dg(x, ξi)2

)2
(

δj
δ2j + dg(x, ξj)2

)N−2
2

(dvg)x +O
(
δ2i δ

N−2
2

j

)

. δ
N−2

2
j

∫

{|y|≤ r0
2δi

}

1

(1 + |y|2)2
dy

[(
δj
δi

)2 + |y − yij|2]
N−2

2

+O
(
δ2i δ

N−2
2

j

)
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. δ
N−2

2
j

(
1 +

∫ r0
δi

2
t−3dt

)
+O

(
δ2i δ

N−2
2

j

)
≃ δ

N−2
2

j = o(Q).

Case 3. (Rij =
√

δj
δi
): It holds that dij ≤ δj and ( δi

δj
)
N−2

2 ≃ qij ≤ Q. Hence

∫

M
V2∗−2
i Vjdvg .

δN−2
i

δ
N−2

2
j

∫

{|y|≤ r0
2δi

}

1

(1 + |y|2)2
dy

[1 + ( δi
δj
|y − yij|)2]

N−2
2

+O
(
δ2i δ

N−2
2

j

)

.
δN−2
i

δ
N−2

2
j

(
1 +

∫ r0
δi

1
tN−5dt

)
+O

(
δ2i δ

N−2
2

j

)
= o(Q).

Consequently, (2.40) is proved. �

Proof of (3.27). Recall that N = 3. For indices 1 ≤ i 6= j ≤ ν, there are three possibilities:

Case 1. (Rij =
dij√
δiδj

): We consider two subcases separately.

Subcase 1-1. (dij ≥ 3r0
4 ): We have

J6 . δ
3
2
i δ

1
2
j

∫

{|y|≤ dij
2δi

}

dy

(1 + |y|2)
3
2 |y|

. δiQ.

Subcase 1-2. (dij ≤ 3r0
4 ): If dg(x, ξi) ≤ dij/2, then dg(x, ξj) ≥ dij/2. Also, if dg(x, ξi) ≥ 2dij ,

then dg(x, ξj) ≥ dg(x, ξi)/2. Thus

J6 .



∫

Bg
dij/2

(ξi)
+

∫

Bg
dij/2

(ξj)


 δ

5
2
i

(δ2i + dg(x, ξi)2)
3
2dg(x, ξi)

δ
1
2
j

(δ2j + dg(x, ξj)2)
1
2

(dvg)x

+




∫
(
Bg

2dij
(ξi)\Bg

dij/2
(ξi)
)

∩
(
Bg

dij/2
(ξj)
)c

+

∫
(
Bg

r0/2
(ξi)\Bg

2dij
(ξi)
)

∩
(
Bg

dij/2
(ξj)
)c




δ
5
2
i δ

1
2
j

dg(x, ξi)4dg(x, ξj)
(dvg)x

.
δ

3
2
i δ

1
2
j

dij

∫

{|y|≤ dij
2δi

}

dy

(1 + |y|2) 3
2 |y|

+
δ

5
2
i δ

5
2
j

d4ij

∫

{|y|≤ dij
2δj

}

dy

(1 + |y|2)
1
2

+
δ

5
2
i δ

1
2
j

dij

∫

{ dij
2

≤|y|≤2dij}

dy

|y|4 + δ
5
2
i δ

1
2
j

∫

{2dij≤|y|≤ r0
2
}

dy

|y|5

.
δ

3
2
i δ

1
2
j

dij
. δiQ

where we employed dij ≥ max{δi, δj} for the third inequality.

Case 2. (Rij =
√

δi
δj
): We have

J6 . δ
1
2
i δ

1
2
j

∫

{|y|≤ r0
2δi

}

1

(1 + |y|2)
3
2 |y|

dy

[(
δj
δi

)2 + |y − yij|2]
1
2

. δ
1
2
i δ

1
2
j

(
1 +

∫ r0
δi

2
t−3dt

)
. δiQ.
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Case 3. (Rij =
√

δj
δi
): We have

J6 .
δ

3
2
i

δ
1
2
j

∫

{|y|≤ r0
2δi

}

1

(1 + |y|2)
3
2 |y|

dy

[1 + ( δi
δj
|y − yij|)2]

1
2

.
δ

3
2
i

δ
1
2
j

(
1 +

∫ r0
δi

2
t−2dt

)
. δiQ.

As a result, (3.27) holds. �

B.3. Potential analysis. Lemma 4.2 is based on the following linear theory. It also has an
analogous result for the case u0 = 0, which is crucial in the proof of Lemma 4.8.

Definition B.1. Given two functions

V (x) =

(
δ21

δ21 + dgξ1 (x, ξ1)2

)
1dgξ1 (x,ξ1)≤

√
δ1

+ δ1

(
δ1

δ21 + dgξ1 (x, ξ1)2

)N−4
2

1dgξ1 (x,ξ1)≥
√
δ1

and

W (x) =

(
δ1

δ21 + dgξ1 (x, ξ1)2

)2

1dgξ1 (x,ξ1)≤
√
δ1

+

(
δ1

δ21 + dgξ1 (x, ξ1)2

)N−2
2

1dgξ1 (x,ξ1)≥
√
δ1

for x ∈M where gξ1 = Λ
4/(N−2)
ξ1

g, we define two weighted L∞(M)-norms ‖ · ‖∗ and ‖ · ‖∗∗ by

‖ρ̃0‖∗ = sup
x∈M
|ρ̃0(x)|V (x)−1 and ‖h̃‖∗∗ = sup

x∈M
|h̃(x)|W (x)−1.

Proposition B.2. Assume that N ≥ 6 and u0 > 0 is non-degenerate. Let V1 and Z̃k
1 for

k = 0, . . . , N be functions in Subsection 4.1. Given any h̃ with ‖h̃‖∗∗ < ∞, there exist unique
ρ̃0 ∈ H1(M) and c̃0, c̃1, . . . , c̃N ∈ R satisfying





Lgρ̃0 − (2∗ − 1)(u0 + V1)2
∗−2ρ̃0 = h̃+

N∑

k=0

c̃kLgZ̃k
1 on M,

〈
ρ̃0, Z̃k

1

〉
H1(M)

= 0 for k = 0, 1, . . . , N

(B.12)

as well as

‖ρ̃0‖∗ . ‖h̃‖∗∗ and
N∑

k=0

|c̃k| . δ
N−2

2
1 ‖h̃‖∗∗. (B.13)

Proof. The existence of ρ̃0 will follow from the standard argument once (B.13) is established.

To show the first inequality of (B.13), we argue by contradiction. If it is false, there exist

sequences {ρ̃0n}n∈N, {h̃n}n∈N, {(δ1n, ξ1n)}n∈N ⊂ (0,∞) ×M , {Vδ1n,ξ1n}n∈N, and {c̃kn}n∈N ⊂ R

for k = 0, . . . , N satisfying (B.12),

‖ρ̃0n‖∗ = 1 for all n ∈ N, and δ1n + ‖h̃n‖∗∗ → 0 as n→∞.
Let V1n = Vδ1n,ξ1n , Z̃0

1n = δ1n
∂V1n
∂δ1n

, and Z̃k
1n = δ1n

∂V1n

∂ξk1n
for k = 1, . . . , N . For simplicity, we drop

the subscript n in Steps 1 and 2.

Step 1. Let us prove that

N∑

k=0

|c̃k| . δ
N−2

2
1 ‖h̃‖∗∗ + δ

N+2
2

1 | log δ1|‖ρ̃0‖∗. (B.14)



52 HAIXIA CHEN AND SEUNGHYEOK KIM

Indeed, testing the first equation in (B.12) by Z̃ l
1 for l = 0, . . . , N , we obtain

〈 N∑

k=0

c̃kZ̃k
1 , Z̃ l

1

〉

H1(M)

=

∫

M

[
Lgρ̃0 − (2∗ − 1)(u0 + V1)2

∗−2ρ̃0

]
Z̃ l
1dvg −

∫

M
h̃Z̃ l

1dvg.

By direct computations,
∫

M

∣∣∣LgZ̃ l
1 − (2∗ − 1)V2∗−2

1 Z̃ l
1

∣∣∣V dvg . δ
N+2

2
1 .

Hence, using |Z̃ l
1| . U

gξ1
1 , we have

∣∣∣∣
∫

M

[
Lgρ̃0 − (2∗ − 1)(u0 + V1)2

∗−2ρ̃0

]
Z̃ l
1dvg

∣∣∣∣

.

∫

M

∣∣∣u2
∗−2

0 Z̃ l
1ρ̃0

∣∣∣ dvg + ‖ρ̃0‖∗
∫

M

∣∣∣LgZ̃ l
1 − (2∗ − 1)V2∗−2

1 Z̃ l
1

∣∣∣V dvg . δ
N+2

2
1 | log δ1|‖ρ̃0‖∗.

Additionally, ∣∣∣∣
∫

M
h̃Z̃ l

1dvg

∣∣∣∣ . δ
N−2

2
1 ‖h̃‖∗∗.

Since 〈Z̃k
1 , Z̃ l

1〉H1(M) = cδkl + o(1) for some constant c > 0, (B.14) follows.

Step 2. We claim that

|ρ̃0(x)|V (x)−1 . ‖h̃‖∗∗ +
δ21

δ21 + dgξ1 (x, ξ1)2
log

(
2 +

dgξ1 (x, ξ1)

δ1

)
+ δ21 | log δ1|‖ρ̃0‖∗. (B.15)

Owing to the non-degeneracy of u0, there exists the unique Green’s function G0 of Lg − (2∗ −
1)u2

∗−2
0 . From [38] with the boundedness of u0, we know

|G0(x, z)| . 1

dg(x, z)N−2
.

1

dgξ1 (x, z)N−2

and so

|ρ̃0(x)| .
∫

M

1

dgξ1 (x, z)N−2

∣∣∣∣∣
[
(u0 + V1)2

∗−2 − u2∗−2
0

]
ρ̃0 + h̃+

N∑

k=0

c̃kLgZ̃k
1

∣∣∣∣∣ (z)(dvg)z (B.16)

for x ∈ M . Let us analyze the right-hand side of (B.16). Making use of ‖ρ̃0‖∗ = 1 and Lemma
A.5, we get
∫

M

1

dgξ1 (x, z)N−2

∣∣∣
[
(u0 + V1)2

∗−2 − u2∗−2
0

]
ρ̃0

∣∣∣ (z)(dvg)z

.

∫

M

1

dgξ1 (x, z)N−2

(
V2∗−2
1 V

)
(z)(dvg)z .

δ21
δ21 + dgξ1 (x, ξ1)2

log

(
2 +

dgξ1 (x, ξ1)

δ1

)
V (x)

and ∫

M

1

dgξ1 (x, z)N−2
|h̃(z)|(dvg)z . ‖h̃‖∗∗V (x).

Also, since ∣∣∣
(
LgZ̃k

1

)
(z)
∣∣∣ . Ugξ1

1 (z) +
(
Ugξ1
1

)2∗−1
(z) for z ∈M, (B.17)
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we see from Lemma A.4 and (B.14) that

∫

M

1

dgξ1 (x, z)N−2

∣∣∣∣∣

N∑

k=0

c̃k

(
LgZ̃k

1

)
(z)

∣∣∣∣∣ (dvg)z .
(
‖h̃‖∗∗ + δ21 | log δ1|‖ρ̃0‖∗

)
V (x).

Thus (B.15) holds.

Step 3. Since ‖ρ̃0n‖∗ = 1, there exists x∗n ∈M such that

|ρ̃0n(x∗n)|Vn(x∗n)−1 ≥ 1
2 for all n ∈ N.

This together with (B.15) guarantee that dgξ1n (x∗n, ξ1n) . δ1n.

Step 4. Given a cut-off function χ ∈ C∞
c ([0,∞)) satisfying (1.6), we define

ρ̂0n(y) = χ(δ1n|y|)ρ̃0n
(

exp
gξ1n
ξ1n

(δ1ny)
)

for y ∈ R
N .

If we write y∗n := δ−1
1n (exp

gξ1n
ξ1n

)−1(x∗n), then |y∗n| . 1,

|ρ̂0n(y)| ≤ ‖ρ̃0n‖∗χ(δ1n|y|)Vn
(

exp
gξ1n
ξ1n

(δ1ny)
)
. 1,

and

|ρ̂0n(y∗n)| & χ(δ1n|y∗n|)Vn
(

exp
gξ1n
ξ1n

(δ1ny
∗
n)
)
& 1.

By standard elliptic regularity theory, there exist ρ̂0∞ ∈ Ḣ1(RN ) and y∗∞ ∈ R
N such that

ρ̂0n → ρ̂0∞ in C1,η
loc (RN ) as n→∞ for some η ∈ (0, 1) (B.18)

and

y∗n → y∗∞ as n→∞ where |ρ̂0∞(y∗∞)| & 1 and |y∗∞| . 1, (B.19)

along a subsequence. It follows from (1.15) and 〈ρ̃0n, Z̃k
1n〉H1(M) = 0 that

∫

RN

∇ρ̂0∞ · ∇Zk = 0 for k = 0, 1, . . . , N. (B.20)

Besides, one can verify that

δ21nκNRg

(
exp

gξ1n
ξ1n

(δ1ny)
)
ρ̂0n(y)→ 0 (by (B.18)),

δ21n(u0 + V1n)2
∗−2
(

exp
gξ1n
ξ1n

(δ1ny)
)
ρ̂0n(y)→

(
U2∗−2ρ̂0∞

)
(y) (by (B.18) and u0 ∈ L∞(M)),

δ21n

N∑

k=0

c̃kn

(
LgZ̃k

1n

) (
exp

gξ1n
ξ1n

(δ1ny)
)
→ 0 (by (B.14) and (B.17)),

and

δ21nh̃n
(

exp
gξ1n
ξ1n

(δ1ny)
)
→ 0 (by ‖h̃n‖∗∗ → 0)

uniformly in compact sets of RN as n→∞. Therefore, passing the equation of ρ̂0n to the limit
yields

−∆ρ̂0∞ = (2∗ − 1)U2∗−2ρ̂0∞ in R
N .

By (B.20), we conclude that ρ̂0∞ = 0, which is impossible in view of (B.19). As a consequence,
the first inequality of (B.13) must hold. The second inequality of (B.13) immediately follows
from it and (B.14). �
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