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Abstract

Subgraph federated learning (subgraph-FL) is a
new distributed paradigm that facilitates the collab-
orative training of graph neural networks (GNNs)
by multi-client subgraphs. Unfortunately, a sig-
nificant challenge of subgraph-FL arises from sub-
graph heterogeneity, which stems from node and
topology variation, causing the impaired perfor-
mance of the global GNN. Despite various stud-
ies, they have not yet thoroughly investigated the
impact mechanism of subgraph heterogeneity. To
this end, we decouple node and topology varia-
tion, revealing that they correspond to differences
in label distribution and structure homophily. Re-
markably, these variations lead to significant dif-
ferences in the class-wise knowledge reliability of
multiple local GNNs, misguiding the model aggre-
gation with varying degrees. Building on this in-
sight, we propose topology-aware data-free knowl-
edge distillation technology (FedTAD), enhancing
reliable knowledge transfer from the local model
to the global model. Extensive experiments on six
public datasets consistently demonstrate the supe-
riority of FedTAD over state-of-the-art baselines.

1 Introduction

Graph neural networks (GNNs) have emerged as a promis-
ing machine learning paradigm on structured data, exhibit-
ing remarkable performance across diverse Al applications,
such as social recommendation [Guo and Wang, 2020] and
financial analysis [Yang er al., 2021]. However, most exist-
ing GNNs presuppose centralized data storage, which grants
a single user or institution access to the entire graph for train-
ing. This vulnerable assumption does not apply to many real-
world scenarios, as a domain-specific graph may consist of
multiple subgraphs, each constrained to be locally accessed
due to competition and privacy concerns. For instance, each
financial institution constructs its transaction network without
sharing privacy-sensitive data with others [Fu et al., 2022].
Consequently, training powerful GNNs using collective intel-

ligence becomes challenging in such distributed scenarios.
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To this end, federated graph learning (FGL), the concept of
integrating federated learning (FL) with graphs is proposed.
Especially, the instance of FGL on a semi-supervised node
classification paradigm is known as subgraph-FL. In each
training round of this federated setting, each client utilizes
its privately stored subgraph to train the local model indepen-
dently. Then, these local models are uploaded to a trusted
central server and aggregated into a global model, which will
be broadcast to local clients for the next training round. In
the aforementioned multi-client collaborative training pro-
cess, FedAvg [McMahan et al., 2017] serves as a simple yet
effective method, accomplishing global model aggregation by
quantifying the sizes of data samples across multiple clients.

Despite extensive study of subgraph-FL, inherent differ-
ences in data collection methods often lead to multi-client
data variation [Xie er al., 2021], leading to a decline in the
model performance, referred to as the subgraph heterogene-
ity [Baek et al., 2023]. Unlike data heterogeneity in conven-
tional FL, subgraph heterogeneity arises from both nodes and
topology, as shown in Fig. 1(a). As a result, the conventional
federated optimization strategies fail at addressing subgraph
heterogeneity (e.g., FedProx [Li ef al., 2020] for Non-iid la-
bel distributions) due to the emission of topology. To this end,
Fed-PUB [Baek et al., 2023] measures subgraph similarity
for personalized aggregation. FedGTA [Li er al., 2023] intro-
duce graph mixed moments for topology-aware aggregation.
FedSage+[Zhang et al., 2021] and FedGNN[Wu et al., 2021]
aspire to reconstruct potential missing edges among clients,
representing an implicit resolution to subgraph heterogeneity
by aligning local optimization objectives at the data level. De-
spite the considerable efforts of subgraph heterogeneity, they
still have the following limitations.

L1: Lack of in-depth exploration. The impact mecha-
nisms of subgraph heterogeneity from the independent roles
of node and topology variation are ambiguous. Solution: we
empirically investigate and decouple node and topology vari-
ation among clients, revealing that they correspond to the dif-
ference in label distributions and class-wise homophily (i.e.,
for a specific class of nodes, the preference of them and their
neighbors with similar attributes). These variations lead to
different class-wise knowledge reliability. Specifically, for a
specific label, the local model trained with a local subgraph
that has numerous nodes with this label and exhibits strong
class-wise homophily has a reliable prediction.



L2: Sub-optimal model aggregation in subgraph-FL.
Due to the local training process encoding patterns of lo-
cal subgraph into parameters of the local model, class-wise
knowledge with different reliability is implicitly contained in
these parameters. As a result, the server-side model aggre-
gation is inevitably misled by unreliable class-wise knowl-
edge. Solution: we propose FedTAD, as a topology-aware
data-free knowledge distillation strategy, which fully consid-
ers the differences in the reliability of class-wise knowledge
among local GNNs to improve subgraph-FL. Specifically, on
the Client side, FedTAD first utilizes topology-aware node
embeddings to measure the reliability of class-wise knowl-
edge. Then, on the Server side, FedTAD employs a gener-
ator to model the input space and generates a pseudo graph
for transferring reliable knowledge from the multi-client lo-
cal model to the global model. Remarkably, FedTAD can be
viewed as a hot-plugging strategy for any FL optimization
strategy, aiming to correct the global model misled by unreli-
able knowledge during multi-client model aggregation.

Our contributions. (1) New Observation. To the best
of our knowledge, this paper is the first to investigate the
subgraph heterogeneity by decoupling multi-client node and
topology variation, providing valuable empirical analysis. (2)
New Method. We propose FedTAD, which can serve as a hot-
plugging post-processor for existing federated optimization
strategies, achieving reliable knowledge transfer and allevi-
ating the negative impact of unreliable class-wise knowledge
caused by subgraph heterogeneity. (3) SOTA Performance.
Extensive experiments on six datasets demonstrate that Fed-
TAD outperforms existing baselines (up to 5.3% higher), and
improves various state-of-the-art FGL optimization strategies
(up to 4.9% performance boost).

2 Preliminaries

Graph Neural Networks. Consider an undirected graph
G = (V,€) with V as the node-set and £ as the edge-set.
Each node v; € V has a F'-dimensional attribute vector x;
and a label y;. The adjacency matrix (including self-loops) is
A e RV*N_ N/(v;) represents the neighbor nodes set of node
v;. Building upon this, most GNNs can be subsumed into
the deep message-passing framework [Gilmer er al., 2017],
which obtains a representation of the current node by recur-
sively aggregating and transforming the representations of its
neighbors. Specifically, the representation of node v; at the
[-th layer is denoted as hé“ and is computed as follows:

hi*! = UPD(h, AGG({Rh! : v; e N(v;)})), (D)

where hY = x;, hli is the representation of node v; in the [-th
(previous) layer, AGG(-) aggregates the neighbor represen-
tations, and UPD(-, -) updates the representation of the cur-
rent node using its representation and the aggregated neigh-
bor representation at the previous layer.

Subgraph Federated Learning. In subgraph-FL, the k-th
client has an undirected subgraph G = (V, &) of an im-
plicit global graph G, = (V,,&,) (e, Vi € Vg, & C &y).
Each node v; € Vi has an attribute vector m}c and a label

yi. Typically, the training process of the ¢-th communica-
tion round in subgraph-FL with FedAvg aggregation strat-
egy can be described as follows: (i) Client Selection: Ran-
domly select a set of clients S; based on a certain probabil-
ity for this round of subgraph-FL. (ii) Local Update: Each
selected client (e.g., the k-th) downloads the parameters of
the global GNN @' and performs local training on its pri-
vate subgraph G}, to minimize £(G}), where L(Gy,) is the
task loss for semi-supervised node classification on subgraph
Gy (iii) Global Aggregation: The server collects the param-
eters of the local GNNs {w }kes, to perform parameter ag-
gregation concerning the number of training instances, i.e.,
w' =3 ks, %wfe, where N denotes the total number of
nodes for all selected clients.

Class-wise Homophily. Various GNN research [Zhu et al.,
2020; Sun er al., 2023] has discussed the graph homophily
(i.e., for an entire graph, the preference of connected nodes
with similar attributes). However, this paper focuses on a
more fine-grained issue: class-wise graph homophily (i.e.,
for a specific class of nodes, the preference of them and
their neighbors with similar attributes). We contend that lo-
cal GNNs offer more reliable predictions for classes with
higher class-level homophily, providing effective guidance
for subgraph-FL. Details are presented in Section 3.

3 Empirical Investigation

In this section, we delve into subgraph heterogeneity by sep-
arating node and topology entanglement. We first apply the
average assignment-based Louvain algorithm [Blondel et al.,
2008] to split the Cora dataset [Yang er al., 2016] into three
subgraphs, aligning with the strategy in FedSage+ [Zhang
et al., 2021]. Before being distributed to clients, these sub-
graphs are modified to decouple the node and topology vari-
ation, which are detailed in Fig. 1(b). (i) Node variation.
Removing edges to mitigate topology variation effects. (ii)
Topology variation. Clients share the nodes of subgraph 1,
eliminating node variation, while the topology is perturbed by
randomly adding edges. Then, we conduct subgraph-FL us-
ing GCN and FedAvg, comparing global GNN performance
with/without Client 1 participation.

Node Variation. Essentially, node variation can be re-
garded as the data heterogeneity in conventional FL, mani-
fested as label Non-independent identical distribution (Non-
iid). Node heterogeneity and the performance of two global
models (with/without Client 1 participation) are depicted in
Fig. 1(c) and (d). Notably, client 1 predominantly collects
nodes of classes 2 and 3, while other class nodes are scarce on
Client 1. Consequently, global model performance is notably
improved for classes 2 and 3 with Client 1 participation, but
it declines to some extent for other classes. Thus, we argue
that the node variation leads to differences in the reliability of
class-wise knowledge. Observation 1. For a specific class,
local GNN trained with a larger number of nodes corresponds
to more reliable knowledge.

Topology Variation. Building on the previous exploration,
where node variation influences class-level knowledge relia-
bility within local GNNs, we assume that topology variation
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Figure 1: (a) Illustration of subgraph heterogeneity. G1 and G exhibit different node label distributions (i.e., node variation); G2 and Gz
have the same node label distributions but significant differences in topological properties (i.e., topology variation). (b) Two data simulation
methods of our empirical study. (c) Upper: label distribution under the node variation scenario, the deeper color corresponds to a larger
number of nodes; Lower: class-wise homophily distribution under the topology variation scenario, the deeper color corresponds to a stronger
class-wise homophily. (d) Performance of global models with/without Client 1 participation under the node variation scenario (upper) and

the topology variation scenario (lower).

may yield similar effects. Yet, a critical challenge is properly
mapping the intricate topology into class-level distribution.
Referring to a previous study [Zhu er al., 2020], GNNs gener-
ally exhibit improved performance when dealing with graphs
characterized by higher homophily. Intuitively, we assume
that GNNs offer more reliable class-wise knowledge when
the majority of nodes within that class exhibit stronger local
homophily. Consequently, we adapt the edge homophily ratio
[Zhu et al., 2020] to quantify class-wise homophily. Specif-
ically, consider a graph G = (V, &) with node label y; for
each node v; € V, we use ¢(c) to denotes the class-wise
homophily on class ¢, which is computed as:
_ H(wpsvg): (vp,vg) €EN (Yp = cAyq =)}
(c)= , — — @
[{(vp,vq) 1 (Vp,v) €EEN(yp =cVyg =)}
Fig. 1(c) and (d) display the class-wise homophily distribu-
tion of three clients and the performance of two global mod-
els (with/without Client 1 participation). Notably, Client 1
exhibits weak class-wise homophily in class 3 but strong ho-
mophily in other classes. Global model performance for class
3 declines with Client 1 participation but improves for other
classes. We assert that topology variation corresponds to dif-
ferences in class-wise homophily and also leads to variations
in the reliability of class-wise knowledge. Observation 2.
For a specific class, local GNN trained with stronger class-
wise homophily corresponds to more reliable knowledge.

4 Methodology

4.1 Overview

The overview of our proposed FedTAD is depicted in Fig.2.
On the Client side, each client computes topology-aware
node embeddings to measure class-wise knowledge reliabil-
ity, which is then uploaded to the server. On the Server side,
guided by the class-wise knowledge reliability, FedTAD gen-
erates a pseudo graph for transferring reliable knowledge
from multi-client local models to the global model.

4.2 Class-wise Knowledge Reliability Measuring

To obtain reliable knowledge from clients, our key insight is
that the reliability of local models for specific label predic-

tions depends on their local subgraph (i) a large number of
corresponding labeled nodes and (ii) strong class-wise graph
homophily. However, the existence of unlabeled nodes hin-
ders access to class-wise graph homophily. To this end, we
introduce a topology-aware node embedding, which charac-
terizes a node with its original feature and local topological
structure. Afterward, we assess the class-wise knowledge re-
liability by quantifying the similarity in topology-aware node
embeddings between labeled nodes and their neighbors.
Topology-aware Node Embedding. We obtain the topol-
ogy embedding of each labeled node ¢ based on the graph
diffusion [Tong et al., 2006], which is defined as:

h[o% = [T}, T, ... T"] € R?, 3)
where T = AD™' represents the random walk transition
matrix, D represents the degree matrix (i.e., d; = Z?zl a;;).
By combining different walking distances {1,...,p}, the
topology embedding captures rich structural information.
Then, the topology-aware node embedding of v; can be ob-
tained by concatenating the node features x; and hiTOPO:

h?YB _ miHh’irOP0~ (4)
Class-wise Knowledge Reliability. Building upon the

above conceptions, for a specific class ¢, the class-wise
knowledge reliability is formally defined as:

Zvj eN (vi) S(h?YB’ h‘I;'IYB)

b= D 7 NS
v; evlabeled | (Ui ) |
where s(-,-) represents the cosine similarity. Intuitively,

Eq. (5) considers both the label and structure distribution, as
the V'aled term performs the summation of labeled nodes of
the same class, and the 3°, c\r(,,) s(hiY® h;IYB)/|N(vi)|
term measures the class-wise graph homophily within the 1-
hop ego-graph of each labeled node.

4.3 Topology-aware Knowledge Distillation

The proposed FedTAD servers as a post-processor follow-
ing the vanilla model aggregators (e.g., FedAvg). Its objec-
tive is to transfer reliable knowledge from multi-client local
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Figure 2: An overview of our proposed FedTAD framework. On the client side, each client performs local initialization for measuring class-
wise knowledge reliability. On the server side, the FedTAD can be regarded as a post-process of vanilla model aggregation, which enhances
reliable class-wise knowledge transferring from local models to the global model.

models to further improve the aggregated model w. Specif-
ically, in each round ¢, the server receives the local model
weights {wg }res, and the class-wise knowledge reliability
{¢}. tres, uploaded from the selected clients S;.

Server-side Knowledge Generation. The server first uses
a generator to generate pseudo node attributes X € REXF

X =P(z,y;0), (6)

where P denotes the generator, 6 is the parameter of gener-
ator, z is the standard Gaussian noise, i.e. z ~ N(O, 1),y
denotes the label of & sampled from uniform distribution, and
B denotes the number of generated nodes.

Subsequently, we construct the topology structure based on
X with the K-Nearest Neighbors strategy. Specifically, the
pseudo adjacency matrix Ais computed as follows:

1,if v € TopK(H [u, :]);
0, otherwise,

H=0(XX"), Alu, v]{ )

where o(-) represents the 51gm01d function. The obtained
pseudo graph is denoted as G = (V £ ) with the pseudo fea-
tures X and pseudo labels Y.

To ensure that generated samples closely resemble real
ones, it is crucial to confine them within the same seman-
tic space. In many data-free knowledge distillation studies
in the vision domain, a strategy involves training the genera-
tor to be accurately predicted by teacher models [Chen er al.,
2019]. Building upon this approach, we further encourage
the generator to learn reliable class-wise semantics from each
local model by minimizing the following loss:

W_zz‘bk S Lex(o

keS; =1 v €Ve

Uzy éa ’lﬂk)), gl)? (8)

where ¢° = >, ¢ &}, V. denotes the pseudo node with la-
bel ¢, o(+) is the softmax function, f is the GNN classifier,
and Lcg represents the cross-entropy loss. Eq. (8) dynam-
ically adjusts the weights based on the global proportion of
class-wise knowledge reliability, ensuring that the generated
nodes can be precisely predicted by reliable clients.

Furthermore, to mitigate the risk of mode collapse, the gen-
erator is encouraged to minimize diversity loss, facilitating
the generation of diverse nodes, which is widely applied in
generative models [Ding et al., 2018; Mao et al., 2019].

~T -
Dije(r,..By & &
B? [2il202;]2
Eq. (9) can reduce the similarity of features across pairs of
pseudo nodes, aiming to mitigate redundant features to pre-
vent inefficiencies in subsequent knowledge distillation.

}

Edi'u = (9)

Server-side Knowledge Distillation. The pseudo graph is
subsequently employed for knowledge distillation. Owing to
the global model being misled by unreliable knowledge, pre-
dictions of the global and local models exhibit notable dif-
ferences in specific nodes. Consequently, for a specific local
model, we incentivize the global model to minimize diver-
gence on pseudo-nodes in reliable classes,

K C ¢
Laverg = 305 25 5™ KL(f (01, G @) £ (v, G wi)
keS; c=1 ¢ v €V,

(10)
where KL(:||-) denotes the Kullback-Leibler divergence
function. Conversely, the generator aims to generate pseudo
nodes that induce divergence between the global and local
model in reliable classes as much as possible. Therefore, the
generation stage and the distillation stage compose an adver-
sarial training process, which is formulated as follows:

AI‘Cse'm - AQﬁdiv]v (11)
where A; and ), are trade-off parameters to control the con-
tribution of different loss functions. The overall process is
topology-aware since it is guided by class-wise knowledge re-
liability, considering class-wise graph homophily. The com-
plete algorithm of FedTAD is presented in Algorithm 1.

min max E.n0,1)[Ldiverg —
w

5 Experiments

In this section, we conduct experiments to verify the effec-
tiveness of FedTAD. Specifically, we aim to answer the fol-
lowing questions: Q1: Compared with other state-of-the-art



Algorithm 1 FedTAD Execution on Client and Server

Input:
Rounds, T'; Local subgraphs, {Gy, }res,; Knowledge re-
liabilities, {¢;, }rcs,; Server-side training iteration, I;
generation iteration, I; distillation iteration, /4;
Output:
Global GNN weight, w;
1: Client-side Initialize:
2: Obtain topology-aware node embeddings via Egs. (3, 4);
3. Obtain the class-wise knowledge reliability via Eq. (5).
4: for each communication round ¢t = 1, ..., 7" do
Client-side Execute:
Update local GNN {wy, }res, with w;
Train local GNN {wy, }kes, with {G }res,;
Server-side Execute:
9:  Aggregate local GNN {wy, }res, into global GNN w;
10:  for each iteration: = 1,..., I do

11: Generate pseudo node attributes X via Eq. (6);
12: Obtain the pseudo adjacency A via Eq. (7);

13: for each inner iteration g = 1, ..., I, do

14: Update the generator 6 via Eq. (11);

15: end for

16: for each inner iterationd = 1, ..., [; do

17: Update the global model w via Eq. (11);

18: end for

19:  end for

20: end for

federated optimization strategies, can FedTAD achieve better
performance? Q2: Where does the performance gain of Fed-
TAD come from? Q3: Is FedTAD sensitive to the hyperpa-
rameters? Q4: Can FedTAD maintain robustness when par-
tial clients participate? QS: As a hot-plug method, how much
performance improvement can FedTAD bring? Q6: What is
the time complexity of FedTAD?

5.1 Datasets and Simulation Method

We perform experiments on six widely used public bench-
mark datasets in graph learning: three small-scale ci-
tation network datasets (Cora, CiteSeer, PubMed [Yang
et al., 2016]), two medium-scale co-author datasets (CS,
Physics [Shchur et al., 2018]), and one large-scale OGB
dataset (ogbn-arxiv [Hu et al., 2020]). More details can be
found in Table 1. To simulate the distributed subgraphs in the
subgraph-FL, we employ the Louvain algorithm [Blondel et
al., 2008] to achieve graph partitioning, which is based on the
optimization of modularity and widely used in subgraph-FL
fields [Zhang et al., 2021; He er al., 2021].

5.2 Baselines and Experimental Settings

Baselines. We compare the proposed FedTAD with five con-
ventional FL optimization strategies (FedAvg [McMahan et
al., 2017], FedProx [Li et al., 2020], SCAFFOLD [Karim-
ireddy et al., 2020], MOON [Li et al., 2021], FedDC [Gao
et al., 2022]), two personalized subgraph-FL optimization
strategies (Fed-PUB [Baek et al., 2023], FedGTA [Li et
al., 2023]), one personalized graph-FL optimization strategy

Table 1: Statistics of the six public benchmark graph datasets.

Dataset #Nodes #Features  #Edges  #Classes
Cora 2,708 1,433 5,429 7
CiteSeer 3,327 3,703 4,732 6
PubMed 19,717 500 44,338 3
CS 18,333 6,805 81,894 15
Physics 34,493 8,415 247,692 5
ogbn-arxiv 169,343 128 2,315,598 40

(GCFL+ [Xie et al., 2021]), and one subgraph-FL framework
(FedSage+ [Zhang et al., 2021]).

Hyperparameters. For each client and the central server, we
employ a two-layer GCN as our backbone. The dimension of
the hidden layer is set to 64 or 128. The local training epoch
and round are set to 3 and 100, respectively. The learning rate
of GNN is set to le-2, the weight decay is set to Se-4, and the
dropout is set to 0.5. Based on this, we perform the hyper-
parameter search for FedTAD using the Optuna framework
[Akiba et al.,2019] on \; and Ay within {1071, 102,103},
and I, I, I; within {1, 3, 5,10}. For each experiment, we re-
port the mean and variance results of 3 standardized training.

5.3 Experimental Analysis

Result 1: the answer to Q1. The comparison results are pre-
sented in Table 2. As observed, the proposed FedTAD con-
sistently outperforms baselines. Specifically, compared with
FedAvg, FedTAD brings at most 5.3% performance improve-
ment; Compared with FedGTA, which is the optimal base-
line in most cases, FedTAD can achieve at most 4.9% per-
formance improvement. The convergence curves of FedTAD
and baselines are shown in Fig. 3. As observed, FedTAD
consistently converges within fewer communication rounds,
demonstrating that FedTAD is suitable for subgraph-FL sce-
narios with limited communication overhead.

Moreover, to reduce privacy leaks, we also evaluated the
performance of FedTAD when 10% Gaussian noise is in-
troduced into the uploaded class-level knowledge reliability.
As observed, FedTAD exhibits a performance decline of less
than 0.4% and remains superior to the baseline.

Result 2: the answer to Q2. To answer Q2, we focus on
the composition of FedTAD, including the class-wise knowl-
edge reliability module on the client side, and the topology-
aware knowledge distillation module on the server side.

First, we conducted an ablation study on the Cora datasets
with 5/10/20 participating clients to demonstrate the effec-
tiveness of class-level knowledge reliability (Eq. 5). Specifi-
cally, we performed two replacements for its calculation. (i)
¢, = 1 (each class is equally reliable, FedTAD-eq for short);
(ii) ¢, = |V'abeled| (only considering node variation while
ignoring topology variation, FedTAD-nv for short). More-
over, we additionally replace the pseudo graph in FedTAD-
eq with the real global graph (FedTAD-r-eq for short). The
comparative results are presented in Fig. 4 (a). As observed,
the performance achieved by FedTAD-eq, FedTAD-r-eq, and
FedAvg are nearly identical, demonstrating that blindly con-
ducting knowledge distillation without considering the class-
wise knowledge reliability cannot improve the global model,



Table 2: Performance comparison of test accuracy achieved by FedTAD and baseline models on six datasets. The best results are highlighted
in bold, suboptimal results are marked with an underline, and the third-best results are indicated by shading .

Dataset (—) Cora CiteSeer PubMed
Method ({) 5 Clients 10 Clients 20 Clients 5 Clients 10 Clients 20 Clients 5 Clients 10 Clients 20 Clients
FedAvg 80.6+£0.3  73.6£0.4  56.0+0.3 71.5+0.3 68.9+0.2  66.3+0.4 85.6+0.3 82.9+0.0  80.6+0.3
FedProx 80.9+0.2  73.3+0.3 56.3+0.4 71.320.2  69.1+0.3 65.9+0.4 85.3+0.8  82.7+0.1 80.5+0.4
SCAFFOLD 81.1+£0.2  73.2+0.2 56.5+0.5 72.3£0.2  69.4+0.3 66.5+0.7 85.840.4  82.5+0.2 81.1+0.3
MOON 81.5+0.2  73.3x0.4 56.6+0.3 71.8+0.2  68.4+0.3 66.7+0.2 86.1+0.3  82.5+0.3 80.4+0.2
FedDC 81.3x04  73.4+0.3 56.3+0.4 71.5¢04  69.3+x0.2  67.1+£0.6 85.4+0.2  82.2+0.5 80.8+0.4
GCFL+ 817403  73.820.5  56.6+0.2 720203  69.8+0.3  67.5%0.2 85.8403 833203  81.3x0.4
Fed-PUB 82.1+£0.6  73.8+0.3 56.5+0.5 71.6+£0.3  69.3+0.4 67.2+0.2 86.1+0.3  83.1+0.4 81.2+0.3
FedSage+ 82.7+0.5 73.9+0.2  58.1+0.7 71.9¢0.2 70202  67.9+0.1 86.1+0.4  83.8+0.3 81.6+0.7
FedGTA 83.3+0.2 74.1+0.2  58.8+0.2 72.4£0.2  70.5+0.5 68.3+0.3 86.3+0.3  83.7+0.3 82.0+0.4
FedTAD (Ours) 85.1£0.1 75.3+x04  61.3+0.3 73.5¢0.3 71.7x04  70.2+0.3 87.9+0.1 84.4+0.4  83.5+0.2
FedTAD (10% Noise) | 84.840.3  75.1+0.5 60.9+0.3 73.3£0.5 714402  69.8+£0.2 87.7+04  84.3+0.2 83.2+0.3
Dataset (—) CS Physics ogbn-arxiv
Method ({) 5 Clients 10 Clients 20 Clients 5 Clients 10 Clients 20 Clients 5 Clients 10 Clients 20 Clients
FedAvg 90.4+0.3  85.9+0.8 83.9+0.3 94.7+0.3  91.6+0.0 90.3+0.5 60.3+0.3  58.4+0.2 55.7+0.3
FedProx 90.5£0.4  86.1+0.7 84.1+0.1 94.7£0.5 91.6x0.2  90.3x0.0 60.2+0.2  58.2+0.2  55.5+0.1
SCAFFOLD 91.0+04 85.8+0.2  84.3+0.5 94.9+0.3  91.4+0.3 90.6x0.0 60.4+0.1  58.7+0.5 55.9+0.8
MOON 91.240.3  85.7+0.4 84.1+0.7 95.1+04  91.3+0.2 91.1+0.3 60.4+0.2  58.6+0.7 55.5+0.4
FedDC 91.4+0.5 86.1+0.3 84.5+0.5 94.6£0.7 91.7x04  91.5+0.4 60.9+0.2  58.5+04  56.1x0.5
GCFL+ 91.9+0.2 86.3+0.1 84.5+0.4 94.9+40.3  92.1+0.1 91.7£0.6 61.5+0.2  58.1+0.1 55.9+0.4
Fed-PUB 90.8+0.4  86.7+0.4 84.7+0.4 94.7£0.3  92.6+0.6 91.2+0.2 61.3+0.1 58.2+0.3 56.1+0.1
FedSage+ 91.7+0.5  87.5+0.3 85.4+0.3 948404 922+04  91.8+0.4 62.1+0.3  59.4+0.3 56.3+0.4
FedGTA 92.0£0.2 88.7+0.0  85.2+0.3 95.3+0.4  92.5+0.1 92.1£0.5 62.4+0.3 60.5+0.2  57.3%0.1
FedTAD (Ours) 94.3+0.4  90.2+0.2  88.7+0.4 96.2+0.2 94.1+x0.2  93.3+0.3 63.2+0.1 62.0+0.3  59.5+0.5
FedTAD (10% Noise) | 94.1+0.3  89.840.4  88.3+0.2 96.1+0.4  93.8+0.3 92.940.5 62.9+0.3 61.7+04  59.1+0.3
even when relying on real graph data. Moreover, The per- 25
formance of FedTAD-nv is consistently lower than FedTAD, 75 SEeendl ! I
suggesting that ignoring topology will lead to suboptimal S o S
class-wise knowledge reliability. g” N aes &= =< NN
Afterward, we conducted an ablation study on the Cora 265 b A A sl g(,s = St [ ce- ooy
dataset with 5 participating clients to investigate the con- ; oo re g -] SCATOLD | e
tribution of each loss in the knowledge distillation module. oL e ol RaC e R
Specifically, we remove three loss functions (Lsem, Laiv 1020 300 S T S
and Lgjverg) for the generator. The experimental results are (a) Cora (b) CiteSeer
shown in Fig. 4 (b). As observed, removing any of the losses
results in performance degradation for FedTAD, indicating S e e E © L]
that each loss function plays a crucial role in FedTAD. o R S SRR
Result 3: the answer to Q3. To answer Q3, we assess < <50
the performance of FedTAD with 20 participating clients un- 2 £ B
der diverse combinations of trade-off parameters. Specif- 260 D o O O 2 oy e
ically, we tune the trade-off parameters \; and Ao within & oo | rlen EXN v e
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{10 710 . ) 10 ? 1}' The Sen81tlve analyS]s resu]ts ar.e pre_ 10 20 30 40 50 60 70 80 90 100 0 10 20 30 40 50 60 70 80 90 100
sented in Fig. 5. As observed, the performance fluctuation of Round Round
FedTAD remains consistently below 1%, demonstrating that (c) PubMed (d) ogbn-arxiv

FedTAD is insensitive to the value of trade-off parameters.

Result 4: the answer to Q4. To answer Q4, we com-
pare FedTAD with four baseline methods, including FedAvg,
Fed-PUB, FedSage+, and FedGTA on Cora and ogbn-arxiv
datasets with 20 participating clients. The activate fraction
varies in {0.2,0.4,0.6, 0.8, 1.0}. The experimental results are
presented in Table. 4. As observed, FedTAD consistently out-
performs the baseline, indicating that FedTAD can maintain
robustness with partial client participation.

Figure 3: Convergence curves of our proposed FedTAD and baseline
methods on four graph datasets with 10 participating clients.

Result 5: the answer to Q5. To answer QS, we incorpo-
rate FedTAD as a plugin into several FGL (i.e., graph-level
FL and subgraph-FL) baseline methods, including GCFL+,
Fed-PUB, FedSage+, and FedGTA, and evaluate their perfor-
mance boost on the ogbn-arxiv dataset with 20 participating
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clients. The experimental results are presented in Table. 3.
As observed, FedTAD consistently improves baselines and
achieves at most a 5.1% performance boost.

Result 6: the answer to Q6. To answer Q6, we provide
the complexity analysis of FedTAD. On the Client side, cal-
culating the topology-aware node embedding (Eq. 3) costs
O(pB) with sparse computation, where p denotes the walk
distance, and B denotes the number of generated nodes;
class-wise knowledge reliability (Eq. 5) costs O(m), where
m denotes the number of edges; On the Server side, the
time complexity of model aggregation depends on the chosen
optimization strategy; the topology-aware data-free knowl-
edge distillation process costs O(I(I;Bf(z + B + Nc) +
I;BfNc)), where N denotes the number of participating
clients, and z, f, ¢ denote the dimension of sampled noise,
node feature, and number of classes, respectively.

6 Related Work

Graph Neural Networks. Earlier research on deep graph
learning extends convolution to handle graphs [Bruna et al.,
2013] but comes with notable parameter counts. To this
end, GCN [Kipf and Welling, 2016] simplifies graph convo-
lution by utilizing a 1-order Chebyshev filter to capture lo-
cal neighborhood information. Moreover, GAT [Veli¢kovié
et al., 2017] adopts graph attention, allowing weighted ag-
gregation. GraphSAGE [Hamilton et al., 2017] introduces
a variety of learnable aggregation functions for performing
message aggregation. Further details on GNN research can
be found in surveys [Wu et al., 2020; Zhou et al., 2020].

Federated Graph Learning. Mainstream FGL studies can
be divided into two settings: (i) Graph-FL: GCFL+ [Xie et
al., 2021] and FedStar [Tan et al., 2023]. Each client col-
lects multiple independent graphs, aiming to collaboratively

Table 3: Performance boost on baselines with FedTAD plug.

Dataset (—) | Cora (20 Clients)
Method (1) ‘ w/o FedTAD  with FedTAD

ogbn-arxiv (20 Clients)
w/o FedTAD  with FedTAD

GCFL+ 56.6+0.2 61.5+0.1 55.9+0.4 59.4+0.2
Fed-PUB 56.5+0.5 61.6+0.2 56.1+0.1 59.7+0.7
FedSage+ 58.1+0.7 61.7+0.4 56.3+0.4 60.1+0.3
FedGTA 58.8+0.2 62.5+0.2 57.3+0.1 60.5+0.4

Table 4: Performance of FedTAD on various active fractions.

Dataset (—) Cora (20 Clients)
Method (|) | 20% frac. 40% frac. 60% frac. 80% frac. 100% frac.
FedAvg 44.5¢04  50.3+0.2 51.840.3  53.1+0.6 56.0+0.3
Fed-PUB 46.1£0.6 51903  52.1+0.5 53.2+0.3  56.5+0.5
FedSage+  47.5#0.5 52.840.2 544402 56.4+0.3  58.1+0.7
FedGTA 49.6+0.3  53.1+0.3 55.7+0.2 56.2+0.4 = 58.8+0.2
FedTAD 51.5+0.2 54.2+04 57.4+0.4 58.5+0.4 61.3+0.3

solve graph-level downstream tasks (e.g., graph classifica-
tion). (ii) Subgraph-FL: each client holds a subgraph of
an implicit global graph, aiming to solve node-level down-
stream tasks (e.g., node classification). Notably, there are
currently two main challenges: (a) The global GNN perfor-
mance degradation caused by subgraph heterogeneity (node
and topology variation in multi-client subgraphs). Fed-PUB
[Back er al., 2023] points out this heterogeneity stems from
the various label distributions and addresses it through per-
sonalized technologies. FedGTA [Li er al., 2023] utilizes a
graph mixed moments to identify similar subgraphs, thereby
achieving topology-aware aggregation. (b) The information
loss caused by missing edges (connections implicitly exist be-
tween subgraphs across clients are lost due to distributed stor-
age). Approaches for handling missing edges include Fed-
Sage+ [Zhang er al., 2021] and FedGNN [Wu et al., 2021].

Data-Free Knowledge Distillation. This is a knowledge
distillation technique that transfers the knowledge of the pre-
trained teacher model to the student model through generated
pseudo data instead of accessing the original data, including
DeepImpression [Nayak er al., 20191, Deeplnversion [Yin et
al., 20201, and DFAL [Chen et al., 2019]. Recently, some
studies introduced this strategy into FL to alleviate data het-
erogeneity, such as FedGen [Zhu er al., 2021] and FedFTG
[Zhang et al., 2022]. Unfortunately, they cannot be adapted
to subgraph-FL scenarios as they can only generate Euclidean
data rather than graph data.

7 Conclusion

In this paper, we investigate the subgraph heterogeneity prob-
lem in subgraph-FL. To the best of our knowledge, we are the
first to provide an in-depth investigation of the subgraph het-
erogeneity problem by individually analyzing the impact of
node and topology variation. We demonstrate that subgraph
heterogeneity results in variation in the class-wise knowledge
reliability. Building on this insight, we propose FedTAD, uti-
lizing topology-aware data-free knowledge distillation to en-
able the local models to transfer their most reliable knowl-
edge to correct the global model misled by unreliable knowl-
edge. The experimental results demonstrate that FedTAD sig-
nificantly outperforms state-of-the-art baselines.
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