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Abstract:We simulateNf = 2+1 QCD at the physical point combining open and periodic

boundary conditions in a parallel tempering framework, following the original proposal by

M. Hasenbusch for 2d CPN−1 models, which has been recently implemented and widely

employed in 4d SU(N) pure Yang–Mills theories too. We show that using this algorithm it

is possible to achieve an impressive reduction of the auto-correlation time of the topological

charge in dynamical fermions simulations both at zero and finite temperature up to two

orders of magnitude, allowing to avoid topology freezing down to lattice spacings as fine

as a ∼ 0.02 fm. Therefore, this implementation of the Parallel Tempering on Boundary

Conditions algorithm has the potential to substantially push forward the investigation of

the QCD vacuum properties by means of lattice simulations.
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1 Introduction

The temperature-dependence of the QCD topological susceptibility χ = ⟨Q2⟩ /V above

the chiral crossover represents an essential theoretical input for axion cosmology. This

hypothetical particle was first introduced to solve the strong-CP problem [1–4], and then

proposed as a possible source of Dark Matter. It couples to QCD topology fluctuations

via the axial anomaly, leading in particular to the well-known expression for its effective

mass: m2
a(T ) = χ(T )/f2

a , with fa the axion decay constant. Under suitable cosmological

assumptions, the behavior of χ(T ) up to the GeV scale can be used to put a theoretical

bound on fa [5–9] (see also Ref. [10]).

Given that perturbation theory and semi-classical arguments can only provide infor-

mation about the asymptotically-high temperature limit of χ(T ) via the so-called Dilute

Instanton Gas Approximation (DIGA) [11–13], lattice QCD simulations represent a natural

non-perturbative first-principle tool to study the temperature-dependence of the suscepti-

bility in the chiral-symmetric phase, and this quantity has been the target of several lattice

studies in recent years [14–22]. Despite most of the available lattice calculations, all ex-

ploiting quite different numerical strategies and/or fermion discretizations, find that χ(T ) is

well-described by a power-law suppression above T ≳ 300 MeV ∼ 2Tc, with Tc ≃ 155 MeV

the QCD chiral crossover temperature, with an exponent which is qualitatively in agree-

ment with the one predicted by the DIGA, a general consensus among the actual values
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of χ(T ), especially for Tc ≲ T ≲ 300 MeV, has not been reached yet (see also Sec. 6 of

Ref. [23] for a recent review on this topic). This issue thus demands further investigations.

From the computational point of view, the determination of χ on the lattice in the pres-

ence of dynamical fermions at finite-temperature is a highly non-trivial numerical challenge,

as several computational problems have to be addressed. In particular, a serious limita-

tion is introduced by the infamous topological freezing problem, which typically affects the

local algorithms customarily employed in lattice field theory simulations. For example,

when employing the customary Hybrid Monte Carlo (HMC) algorithm to update the QCD

gauge configuration during the Monte Carlo, this algorithm experiences a severe growth in

the auto-correlation time τ of the topological charge Q, i.e., the number of updating steps

necessary to generate two decorrelated extractions of Q, when approaching the continuum

limit. More precisely, the growth of τ is compatible with an exponential behavior in the

inverse lattice spacing [24–26]. In practice, this means that, if the lattice spacing is taken to

be too fine, the Monte Carlo Markov chain tends to remain trapped in a fixed topological

sector, and very few to no fluctuations of Q are observed during an affordable simulation,

hence the name “topological freezing”. This loss of ergodicity ultimately prevents from

correctly sampling the topological charge distribution unless an unfeasibly large statistics

is collected, making it very hard to reliably compute topological quantities on fine lat-

tices. Moreover, it can also possibly introduce undesired biases in other non-topological

observables computed on the lattice.

It is important to stress that topological freezing is not a specific problem of the HMC

algorithm, hence of full QCD simulations, as it generally affects the numerical simulations

performed with customary local algorithms of several other lattice field theories whose

continuum counterpart is characterized by the classification of path integral configurations

into homotopy classes, spanning from simple one-dimensional models to 4d SU(N) pure

Yang–Mills theories, freezing being exponential with N in this case.

For what concerns the lattice calculation of the topological susceptibility in full QCD,

being able to simulate very fine lattice spacings is an essential necessity for two different

reasons. On one hand, it is well known that, when adopting a non-chiral discretization

of the sea quarks (such as Wilson or staggered), the topological susceptibility suffers for

large lattice artifacts which can exactly be traced back to the explicit breaking of the

chiral symmetry of the adopted lattice-discretized Dirac operator, in particular to the

absence of exact zero modes which results in the lack of a proper suppression of topological

fluctuations. At the practical level, performing reliable continuum extrapolations using

lattice spacings a ≳ 0.06 fm is typically very hard, and large systematic errors will affect the

final results. On the other hand, finite-temperature calculations are performed on lattices

where the temporal extent Nt is smaller than the spatial one Ns, and the temperature is

given by the inverse of the temporal size of the lattice T = 1/(aNt), with a the lattice

spacing. In this case, in order to obtain reliable continuum extrapolations, one has to

consider Nt = 10 − 16, then it is clear that, to reach the GeV scale, very fine lattice

spacings of the order of a ∼ 0.01 fm are needed. Since simulations for such fine lattice

spacings are heavily affected by topological freezing, it is practically very difficult to reach

temperatures above ∼ 500− 600 MeV.
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A general exact solution to solve topological freezing is not known, except for ones

specifically tailored for toy models [27–29], but in recent years several different strategies

have been devised in the literature to mitigate topological freezing, and to reduce its

severity from an exponential down to a polynomial growth with a small power [30–46]

(see also Refs. [47, 48] for recent reviews). However, most of these available algorithmic

improvements have been applied either to lower-dimensional toy models or to 4d pure-gauge

theories, with the notable exception of Open Boundary Conditions (OBC) simulations [49,

50], which have been employed extensively in zero-temperature QCD simulations with

dynamical fermions.

The present investigation deals exactly with the problem of mitigating topological

freezing in QCD simulations with dynamical quarks on fine lattices. Our main goal is

to present a novel implementation of the algorithmic setup put forward in Ref. [51] by

M. Hasenbusch for 2d CPN−1 models, and recently implemented also for 4d SU(N) gauge

theories in Ref. [52], namely the Parallel Tempering on Boundary Conditions (PTBC) al-

gorithm. Since in the last few years this algorithm was extensively applied to improve the

state of the art of several topological and non-topological observables both in 2d CPN−1

models [53, 54] and in 4d SU(N) pure-gauge theories at zero [52, 55–58] and non-zero

temperature [59] (see also [60] for a recent application of the PTBC algorithm with nor-

malizing flows in the 4d SU(3) pure-gauge theory), it is a natural development to investigate

its efficiency in the more computationally demanding case of full QCD simulations.

The underlying idea of this algorithm consists of simulating several replicas of the

lattice at the same time, each one differing from the others for the boundary conditions

imposed on a few links, chosen so as to interpolate among Periodic Boundary Conditions

(PBC) and OBC. Each replica is updated independently adopting standard algorithms

(such as the HMC) and, after each update, swaps of configurations among different repli-

cas are proposed via a Metropolis step. Thanks to the swaps, a given gauge configuration

experiences different boundary conditions, and the net effect is to “transfer” the fast decor-

relation of the topological charge achieved thanks to OBC towards the PBC one, where

the measure of all the desired observables is always performed.

The PTBC algorithm, thus, allows to have the best of both worlds. On the one hand,

the auto-correlation time of Q in the periodic replica is largely reduced by exploiting the

advantages of OBC. On the other hand, keeping periodic boundaries for the calculation

of physical observables allows us to avoid the unphysical effects introduced by the open

boundaries, allowing for a better control of systematic finite-volume effects. As an example,

when OBC are considered, since a notion of global topological charge is inevitably lost, one

is forced to integrate the topological charge density 2-point correlator to calculate χ. Such

integration, however, has to be carefully conducted up to a maximum distance which must

lay well within the bulk, so as to safely stay sufficiently far from the boundaries. This thus

typically requires much larger lattices to keep finite-size effects under control.

This manuscript is organized as follows. In Sec. 2. we present our algorithmic setup

in the zero and in the finite-temperature cases. In Sec. 3 we present results obtained with

the PTBC algorithm, and we compare them with those obtained using the standard one.

Finally, in Sec. 4 we draw our conclusions and discuss possible future outlooks of our study.
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2 Lattice setup and implementation

This section is devoted to discuss our lattice setup, with particular emphasis on our novel

algorithmic proposal. It is worth stressing that in the following we will adopt staggered

fermions, but this choice does not introduce any loss of generality, and our algorithmic

setup can be applied verbatim to other fermionic discretizations such as, e.g., the Wilson

one.

2.1 Lattice QCD action

This section is devoted to discuss how we discretized Nf = 2+1 QCD on a N3
s ×Nt lattice

with lattice spacing a and standard periodic boundary conditions for the gauge fields in all

directions. The other replicas with different boundary conditions will be discussed in the

next section.

We adopt the tree-level Symanzik-improved gauge action for the gluonic sector, and 2+

1 flavor of rooted stout-smeared staggered fermions for the quark sector. The lattice QCD

partition function takes the general form using the discretized path-integral formalism:

ZLQCD =

∫
[dU ]e−SYM[Ur] det

{
M(stag)

l [U ]
} 1

2
det

{
M(stag)

s [U ]
} 1

4
, (2.1)

with [dU ] the gauge-invariant Haar measure.

The staggered Dirac operator Dstag is expressed in terms of the stout-smeared gauge

links U (2) [61], obtained after the application of nstout = 2 levels of isotropic smearing with

stouting parameter ρstout = 0.15:

M(stag)
f [U ] ≡ Dstag[U

(2)] + amf ,

Dstag[U
(2)] =

4∑
µ=1

ηµ(x)
(
U (2)
µ (x)δx,y−µ̂ − U (2)

µ

†
(x− µ̂)δx,y+µ̂

)
, (2.2)

ηµ(x) = (−1)x1+···+xµ−1 ,

where f = l, s stands for, respectively, the light and strange quark flavors. The gauge

action is instead a function of the non-stouted gauge links and is defined as:

SYM[U ] = −β

3

∑
x,µ ̸=ν

{
5

6
ℜTr

[
Π(1×1)

µν (x)
]
− 1

12
ℜTr

[
Π(1×2)

µν (x)
]}

, (2.3)

with Π
(n×m)
µν (x) the n × m Wilson loops in the (µ, ν) plane centered in the site x, and

β = 6/g2 the inverse bare gauge coupling.

Finally, the topological charge is discretized using the simplest definition which is odd

under parity inversions, the clover discretization:

Qclov =
−1

29π2

∑
x

±4∑
µνρσ=±1

εµνρσTr
{
Π(1×1)

µν (x)Π(1×1)
ρσ (x)

}
, (2.4)

where it is understood that εµνρσ = −ε(−µ)νρσ. Since such definition would lead to a

lattice definition of the topological susceptibility suffering from additive and multiplicative
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renormalizations [62, 63], it is customary to compute it after smoothing to obtain a fully

renormalized observable.

Several different smoothing algorithms have been proposed, such as cooling [64–70],

smearing [61, 71] and gradient flow [72, 73], all giving perfectly consistent and agreeing

results when matched among each other [70, 74, 75]. In this work we adopt cooling for its

simplicity and numerical cheapness. Since, after cooling, the lattice gluonic charge is close

to integer values, we adopt the following integer definition [76, 77]:

Q = round
{
αQ

(cool)
clov

}
, a4χ =

⟨Q2⟩
N3

sNt
, (2.5)

with α = min1<x<2

〈[
xQ

(cool)
clov − round

{
xQ

(cool)
clov

}]2〉
minimizing the distance between

the peaks of the distribution of the cooled charge and integer values, and with round(x)

denoting the closest integer to x. Typical values of α turn out to be ∼ 1.03 − 1.05, and

we employed in all cases 100 steps of cooling, as this is a sufficient number to observe a

plateau in χ as a function of the number of cooling steps in all explored cases.

2.2 The PTBC algorithm with dynamical fermions

We now consider Nr replicas of the lattice theory described in the previous section, which

differ among them only for the boundary conditions imposed on the links crossing or-

thogonally a cubic Ld × Ld × Ld sub-region of the lattice placed along one of the spatial

boundaries, which we call the defect.

We choose to alter the boundary conditions only for the gauge links entering the pure-

gauge action, i.e., we choose to leave both the links entering the fermion determinant,

and the determinant itself, out from the tempering of the boundary conditions. This is a

perfectly legitimate choice, given that the non-periodic replicas are unphysical, and thus

their action can be chosen at one’s own convenience, and it can be physically justified as

follows.

At finite lattice spacing, there is, strictly speaking, no proper notion of topological

sectors. However, as the continuum limit is approached, the free-energy barriers between

different pseudo-topological sectors grow, eventually diverging and properly restoring dis-

connected topological sectors. This is, in a few words, the physical origin of topological

freezing [25]. Since these free energy barriers are developed essentially by the gauge ac-

tion, we do not expect the algorithmic efficiency of the PTBC algorithm to improve if the

boundary conditions of the links entering the fermion determinant are altered, hence our

choice.1 Moreover, as we will see in a moment, it will simplify the calculation of the swap

probability.

1Our choice is similar in spirit to one taken in the original PTBC pure-Yang–Mills SU(N) paper [52] for

what concerns the addition of the θ-term in parallel tempering simulations. In that study, only the standard

θ = 0 Wilson gauge action took part in the tempering of boundary conditions, while the imaginary-θ term

did not.
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At the practical level, as already done in [52], the change of the boundary conditions

of specific links is easily achieved by attaching to each link a numerical factor of the form:

K(r)
µ (x) =

{
c(r), µ = 1, x1 = Ns − 1, 0 ≤ x0, x2, x3 < Ld,

1, elsewhere,
(2.6)

with 0 ≤ c(r) ≤ 1. This factor is used to depress the gauge interaction of the links crossing

the defect when c < 1. Eventually, when c = 0, the coupling of the links crossing the defect

vanishes and so does their related force, thus realizing OBC. The case c = 1, instead,

realizes PBC, and identifies the physical replica where measures of Q, according to the

discretization and procedure described in Sec. 2.1, are performed.

In the end, it is useful to introduce the following partition function, which depends on

the replica index r:

Z
(r)
LQCD =

∫
[dUr]e

−S
(r)
YM[Ur] det

{
M(stag)

l [Ur]
} 1

2
det

{
M(stag)

s [Ur]
} 1

4
, (2.7)

where Ur stands for the gauge configuration of the rth replica, and where

S
(r)
YM[Ur] = −β

3

∑
x,µ ̸=ν

{
5

6
K(1×1)

µν (x; r)ℜTr
[
Π(1×1)

µν (x; r)
]

− 1

12
K(1×2)

µν (x; r)ℜTr
[
Π(1×2)

µν (x; r)
]}

.

(2.8)

The factors K(1×1)
µν (x; r) and K(1×1)

µν (x; r) are just the products of the factors K
(r)
µ (x) along

the lattice paths specifying the 1× 1 and 1× 2 plaquettes.

Each replica is updated independently and simultaneously using the standard Rational

Hybrid Monte Carlo (RHMC) algorithm [78, 79]. After the update of all the replicas, swaps

among two adjacent replicas (r, s = r+1) are proposed sequentially (randomly alternating

with equal probability the start of the swap proposals from the r = 0 and the r = Nr − 1

replicas), and accepted via a standard Metropolis step:

p(r, s) = min
{
1, e−∆S

(r,s)
swap

}
,

∆S(r,s)
swap = S

(r)
YM[Us] + S

(s)
YM[Ur]− S

(r)
YM[Ur]− S

(s)
YM[Us].

(2.9)

As earlier anticipated, since the fermion determinant does not participate to the tempering

on boundary conditions, the variation of the action only involves the gauge sector, and just

requires the calculation of a few terms, since the contribution to ∆S
(r,s)
swap of links which are

more then 2 lattice spacings far from the defect exactly vanishes. Given that the optimal

setup is achieved when the mean swap acceptances Pr ≡ ⟨p(r, r + 1)⟩ are roughly constant,

we performed short test runs to tune the c(r) parameters to achieve an approximately

constant value of Pr among the different replicas: Pr ≈ P ≈ constant.

Finally, after each update and each swap proposal, the periodic replica, which is

translation-invariant, is translated by one lattice spacing in a random direction. This
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step is done to effectively move the position of the defect, and is expected to improve the

efficiency of the algorithm, as moving the defect corresponds to moving the position where

topological excitations are more likely to be created/annihilated.

2.3 Multicanonical PTBC simulations at finite-temperature

When performing finite-temperature simulations, a further computational issue regarding

topological excitations, unrelated to freezing, arises. As explained in the Introduction, the

topological susceptibility is rapidly suppressed above the chiral crossover, meaning that,

for the typical volumes employed in lattice simulations,

⟨Q2⟩ = χV ≪ 1. (2.10)

This means that the topological charge distribution is largely dominated by Q = 0, and

topological excitations are extremely rare. We stress that this problem is not a computa-

tional issue related to the loss of ergodicity of the RHMC algorithm close to the continuum

limit, but rather a physical effect due to the suppression of the susceptibility at high tem-

peratures, which thus appears on top of topological freezing.

In order to overcome this further complication, we employ, on top of the PTBC al-

gorithm, multicanonical simulations. This numerical strategy, first introduced to study

strong first-order phase transitions [80], has been, in recent times, successfully applied

to improve the sampling of rare topological fluctuations in simulations characterized by

extremely small values of ⟨Q2⟩ [18, 22, 27, 81, 82]. In this work we will use the same multi-

canonical setup of Refs. [18, 22], which can be easily included in the PTBC setup outlined

in the previous section. We briefly summarize it in the following.

The underlying idea is to add to the gauge action a bias potential:

S
(r)
YM[Ur] −→ S

(r)
YM[Ur] + Vtopo (Qmc[Ur]) , (2.11)

where the shape of Vtopo is specifically chosen to improve the probability of visiting sup-

pressed topological sectors, without spoiling importance sampling. In particular, one needs

to avoid a potential which is too strong, as it could induce an overlap problem; this can be

easily avoided, and we rely on the same potential choices of the original references [18, 22],

which are shown to introduce no pathological behavior.

Clearly, expectation values ⟨O⟩ with respect to the original path-integral distribution

are exactly recovered through a standard reweighting procedure:

⟨O⟩ = ⟨OeVtopo(Qmc)⟩mc

⟨eVtopo(Qmc)⟩mc

, (2.12)

with ⟨·⟩mc standing for the expectation value computed in the presence of Vtopo.

Concerning the argument of Vtopo, the quantity Qmc stands for some gluonic discretiza-

tion of the topological charge, which does not need to be the same used for the computation

of the susceptibility previously introduced; in particular, while on one side it is desirable

that a good correlation exists between the latter and Qmc, so that the potential can ef-

fectively modify the sampling of topological sectors, on the other side it is advisable that
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Qmc is not too close to integer values, as that could induce a step-like behaviour in the

molecular dynamics evolution of the bias potential, which could lead to the necessity of

extremely small integration steps in the HMC. In our simulations, we will use the clover dis-

cretization (2.4) computed after a few steps of stout-smearing (in this paper we employed

10 stout-smearing steps with stout parameter ρmc = 0.1 to define Qmc). This choice is

particularly convenient because it makes Qmc analytically-dependent on the non-smeared

links, thus allowing us to easily use the same RHMC algorithm also in the presence of the

topological potential.

As a final note, we observe that, in this case, we will use the same topological potential

for all the replicas, meaning the multicanonical term does not participate in the tempering

of boundary conditions, and thus does not enter in the calculation of the swap probability

either.

2.4 Parallelization on a multi-GPU device

Finally, let us spend a few words on the practical implementation of the numerical code

running on a multi-GPU device, in particular on the Leonardo machine at CINECA.

This is an important aspect since, as an additional benefit of the new algorithm, which is

shared with other parallel tempering algorithms, part of the parallelization reveals trivial

and highly efficient, with different copies running independently on different portions of

the machine. Indeed, our implementation extends a former multi-node and multi-GPU

distributed code (publicly available in [83]) where the RHMC algorithm applies to a single

lattice, partitioned in one of the space-time directions (usually the longest one) into multiple

MPI ranks associated with different devices, as described in Refs. [84, 85]. In our parallel

implementation of the parallel tempering algorithm, each copy of the lattice runs the

same RHMC operations of the code without replicas in a single instruction multiple data

(SIMD) fashion, with the only difference lying in the boundary conditions at the defect,

which vary depending on the replica label. This parallelization becomes straightforward

thanks to the use of independent MPI communicators and groups for each lattice copy,

therefore guaranteeing communications only between devices associated with sub-lattices

that share borders during the RHMC steps, mimicking the former implementation without

replicas which was already introduced in [84, 85]. However, since shared memory is not

available when dealing with larger lattices and numbers of replicas, instead of swapping

whole configurations between different devices as discussed above, our practical choice is

to swap only the boundary conditions at the defect, which involves only a small amount of

data. Therefore the labels identifying specific replicas are also swapped accordingly between

different MPI ranks. Finally, the whole coordination for the swaps tests is managed by

a single MPI master rank, which gathers action differences from each replica pair and

computes acceptances according to Eq. (2.9).

3 Results

This section is devoted to the discussion the results obtained with the PTBC algorithm,

both at zero- and finite-temperature, and to the comparison them with the results obtained
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with the standard RHMC algorithm, which in the following will be just addressed as “the

standard algorithm” for brevity. We recall that multicanonical simulations were employed

only for our finite-temperature runs.

3.1 Zero-temperature results

We start our investigation from the zero-temperature case, where the value of the QCD

topological susceptibility for physical quark masses can be reliably computed using Chiral

Perturbation Theory (ChPT) [86–91], which can thus be used as a useful benchmark to be

compared with lattice results. At Next-to-Leading Order (NLO), and for two degenerate

light quark flavors mu = md =
(
m

(phys)
u +m

(phys)
d

)
/2, one obtains [14, 90]:

χ1/4 = 77.8(4) MeV, (NLO ChPT). (3.1)

This result has been checked thoroughly by lattice simulations [14, 17, 22]. In Ref. [14],

a lattice spacing range corresponding to a ∼ 0.12− 0.057 fm was explored, and significant

lattice artifacts were found for the smoothed gluonic discretization. In particular, for the

finest lattice spacing explored, the lattice susceptibility was found to be still more than 2

times larger than its expected continuum value. A continuum extrapolation of the lattice

data yields a compatible result with the ChPT prediction, although systematics related to

the continuum extrapolation were sizable. Compatible extrapolations using similar lattice

spacing ranges were found in Refs. [17, 22] using two rather different methods to reduce

the size of lattice artifacts affecting the susceptibility. In Ref. [17], the authors employed

an ad hoc reweighting method based on the lowest-lying eigenvalues of the staggered Dirac

operator. In Ref. [22], instead, a fermionic definition of Q based on the index theorem and

relying on the low-lying spectrum of the Dirac operator was adopted [92, 93].

We thus performed simulations for two fairly fine lattice spacings a = 0.0480 fm and

a = 0.0397 fm at zero temperature, both using the standard and the PTBC algorithm. Our

goal is first to compare the performances of these two algorithms, and then to compare

our results for χ with the ChPT prediction and with previous lattice determinations. We

expect that our determinations for these two fine lattice spacings should exhibit small

lattice artifacts, and thus be reasonably close both to the ChPT result as well as to the

continuum extrapolations reported in the literature.

For our T = 0 simulations we considered hypercubic N4
s lattices and chose the bare

lattice parameters so as to follow a Line of Constant Physics (LCP) with physical quark

masses, i.e., physical pion mass mπ = 135 MeV and physical strange-to-light quark mass

ratio ms/ml = 28.15. The summary of the simulation parameters is reported in Tab. 1,

along with the details of the PTBC setup. The volume is in both cases larger than 1.5 fm,

and is thus expected to be sufficiently large to be insensitive to finite-size effects within

our typical statistical errors [14].

Let us start by discussing some details of the PTBC setup. In Fig. 1, we show an

example for the simulation point with a = 0.048 fm of the calibrated values of the c(r)

tempering parameters, tuned through short test runs to achieve an approximately constant

swap acceptance rate among adjacent replicas Pr = ⟨p(r, r + 1)⟩ ≈ P . When following a
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β a [fm] ams · 102 Ns Nr Ld P (%)

4.2512 0.0480 1.891 48

10
2

21(4)

13 32(3)

24 4 20(4)

4.3600 0.0397 1.590 48 13 2 30(4)

Table 1. Summary of simulation parameters for the T ≃ 0 runs, performed on hypercubic N4
s

lattices. The bare parameters β and ams and the lattice spacings a have been fixed according to

the LCP determined in Refs. [94–96] with mπ = 135 MeV, and aml is fixed through the physical

strange-to-light quark mass ratio ms/ml = 28.15. The value of P represents the average value of

the swap probabilities, and the dispersion around it.
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Figure 1. These figures refer to the T = 0 simulation point with a = 0.0480 fm. Top left: employed

values of c(r) compared to a simple linear behavior (dotted line). Bottom left: swap acceptances

Pr = ⟨p(r, r + 1)⟩ and RHMC acceptances as a function of the replica index r. In this case, we

find that Pr ≈ P = 21(3)%, where the error stands for the dispersion of the acceptances around

their average value. Also, the RHMC acceptances are fairly constant among the different replicas,

as we find PRHMC ≈ 91(2)%. Right: evolution of the boundary conditions experienced by a given

configuration followed during its Monte Carlo evolution.

given configuration during its Monte Carlo evolution through the various replicas, this

allows it to uniformly explore different values of c(r), ensuring the correct behavior of the

parallel tempering. We also observe that keeping the same integration step size across the

various replicas yields the same RHMC acceptance rates in all cases, which was always

of the order of ∼ 90%, meaning that no tuning is required for what concerns molecular

dynamics parameters.

We are now going to compare the performances of the PTBC algorithm with those

of the standard algorithm. In Fig. 2, we show the Monte Carlo histories obtained with

the two algorithms for the explored lattice spacings, where both Monte Carlo evolutions

were expressed in units of a common x-scale, i.e., the number of RHMC steps, to allow

for a fair comparison. This means that the Monte Carlo time of PTBC is multiplied by
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Figure 2. Comparison of the Monte Carlo evolutions of the cooled lattice topological charge Q

obtained with the PTBC and the standard algorithm for the two lattice spacings explored at zero

temperature. In both cases, the horizontal axis was reported in a common scale and expressed

in numbers of RHMC steps, meaning that for PTBC we multiplied the Monte Carlo time by the

number of replicas Nr. The parallel tempering run for the simulation point with a = 0.0480 fm

refers to the setup with Ld = 2 and P ≈ 20%.

the number of replicas Nr. By a quick inspection of the histories and of the observed

number of topological fluctuations, one can infer that the two algorithms seem more or

less equivalent for a = 0.048 fm, while for the finest lattice spacing a = 0.0397 fm the

improvement obtained with parallel tempering is manifest.

In order to put this comparison in more quantitative terms, we can estimate the auto-

correlation time of Q2 through a standard binned jack-knife analysis:

τ(Q2) =
1

2

(
Errbinned(Q

2)

Errnaive(Q2)

)2

, (3.2)

where Errbinned and Errnaive represent, respectively, the binned and the naive statistical

errors on ⟨Q2⟩. The obtained auto-correlation times are reported in Tab. 2, again expressed

in both cases in units of the number of RHMC steps, meaning that for PTBC we multiplied

it by Nr. As previously discussed, for the a = 0.048 fm point we find auto-correlation times

in agreement with each other. For the lattice spacing with a = 0.0397 fm, instead, we find

a net gain of about a factor of 2 in terms of τ(Q2) once the overhead introduced by the

replicas is kept into account.

As a final note, we mention that our main results were obtained employing a defect size

Ld = 2, corresponding to a physical size ld = aLd ∼ 0.08−0.1 fm, and tuning the tempering

parameters to achieve an approximately constant ∼ 30% average swap acceptance rate.

However, for the simulation point with a = 0.0480 fm, we also tried different setups. In

particular, we observe that a smaller average acceptance rate P ∼ 20% for the same defect

size ld ∼ 0.1 fm, gives perfectly compatible performances and outcomes for χ, pointing out

that the PTBC algorithm free parameters do not need a particular fine-tuning.
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Figure 3. Comparison of the lattice determinations of χ1/4(T = 0) obtained with the standard

and the PTBC algorithms for a = 0.048 fm and a = 0.0397 fm with the ChPT prediction and with

the continuum extrapolation obtained in Ref. [22] with a fermionic definition of Q based on the

index theorem. For the sake of comparison, we also show the result obtained for χ1/4 in [22] with

the same gluonic definition considered here and for a lattice spacing a = 0.057 fm.

a [fm] P (%) Ld
χ1/4 [MeV]

(PTBC)

τ(Q2)

(PTBC)

χ1/4 [MeV]

(Standard)

τ(Q2)

(Standard)

0.0480

20
2

81.7(2.3) 45(15)

73.7(7.3) 50(10)30 81.4(2.9) 52(13)

20 4 82.8(2.8) 108(36)

0.0397 30 2 75.8(3.1) 78(26) 64.5(9.0) 140(20)

Table 2. Summary of the results obtained for T ≃ 0. The integrated auto-correlation time τ(Q2)

was computed through a standard jack-knife binned analysis and is expressed for both algorithms in

units of RHMC steps, meaning that that the one obtained with the PTBC algorithm was multiplied

by the number of replicas Nr.

For this simulation point, we also tried a larger defect size ld ∼ 0.2 fm with P ≃ 20%.

Also in this case we observe that the obtained result for the susceptibility is in excellent

agreement with those obtained with the other parallel tempering setups. However, the auto-

correlation time of Q2, once the overhead introduced by the replicas is taken into account,

turns out to be larger compared to the standard algorithm. This is not surprising, actually

it is expected. As a matter of fact, it is clear that increasing the defect size will improve

the decorrelation of the topological charge in the OBC replica, but at the same time will

require a large number of replicas to achieve the same fixed average swap acceptance rate

(empirically, Nr ∼ L
3/2
d , see also [52, 58]), thus excessively long defects are expected to

lead to worse performances compared to the standard algorithm. An analogous behavior

was observed for PTBC simulations in the pure-gauge theory [52].
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Finally, we show our results for the topological susceptibility, reported in Tab. 2, in

Fig. 3, where we also compare them with the ChPT prediction in Eq. (3.1), as well as with

the continuum extrapolation of [22]. We observe that for a = 0.048 fm the two algorithms

give consistent results for the susceptibility. The PTBC determination is more accurate

but, as previously explained, once the numerical overhead introduced by the replicas is

taken into account, the performances of the PTBC are essentially equivalent to those of

the standard algorithm. For the finest lattice spacing explored, instead, topological freezing

is significant and prevents us from obtaining a very accurate estimation of χ. On the other

hand, the result obtained with PTBC turns out to be perfectly consistent both with the

ChPT prediction, as well as with the continuum extrapolation of [22].

3.2 Finite-temperature results

We now move to discuss results obtained at finite temperature with the multicanonical

PTBC algorithmic setup. As already explained in Sec. 2.3, all finite-temperature simu-

lations, both with and without parallel tempering, have been performed using the multi-

canonic method.

The finite-temperature case becomes progressively much harder than the T = 0 one

as T grows because the topological susceptibility is rapidly suppressed above the chiral

crossover temperature, thus the impact of the large lattice artifacts affecting χ becomes

more and more important, making it harder and harder to control systematics related to the

continuum extrapolation as T increases, even when considering very fine lattice spacings. In

Ref. [22], for example, the largest temperature explored was T = 570 MeV ≃ 3.7Tc. Even

though in that case the very fine range of lattice spacings a ∼ 0.057−0.029 fm was explored,

only the upper bound χ1/4 = 6(6) MeV could be set for the topological susceptibility at that

temperature using the standard gluonic discretization. Sizeable systematics were also found

using a different fermionic definition of the topological charge based on spectral projectors

onto the lowest-lying modes of the staggered Dirac operator, and the final continuum limit

χ1/4 = 8(6) MeV was quoted using this method, which only slightly improves on the gluonic

result.

In this section we aim at re-examining this case by performing new simulations with

the PTBC algorithm for the two finest lattice spacing explored in [22], namely a = 0.0343

fm and a = 0.0286 fm, and by also performing a new simulation for an even finer lattice

spacing, namely, a = 0.0215 fm. For these finite-T simulations, we considered N3
s × Nt

lattices with aspect ratio Ns/Nt = 4, and again chose the bare lattice parameters so as to

stay on the same LCP followed for zero-temperature runs. The summary of the simulation

parameters is reported in Tab. 3, along with the details of the PTBC setup. We stress

that in the thermal case, given that the lattice extensions are not isotropic, there are two

nonequivalent ways of placing the defect, namely orthogonal or parallel to the Euclidean

time direction: in principle, one of the two could be more efficient than the other, however,

after some preliminary test runs, we did not notice significant differences, and adopted a

setup where the defect is orthogonal to time (i.e., the same setup of the zero-temperature

case). For the finest lattice spacing explored in the present study, we had to slightly

extrapolate the bare parameters of the LCP of Refs. [94–96] via an educated guess rooted
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β a [fm] ams · 102 Ns Nt Nr Ld P (%)

4.459 0.0343 1.370 40 10
7 1 40(10)

10 2 19(4)

4.592 0.0286 1.090 48 12 10 2 19(4)

4.798 0.0215 0.798 64 16 10 2 20(4)

Table 3. Summary of simulation parameters for the T ≃ 570 MeV runs, performed on N3
s × Nt

lattices. The bare parameters β and ams and the lattice spacings a have been fixed according to

the LCP determined in Refs. [94–96] with mπ = 135 MeV, and aml is fixed through the physical

strange-to-light quark mass ratio ms/ml = 28.15 (see the text and App. A for more details). The

value of P represents the average value of the swap probabilities, and the dispersion around it.
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T = 570 MeV ' 3.7 Tc
a = 0.0215 fm

Figure 4. Example of the shape of the topological bias potential used in our multicanonical

simulations with a = 0.0215 fm. The adopted functional forms are the same already employed in

Refs. [18, 22]: Vtopo(x) = −
√

(Bx)2 + C) for |x| < Qmax and Vtopo(x) = −
√

(BQmax)2 + C) for

|x| > Qmax. In this case B = 13, C = 0.05 and Qmax = 2.

in perturbation theory predictions, and more details on this can be found in App. A

(note, though, that this is completely irrelevant for the sake of comparing the algorithmic

performances of the PTBC with respect to the standard multicanonic algorithm).

We start our discussion by comparing the efficiency of the PTBC and the standard

multicanonic algorithms. In Fig. 4, we plot an example of the multicanonic bias potential

employed to enhance the probability of visiting suppressed topological sectors, while in

Fig. 5 we show the Monte Carlo evolutions of the lattice topological charge Q obtained

with both algorithms, again compared by reporting both histories on a common horizontal

axis (which implies that the Monte Carlo time of PTBC has been multiplied by the number

of replicas Nr). In all cases we observe an improved number of topological fluctuations,

especially for the finest lattice spacing explored. Again, in order to quantify the improve-

ment obtained with PTBC, we computed the integated auto-correlation time, expressed in

both cases using the same units (i.e., the number of RHMC steps). Results are reported

in Tab. 4.
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a [fm] Ld
χ1/4 [MeV]

(PTBC)

τ(Q2)

(PTBC)

χ1/4 [MeV]

(Standard)

τ(Q2)

(Standard)

0.0343
1 28.2(1.3) 10(3)

29.9(2.3) 30(12)
2 27.4(1.1) 65(15)

0.0286 2 19.22(71) 27(4) 19.5(3.2) 50(10)

0.0215 2 14.44(77) 26(6) 16(25) ≳ 103

Table 4. Summary of the results obtained for T ≃ 570 MeV. The results obtained for a = 0.0343 fm

and 0.0286 fm with the standard multicanonic algorithm are taken from Ref. [22]. The integrated

auto-correlation time τ(Q2) was computed through a standard jack-knife binned analysis and is

expressed for both algorithms in units of RHMC steps, meaning that that the one obtained with

the PTBC algorithm was multiplied by the number of replicas Nr.

For the coarsest lattice spacing explored with the PTBC algorithm, a = 0.0343 fm,

we tried two different defect lengths, namely Ld = 1 and 2. In the latter case, the PTBC

auto-correlation time (i.e., multiplied by Nr) turned out to be larger by about a factor

of 2 with respect to the standard algorithm one. In the former case instead, we observe

substantial better performances compared to the standard algorithm, obtaining a net gain

of about a factor of 3 in terms of τ(Q2). This thus suggests that defects smaller than

aLd ∼ 0.07 fm should be employed in this case. Thus, for the other runs at finer lattice

spacings, we simply adopted Ld = 2 in all cases.

For what concerns a = 0.0286 fm, we observed a net gain of a factor of 2 in terms of

computational power. This has allowed us to greatly reduce the error on the gluonic deter-

mination for this lattice spacing compared to the result of Ref. [22]. For the finest lattice

spacing explored the gain attained with PTBC algorithm is even more impressive. Indeed,

while for parallel tempering we find an auto-correlation time which is of the same order of

that observed for the coarser simulation points explored, using the standard multicanonic

algorithm the Monte Carlo Markov chain does not appear to be thermalized yet even after

thousands of RHMC steps, and thus only upper bounds for τ(Q2) and χ1/4 could be set

for this run. Thus, these results point out that the PTBC algorithm shows an improved

scaling of the auto-correlation time as a function of 1/a with respect to the standard algo-

rithm also in the finite-temperature case, analogously to what has been deduced from our

zero-temperature runs.

As a final comment, we observe that for our high-temperature runs defect sizes cor-

responding to a physical length ld = aLd ∼ 0.034 − 0.057 fm turned out to be enough to

obtain much better performances compared to the standard algorithm. These defect sizes

are about a factor of 2 smaller than those employed at zero temperature. A possible expla-

nation of this observation can be the following. As it is well-known from DIGA standard

arguments, at high temperature the contribution of large instantons with size ρ ≫ 1/T

to the path integral is suppressed. Since one can expect the topological excitations cre-

ated/annihilited through the defect to have a typical size ρ ∼ ld, one can expect to need

smaller defects (in physical units) at high temperatures to obtain satisfying performances
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Figure 5. Comparison of the multicanonical Monte Carlo evolutions of the cooled lattice topological

charge Q obtained with the PTBC and the standard algorithm for all lattice spacings explored at

T = 570 MeV. In all cases, the horizontal axis was reported in a common scale and expressed

in numbers of RHMC steps, meaning that for PTBC we multiplied the Monte Carlo time by the

number of replicas Nr. The parallel tempering run for the simulation point with a = 0.0343 fm

refers to the setup with Ld = 1.

with the PTBC algorithm.2

We can now add the new data obtained with the PTBC algorithm to the results

obtained at coarser lattice spacings in [22] in order to perform a continuum extrapolation

of these determinations. The data employed for the continuum limit can be found in Tab. 5,

while the continuum extrapolation is displayed in Fig. 6. Assuming standard leading O(a2)

2Such argument could also explain why, at finite temperature, topological freezing seems to kick in

at finer lattice spacings compared to the zero-temperature case. Indeed, the path integral at high T is

dominated by the contribution of small instantons, which are more easily created/annihilated adopting

local updating algorithms. A similar behavior was observed, e.g., in 2d CPN−1 models for small values of

N , whose topological dynamics, unlike in the large-N case, is dominated by small instantons, and is found

to exhibit smaller auto-correlation times for the topological charge [82, 97].
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T = 570 MeV

a [fm] χ1/4 [MeV]

0.0429 36.7(2.6)

0.0343 27.4(1.1)

0.0286 19.22(71)

0.0215 14.44(77)

0 6.2(1.2)

Table 5. Determinations of χ1/4 MeV at finite lattice spacing employed to perform the contin-

uum extrapolation assuming leading O(a2) corrections. The coarsest lattice spacing determination

comes from the gluonic results of Ref. [22]. The determination for a = 0 is the final continuum

extrapolation obtained in this work.
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Figure 6. Continuum extrapolation of the determinations of χ1/4 obtained for T = 570 MeV

reported in Tab. 5, compared to the continuum limits obtained in Refs. [17, 22].

correction to the continuum limit, we observe that a linear fit in a2 including all 4 available

points yields the continuum value:

χ1/4 = 6.2(1.2) MeV, (T = 570 MeV). (3.3)

Excluding the coarsest point yields the perfectly compatible result 6.0(1.5) MeV. Thus,

thanks to the addition of the new PTBC data, we are able to perfectly control systematic

errors coming from the continuum limit extrapolation, and we can simply take Eq. (3.3) as

our final result for χ1/4(T = 570 MeV). We also observe that our result greatly improves

on the result of Ref. [22], 8(6) MeV, and is also perfectly in agreement with the result

obtained in Ref. [17] for the same temperature: 5.5(3) MeV, cf. also Fig. 6. To be fair,

a systematic error should be added to our determination, in relation to the scale setting

for the finest lattice spacing, which has been fixed only by extrapolation from other scale

settings; however, this is not relevant in order to assess to improvement achieved by the new

algorithm, which is expressed solely by the improved accuracy of the result in Eq. (3.3).
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4 Conclusions

In this manuscript, we have presented a first investigation of the efficiency of a novel numer-

ical algorithm to deal with the computational problem of topological freezing in full QCD

simulations involving dynamical fermions, namely, the Parallel Tempering on Boundary

Conditions algorithm. This method, initially proposed in 2d CPN−1 by M. Hasenbusch

and soon after implemented and successfully employed in 4d SU(N) pure-gauge theories,

is here applied to Nf = 2+1 full QCD simulations at the physical point, both at zero and

finite temperature, for the first time.

The main idea underlying this algorithm is to combine periodic boundary conditions

and open boundary conditions in a parallel tempering framework in order to exploit the

improved scaling of the auto-correlation time as a function of the inverse lattice spacing

achieved with open boundaries, while at the same time avoiding unphysical boundary ef-

fects, as all observables are computed on the periodic replica, where translation-invariance,

and thus a proper notion of global topological charge, is kept.

We have performed simulations of 2+ 1 QCD with physical quark masses for very fine

lattice spacings a ∼ 0.048−0.021 fm, both at zero and finite temperature, adopting rooted

stout-staggered fermions to discretize the quark action, although this is not a mandatory

choice, as our present implementation of the PTBC algorithm can be easily adapted to other

fermion discretizations. We found that the PTBC algorithm yields an auto-correlation

time for Q2 which is generally much smaller than the one attained with standard RHMC

simulations, allowing in all cases to improve our previous estimates of the topological

susceptibility. Moreover, in both cases we have found perfect agreement in the obtained

results for χ after comparing with previous results reported in the literature and/or with

analytic predictions when available. Finally, we observed that no hard fine-tuning of the

parameters of the PTBC algorithm is required to obtain optimal performances. In practice,

we observed that defect sizes of the order of ∼ 0.08 − 0.1 fm at zero temperature and

∼ 0.03− 0.06 fm at finite temperature, with ∼ O(10) replicas and an avarage ∼ 20− 30%

swap acceptance rates, were largely sufficient to obtain a perfectly working setup with

exceedingly better performances compared to the standard algorithm. Concerning the

results obtained for the topological susceptibility, we have been able to greatly improve on

the determinations obtained in Ref. [22] both at T = 0 and at T = 570 MeV ≃ 3.7Tc.

Given the enhancements obtained from this first investigation of the efficiency of the

method, the PTBC algorithm can open up several new research paths that we would

like to explore in the near future. For example, it would be extremely interesting to

use this algorithm to improve past studies of the temperature-behavior of the topological

susceptibility [22] or of the QCD sphaleron rate [98, 99] in the chirally-restored high-

temperature phase of QCD, and in particular to extend previous investigations in order to

reach the GeV scale. Of course, this requires first to perform and extend presently available

scale settings in order to reach much finer lattice spacings of the order of a ∼ 0.01 fm, which

can now be efficiently done with the PTBC algorithm using, e.g., the finite-temperature

techniques put forward in Ref. [100].
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A Extrapolation of bare parameters to extend the physical point Line

of Constant Physics

In order to extend the LCP determined in Refs. [94–96] to the lattice spacing a = 0.0215 fm,

we performed a best fit of a(β) and ams(β) using educated guesses based on the expected

perturbative behaviors of these quantities. For what concerns the lattice spacing, we used

the same fit function proposed and employed in Eq. (35) of Ref. [101], suitably adapted from

the Nf = 0 to the Nf = 2+ 1 case using the well-known universal coefficients of the QCD

beta-function. For the bare strange quark mass, we instead used a fit function modeled

on the basis of the expected leading perturbative behavior of the quark mass anomalous

dimension. In particular, we used the following fit function: ams(β) = Aβ−B (with A

and B free fit parameters), see, e.g., Eq. (2.9) of Ref. [102]. The resulting best fits to the

known LCP points, along with the best fit curves and the corresponding extrapolated bare

parameters, are shown in Fig. 7. Finally, aml was obtained from ms/ml = 28.15.
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Figure 7. Extrapolation of the LCP determined in Refs. [94–96] to determine the bare parameters

corresponding to a ≃ 0.215 fm in Tab. 3, see the text in App. A for more details.
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[33] L. Giusti and M. Lüscher, Topological susceptibility at T > Tc from master-field simulations

of the SU(3) gauge theory, Eur. Phys. J. C 79 (2019) 207 [1812.02062].

[34] A. Florio, O. Kaczmarek and L. Mazur, Open-Boundary Conditions in the Deconfined

Phase, Eur. Phys. J. C 79 (2019) 1039 [1903.02894].
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Practical applications of machine-learned flows on gauge fields, 2404.11674.

[61] C. Morningstar and M. J. Peardon, Analytic smearing of SU(3) link variables in lattice

QCD, Phys. Rev. D 69 (2004) 054501 [hep-lat/0311018].

[62] M. Campostrini, A. Di Giacomo and H. Panagopoulos, The Topological Susceptibility on the

Lattice, Phys. Lett. B 212 (1988) 206.

[63] E. Vicari and H. Panagopoulos, θ dependence of SU(N) gauge theories in the presence of a

topological term, Phys. Rept. 470 (2009) 93 [0803.1593].

[64] B. Berg, Dislocations and Topological Background in the Lattice O(3) σ Model, Phys. Lett.

B 104 (1981) 475.

[65] Y. Iwasaki and T. Yoshie, Instantons and Topological Charge in Lattice Gauge Theory,

Phys. Lett. B 131 (1983) 159.

[66] S. Itoh, Y. Iwasaki and T. Yoshie, Stability of Instantons on the Lattice and the

Renormalized Trajectory, Phys. Lett. B 147 (1984) 141.

[67] M. Teper, Instantons in the Quantized SU(2) Vacuum: A Lattice Monte Carlo

Investigation, Phys. Lett. B 162 (1985) 357.

[68] E.-M. Ilgenfritz, M. Laursen, G. Schierholz, M. Müller-Preussker and H. Schiller, First

Evidence for the Existence of Instantons in the Quantized SU(2) Lattice Vacuum, Nucl.

Phys. B 268 (1986) 693.

[69] M. Campostrini, A. Di Giacomo, H. Panagopoulos and E. Vicari, Topological Charge,

Renormalization and Cooling on the Lattice, Nucl. Phys. B 329 (1990) 683.

[70] B. Alles, L. Cosmai, M. D’Elia and A. Papa, Topology in 2D CPN−1 models on the lattice:

A Critical comparison of different cooling techniques, Phys. Rev. D 62 (2000) 094507

[hep-lat/0001027].

[71] APE collaboration, M. Albanese et al., Glueball Masses and String Tension in Lattice

QCD, Phys. Lett. B 192 (1987) 163.
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