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Abstract

Consider a hyperelliptic curve of genus g over a fieldK of characteristic zero. After
extending K we can view it as a marked curve with its 2g+2 Weierstrass points. We
present an explicit algorithm to compute the stable reduction of this marked curve
for a valuation of residue characteristic 2 over a finite extension of K. In the cases
g 6 2 we work out relatively simple conditions for the structure of this reduction.
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1 Introduction

1.1 Motivation and strategy: Let K be a valued field of characteristic 6= 2, and let C
be a hyperelliptic curve over K, that is, a curve with the equation z2 = f(x) for some
polynomial f . After extending K if necessary, the curve admits stable reduction. While in
principle there is a general algorithm to find a stable model, the goal of this article is to
describe this model efficiently.

Our idea is to rigidify the situation using the Weierstrass points of C. These are the
ramification points of the canonical double covering π : C ։ C̄ of a rational curve C̄. After
extending K we suppose that these points are defined over K. We then propose to construct
the stable model C of C as a marked curve with its Weierstrass points. The stable model
of the unmarked curve is easily obtained from this by contracting irreducible components
of the special fiber.

Why should this simplify the construction of the stable unmarked model? Because one
can use the stable model of the rational curve C̄ marked by the branch points of π. These
points are the zeros of f and possibly the point x = ∞, and the stable model C̄ of C̄ as a
marked curve can by computed easily. It turns out that the model C dominates C̄ and that
some of its complexity is already present in C̄.

When the residue characteristic is 6= 2, we already know from [11] and the references
therein that C is the normalization of C̄ in the function field of C. The present article
therefore concentrates on the case of residue characteristic 2. The complications in that
case can all be traced back to the fact that any ramification of a double covering in
characteristic 2 is wild.

In that case it is not hard to show that C is minimal among all semistable models of
the marked curve C that dominate C̄ (see Proposition 2.2.8). We therefore generalize the
situation a little and begin with an arbitrary semistable model C̄ of the rational marked
curve C̄ and aim to construct the minimal semistable model of the marked curve C that
dominates C̄. This has then become a purely local problem over C̄.

Another useful fact is that the hyperelliptic involution σ of C, that is, the covering
involution of π, extends uniquely to an involution σ of C. It turns out that the quotient
scheme Ĉ := C/〈σ〉 is a semistable model of C̄ that dominates C̄ (Proposition 2.4.2). The
problem thus divides up into the problem of describing Ĉ in explicit coordinates and then
constructing C as the normalization of Ĉ in the function field of C.

Over the smooth locus of C̄, all this has been essentially solved by Lehr and Matignon
[16]. Our main contribution thus lies in describing what to do over a double point of C̄.

1.2 Overview:We now explain the relevant issues in detail. First, to avoid the recurring
need for field extensions and the resulting cumbersome changes of notation, we reduce the
general case throughout to the case thatK is algebraically closed. LetR denote its valuation
ring and k = R/m its residue field. Let v denote the valuation on K that is normalized
to v(2) = 1. For any rational number α we choose a suitable fractional power 2α ∈ K
with v(2α) = α. For any Laurent polynomial f over K we let v(f) denote the minimum
of the valuations of its coefficients. We let C̄0, Ĉ0, C0 denote the closed fibers of C̄, Ĉ, C,
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respectively.
As another preparation, for any Laurent polynomial f ∈ R[x±1] we set

w(f) := sup
{

v(f − h2)
∣

∣ h ∈ R[x±1]
}

∈ R ∪ {∞},

which measures how well f can be approximated by squares. It will turn out that the
precise values of v(f − h2) and w(f) are irrelevant if they exceed 2. Accordingly, we call a
decomposition of the form f = h2 + g with g, h ∈ R[x±1] optimal if

v(g) = w(f) or v(g) > 2.

We prove that an optimal decomposition of f exists and can be computed effectively
(Proposition 3.2.6).

The construction of C requires finding explicit local coordinates for the normalization
of C̄ in the function field of C. To explain how suppose first that x is a local coordinate
of C̄ near a smooth point p̄ of its special fiber. After rescaling z and f by elements of K×

we may assume that f has integral coefficients and non-zero reduction modulo m. Then
an optimal decomposition f = h2 + g with polynomials g, h exists (Proposition 3.2.8)
and the normalization near p̄ is given by the coordinates x and t with z = h + 2γ/2t
for γ := min{2, v(g)} (see Proposition 3.3.3 or Lehr [15, Prop. 1]). Using the resulting
equation one can quickly decide where this normalization is smooth and therefore equal
to C. In particular this happens over any marked point p̄ (see Proposition 4.1.1).

At an unmarked smooth point p̄ where the normalization is singular, the theory of Lehr
and Matignon [16] tells us how to find Ĉ by blowing up C̄ near p̄ in terms of the zeros of an
auxiliary polynomial Sf associated to f . The normalization of this blowup in the function
field of C is then semistable and therefore a local chart of C. As in the situation of [16,
Thm. 5.1], the irreducible components of C0 above p̄ are arranged in the form of an oriented
tree with the components of genus > 0 precisely at the ends. In particular, such points do
not contribute to any bad reduction of the jacobian of C.

Now consider a double point p̄ of C̄0. Here another dichotomy occurs: Recall that the
number of branch points of π is 2g + 2, where g is the genus of C. Consequently there is
either an even number of branch points on each side of p̄, or an odd number on each side.
In the second case the normalization of C̄ in the function field of C is already semistable
with a unique double point above p̄ and can be computed explicitly (Proposition 4.4.1),
giving C locally over p̄.

So assume that the number of branch points on each side of p̄ is even. Then locally near
p̄ the model C̄ is isomorphic to SpecR[x, y]/(xy − 2α) for some α > 0, which is called the
thickness of p̄. Using y = 2α/x we can embed this coordinate ring into the ring of Laurent
polynomials K[x±1]. This gives us the freedom to rescale z by K×xZ, which by the equation
z2 = f(x) amounts to rescaling f by K×x2Z. Since p̄ is even, we can reduce ourselves to the
case that f lies in R[x, y]/(xy − 2α) and has a unit as constant term (Proposition 4.3.1).
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Now observe that the inverse image of p̄ in Ĉ0 may contain irreducible components that
lie between the proper transforms of the two irreducible components of C̄0 that meet at p̄
and of other irreducible components sticking out from those.

The former are those that are described by coordinates of the form x/2λ for 0 < λ < α.
To identify them we study the behavior of optimal decompositions under substitutions of
the form x = 2λu. Specifically, we consider the function

w : Q ∩ [0, v(a)] −→ R, λ 7→ w(λ) := min{2, w(f(2λu))}.

This function can be computed explicitly in terms of optimal decompositions (Propositions
3.4.2 and 3.5.6) and is piecewise linear concave (Proposition 3.4.4). We prove that the
substitution x = 2λu yields an irreducible component of Ĉ0 over p̄ if and only if λ is a
break point of w (Proposition 4.5.1).

Consider the blowup of C̄ obtained by adjoining a component with coordinate x/2λ for
each break point λ. This is a model of C̄ that lies between C̄ and Ĉ, and whose normalization
in the function field of C is semistable above all double points. Finding the remaining
irreducible components of Ĉ0 above p̄ thus reduces to the earlier problem over a smooth
point of C̄.

Combining everything this gives an explicit algorithm producing Ĉ, from which C can
be constructed as the normalization in the same way as above. The procedure also pro-
vides further details: Propositions 3.3.2 and 4.5.8 tell us where the morphism C0 ։ Ĉ0 is
inseparable, separable, respectively étale and which irreducible components of Ĉ0 decom-
pose in C0. Propositions 4.5.10 and 4.5.12 determine whether C0 has one or two double
points above a double point of Ĉ0. Finally, Proposition 4.6.7 lists some consequences for
the reduction behavior of the jacobian of C.

1.3 Small genus: Applying these methods to the case of genus 1, we find that the type
of stable reduction only depends on the stable marked reduction of C̄ and the thickness of
its double point if it has one. In total, there are 4 different reduction types in this case.

In the case of genus 2, the reduction behavior of C depends on the stable marked reduc-
tion of C̄ and the thicknesses of its double points as well as on an additional parameter δ,
which is the valuation of a certain expression in the coefficients of f . In total, there are 54
different reduction types in this case. For the types of the unmarked stable reduction and
the reduction of the jacobian, our results yield relatively simple conditions depending only
on the thicknesses and δ.

1.4 Structure of the paper: Chapter 2 contains preparatory material: Section 2.1
provides the justification for working over an algebraically closed field with Theorem 2.1.5.
In Section 2.2 we review basic facts about semistable and stable marked curves over R. The
following Section 2.3 concentrates on curves of genus 0, with a special emphasis on explicit
local coordinates and algorithms for constructing semistable models from others. In the
final Section 2.4 we turn to hyperelliptic curves, providing the set-up for the remainder of
the article. A summary of all the schemes and morphisms needed in our construction is
given in Diagram 2.4.5. From here on we assume that R has residue characteristic 2.
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In Chapter 3 we study optimal approximations of Laurent polynomials. In Section 3.1
we define and characterize them, and in Section 3.2 and Proposition 3.6.3 we construct
those that are useful for us. In Section 3.3 we show how they arise in computing the
normalization of R[x±1] in a quadratic extension of K(x). In Section 3.4 we study their
behavior under substitutions of the form x = 2λu. In Section 3.5 we discuss how to separate
positive and negative exponents in optimal decompositions, which can sometimes simplify
explicit computations. In Section 3.6 we discuss the decompositions that are used in the
theory of Lehr and Matignon [16].

The local constructions of Ĉ and C are carried out in Chapter 4. Sections 4.1 through
4.5 describe the situation over each kind of point of C̄0 in turn: over smooth marked resp.
unmarked points and over the two types of double points. In Section 4.6 we combine these
constructions into explicit algorithms and summarize the resulting properties of irreducible
components and double points. We also briefly discuss some consequences for the reduction
behavior of the jacobian of C.

In the final Chapter 5 we apply these methods to work out the reduction behavior in
detail in genus 1 and 2. For genus 2 we only list the final results, leaving the detailed
computations to look up in the associated computer algebra worksheets [12].

1.5 Relation with other work: Semistable reductions of hyperelliptic curves have
historically mainly been studied and constructed in residue characteristic 6= 2, see for
example the construction of Bosch in [2]. A more recent approach is the article [6] by
Dokchitser, Dokchitser, Maistret, and Morgan, which describes the special fiber in their
notion of cluster pictures. Similarly, in [11], the authors of the present article have given a
description of the stable marked reduction.

In a series of articles [21], [22] and [23], Raynaud studied the case of mixed characteristic
(0, 2) extensively. In particular, his articles provide some properties of the special fiber of
semistable models under the additional assumption that the stable marked model of C̄
is smooth. This condition is referred to as the case of equidistant geometry. Even though
Raynaud restricted himself to this case, many of his theorems and ideas can be generalized
and proved very valuable for understanding the general situation. Lehr and Matignon,
building on Raynauds work, fully described the special fiber in the equidistant situation in
their article [16]. Reading their work was one of our key motivations to write this article.
Arzdorf and Wewers in [1] generalize this and construct a semistable model of C using
the language of Berkovich analytic spaces. We were made aware of their article only after
already completing most of our work. The construction carried out in our article is very
similar to theirs, the main differences being that we are concerned with marked models
and state everything in the language of schemes. In a recent preprint [10], Fiore and Yelton
define and describe the so-called relatively stable model of hyperelliptic curves using the
language of cluster pictures. Their construction is again very similar to that of Arzdorf
and Wewers and to the one carried out in this article. Being made public while we were
already writing this article, there is some overlap with our work. In particular, in [10], the
reduction behavior of their relative stable model is studied and explained in some of the
cases. The conditions given partly rely on finding a root of a polynomial analogous to our
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stability polynomial, which we were able to avoid in our work.
Moreover, in [17], Liu gives criteria for the type of the stable reduction of the unmarked

curve C in terms of Igusa invariants. This result is first proved in the setting of char(k) 6= 2
and carries over to the wild case by a moduli argument.

2 Semistable and stable models of curves

2.1 Reduction to an algebraically closed field

Throughout this article we let R1 be a complete discrete valuation ring with quotient
field K1. At several places we will need to replace R1 by its integral closure in a finite
extension of K1. Instead of having to say this repeatedly, we find it more convenient to
work over an algebraic closure instead. So we fix an algebraic closure K of K1 and let R
denote the integral closure of R1 in K. Since R1 is complete, the valuation on K1 extends
to a unique valuation with values in Q on K, whose associated valuation ring is R. As this
ring is not noetherian, we have to be careful when dealing with schemes over SpecR.

We will be interested in intermediate fields K1 ⊂ K2 ⊂ K3 ⊂ K that are finite over K1.
For these the integral closure of R1 in K2 is R2 := R∩K2 and that in K3 is R3 := R∩K3.
These are again complete discrete valuation rings and finite extensions of R1. In particular
they are free R1-modules; hence the union R of all R2 is faithfully flat over R1.

By a scheme over any of these rings we will mean a scheme over the spectrum of this
ring. In base extensions we will also drop the symbol Spec. In the rest of this section we
will discuss conditions for a normal scheme over R to arise by base extension from a normal
scheme over R2 for some R2. First, by EGA4 [8, Th. 8.8.2, Cor. 8.8.2.5] we have:

Proposition 2.1.1 (a) For any finitely presented scheme X over R there exist R2 as
above and a finitely presented scheme X2 over R2 such that X ∼= X2×R2

R.

(b) For any R2 as above and any finitely presented schemes X2 and Y2 over R2, for any
morphism ϕ : X2×R2

R → Y2×R2
R there exist R3 as above such that ϕ comes by base

extension from a morphism X2×R2
R3 → Y2×R2

R3.

(c) Same as (b) for isomorphisms.

Proposition 2.1.2 In Proposition 2.1.1 (a), if X is integral and normal, then so is X2.

Proof. The problem being local on X2, we may assume that X2 = SpecA2 for an R2-
algebra A2. Then X ∼= Spec A2 ⊗R2

R being integral and normal means that A2 ⊗R2
R

is a normal integral domain. Next, multiplication by any nonzero element a ∈ A2 induces
nonzero homomorphisms of A2-modules A2 ։ A2a →֒ A2. Since R is faithfully flat over R2,
these induce nonzero homomorphisms A2 ⊗R2

R։ (A2 ⊗R2
R)(a⊗ 1) →֒ A2 ⊗R2

R. Thus
a ⊗ 1 is again nonzero and the natural homomorphism A2 → A2 ⊗R2

R is injective. In
particular A2 is itself integral. Let Ã2 denote its normalization. Then the inclusion A2 →֒ Ã2

induces an integral extension A2 ⊗R2
R →֒ Ã2 ⊗R2

R of integral domains with the same
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quotient field. Since A2 ⊗R2
R is already normal by assumption, this integral extension

must be trivial. As R is a faithfully flat R2-algebra, it follows that A2 = Ã2, and hence
X2 = Spec Ã2 is normal. �

In the other direction we want to give conditions for the base change to R of a normal
scheme to be normal. We approach this in steps:

Proposition 2.1.3 Let X1 be a normal integral scheme that is flat of finite type over R1,
whose closed fiber is generically smooth and for which X1×R1

K is integral and normal.
Then X1×R1

R is integral and normal.

Proof. It suffices to show that the scheme X ×R1
R2 is integral and normal for every

R2 as above. By assumption and Proposition 2.1.2 this already holds for the generic fiber
X1 ×R1

K2. By flatness it follows that X1 ×R1
R2 is integral.

Next, by Serre’s criterion [8, Th. 5.8.6] a noetherian integral scheme is normal if and
only it is (R1) and (S2). By assumption these properties already hold in the generic fiber
of X1 ×R1

R2. The remaining points of codimension 1 are the generic points of the special
fiber. At all such points X1×R1

R2 is smooth over R2 by assumption; hence it is (R1) there
as well. Finally X1 ×R1

R2 → X1 is flat and finite, so all its fibers are Artin and hence
(S2). Since X1 is (S2), it follows from [8, Cor. 6.4.2] that X1 ×R1

R2 is (S2) as well. Thus
X1 ×R1

R2 is normal, as desired. �

Proposition 2.1.4 For any integral scheme Y1 of finite type over R1, the normalization
in any finite extension of the function field of Y1 is finite over Y1. In particular it is again
of finite type over R1.

Proof. As R1 is a complete noetherian local ring, it is excellent by [8, Scholie 7.8.3 (iii)].
Since Y1 is of finite type over R1, it is itself excellent by [loc. cit. (ii)]. Thus its normalization
is finite over it by [loc. cit. (vi)], and hence again of finite type over R1. �

Theorem 2.1.5 Let Y1 be an integral scheme that is flat of finite type over R1. Let L1

be a finite extension of the function field of Y1 such that L1 ⊗R1
K is a field. Then the

normalization of Y1 in L1⊗R1
K is finitely presented and arises by base change via R2 →֒ R

from the normalization of Y2 in L1 ⊗R1
K2 for some K2 finite over K1.

Proof. By flatness the function field of Y1 is an overfield of K1, and hence so is L1. Let
X̃ be the normalization of Y1 ×R1

K1 in L1 ⊗R1
K. As this is equally the normalization of

Y1 ×R1
K in L1 ⊗R1

K, which is of finite type over the field K, it follows that X̃ is finite
over Y1 ×R1

K by [8, Scholie 7.8.3]. Thus X̃ is of finite type over K and hence finitely
presented over R. By Propositions 2.1.1 (a) and 2.1.2 there therefore exists K2 finite over
K1 as above, such that X̃ arises by base extension from a normal integral scheme over K2.
This means that X̃ = X2 ×R2

K, where X2 is the normalization of Y1 in L1 ⊗R1
K2. By

Proposition 2.1.4 this X2 is again of finite type over R2. Moreover, as X2 is reduced with
dense generic fiber, its affine coordinate rings are R2-torsion free; hence X2 is flat over R2.
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Now recall that R2 is excellent by [8, Scholie 7.8.3 (iii)]. Thus by de Jong [5, Lemma
2.13] or Temkin [25, Thm. 3.5.5], after replacing K2 by a finite extension and X2 by the
corresponding normalization, we can assume that the closed fiber of X2 → SpecR2 is
generically smooth. Then X2 satisfies the assumptions of Proposition 2.1.3 with R2 in
place of R1, and so X2×R2

R is integral and normal. This is therefore the normalization of
Y1 in L1 ⊗R1

K and finitely presented over R. �

In the rest of this article we apply the above results to the case that Y1 is a semistable
curve over R1 with generic fiber P1

K1
and L1 is the function field of a hyperelliptic curve C1.

In order to construct a good model of C1 we need to replace K1 at various places by some
finite extension and Y1 by a suitable blowup. By Theorem 2.1.5 we can instead work over
the single field K and avoid cumbersome changes of notation.

Let v denote the valuation on K, and let m be the maximal ideal and k := R/m the
residue field of R.

2.2 Semistable curves

In this section we review basic known facts about stable marked curves over R. See Knudsen
[14] or Liu [18, §10.3] or Temkin [25] for the general definition and properties of semistable
and stable curves over arbitrary schemes.

Let C be a connected smooth proper algebraic curve of genus g over K. By a model
of C we mean a flat and finitely presented curve C over R with generic fiber C. We call
such a model semistable if the special fiber C0 is smooth except possibly for finitely many
ordinary double points. Every double point p ∈ C0 then possesses an étale neighborhood in
C which is étale over SpecR[x, y]/(xy−a) for some nonzero a ∈ m, such that p corresponds
to the point x = y = 0. Here the valuation v(a) depends only on the local ring of C at p,
for instance by Liu [18, §10.3.2 Cor. 3.22]. Following Liu [18, §10.3.1 Def. 3.23] we call v(a)
the thickness of p.

Any model is an integral separated scheme. Thus for any two models C and C′ over R,
the identity morphism on C extends to at most one morphism C → C′. If this morphism
exists, we say that C dominates C′. This defines a partial order on the collection of all
models of C up to isomorphism. By blowing up one model one can construct many other
models that dominate it. Conversely, one can construct the contraction of an irreducible
component with the following properties:

Proposition 2.2.1 Assume that C is normal with reducible closed fiber C0, and let T be
an irreducible component of C0.

(a) There exists a normal model C′ that is dominated by C, such that the morphism
C → C′ maps T to a closed point p′ and induces an isomorphism C r T

∼→ C r {p′}.

(b) The model C′ is unique up to unique isomorphism.

9



(c) If C dominates another model X , such that the morphism C → X maps T to a closed
point, then C′ dominates X .

Proof. For (a) see [3, §6.7 Prop. 4] or the proof of [25, Prop. 4.4.6]. For (c) see for instance
[25, Prop. 4.3.2]. Finally, (c) implies (b). �

Any semistable model is normal by [18, §10.3.1 Prop.3.15 (c)], so Proposition 2.2.1 can
be applied to it. We call an irreducible component T unstable if it is isomorphic to P1

k and
contains at most two double points.

Proposition 2.2.2 Suppose that C is semistable.

(a) The contraction C′ is semistable if and only if T is unstable.

(b) In that case p′ is a smooth point if T contains 1 double point, respectively a double
point if it contains 2 double points.

Proof. See [18, §10.3.2 Lemma3.31] and [25, Cor. B.2]. �

Proposition 2.2.3 Consider any model X of C over R.

(a) Among the semistable models of C that dominate X there exists a minimal model C,
that is, such that every semistable model that dominates X also dominates C.

(b) This model is unique up to unique isomorphism.

(c) The morphism C ։ X is an isomorphism at all points where X is already semistable.

(d) A semistable model C′ that dominates X is minimal if and only if no fiber of C′ ։ X
contains an unstable irreducible component.

Proof. See Liu [19, 2.3-8] or Temkin [25, 1.2-5]. An extension of R is rendered unnecessary
by the reductions in Section 2.1. �

Proposition 2.2.4 For any models X0, . . . ,Xn of C over R, there exists a minimal semi-
stable model C that dominates each Xi for all i, and it is unique up to unique isomorphism.

Proof. Since X0, . . . ,Xn are models of C, the diagonal morphism C → Y := X0×R. . .×RXn

is an isomorphism in the generic fiber. Let Z denote the normalization of Y in the function
field of C. The fact that the Xi are proper over R then implies that Z is proper over X .
It is therefore a model of C which dominates X . By construction, any semistable model
of C which dominates X and possesses morphisms C → Xi for all i must also dominate Z.
Thus the proposition follows by applying Proposition 2.2.3 with Z in place of X . �

Proposition 2.2.5 Any morphism of semistable models is the composite of finitely many
contractions of unstable irreducible components.
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Proof. Consider a morphism of semistable models C ։ X . If it is not yet an isomorphism,
then C is not minimal in the sense of Proposition 2.2.3 (a), so some fiber of C ։ X
contains an unstable irreducible component T . By Proposition 2.2.2 the contraction C′ of
T is then semistable and by Proposition 2.2.1 it dominates X . The proposition thus follows
by induction on the number of irreducible components of the special fiber of C. �

Proposition 2.2.6 Consider a morphism π : C ։ C′ of semistable models, let C0 ։ C ′

0 be
the induced morphism of closed fibers, and let Z be an irreducible component of C0 whose
image Z ′ := π(Z) is an irreducible component of C ′

0. Then π(Z ∩ Creg
0 ) ⊂ Z ′ ∩ C ′reg

0 .

Proof. By Proposition 2.2.5 and induction it suffices to prove this when π is the contraction
of an unstable irreducible component T 6= Z of C0. In that case π is a local isomorphism
outside T . Since Z∩Creg

0 is contained in ZrT , its image is therefore contained in Z ′∩C ′reg
0 ,

as desired. �

Now consider an integer n > 0 and distinct K-rational points P1, . . . , Pn ∈ C(K). This
turns C into a smooth semistable marked curve (C, P1, . . . , Pn) over K. If C is a semistable
model of C such that these points extend to pairwise disjoint sections P1, . . . ,Pn ∈ C(R)
which avoid all double points of the special fiber, we call (C,P1, . . . ,Pn) a semistable model
of (C, P1, . . . , Pn) over R.

From now on we assume that 2g + n > 3. Then the group of automorphisms of C
which preserve the given points is finite, and (C, P1, . . . , Pn) is a smooth stable marked
curve. A stable model of (C, P1, . . . , Pn) over R is a semistable model such that the group
of automorphisms of the closed fiber which preserve the given sections is finite as well. A
semistable model is stable if and only if its closed fiber possesses no irreducible component
that is isomorphic to P1

k and contains at most two double or marked points. The special
fiber (C0, P0,1, . . . , P0,n) of a stable model is called stable reduction of (C, P1, . . . , Pn).

Proposition 2.2.7 (a) A stable model (C,P1, . . . ,Pn) of (C, P1, . . . , Pn) exists.

(b) This model is unique up to unique isomorphism.

(c) For every semistable model (C′,P ′

1, . . . ,P ′

n) the model C′ dominates C.
Proof. See Liu [19, 2.19-21] or Temkin [25, 1.2-5] or Cuzub [4, Th. 3.4]). �

Proposition 2.2.8 Let (C,P1, . . . ,Pn) be the stable model of (C, P1, . . . , Pn). Let X be a
model of C, such that C dominates X and P1, . . . , Pn extend to pairwise disjoint sections
of the smooth locus of X . Then C is the minimal semistable model of C that dominates X .

Proof. Let C′ be the minimal semistable model of C that dominates X from Proposition
2.2.3. Then C dominates C′ by Proposition 2.2.3 (a). Conversely, since X is already semi-
stable in a neighborhood of the sections extending P1, . . . , Pn, the morphism C′ → X is
an isomorphism there by 2.2.3 (c). Thus these points extend to pairwise disjoint sections
P ′

1, . . . ,P ′
n of the smooth locus of C′, making (C′,P ′

1, . . . ,P ′
n) a semistable marked model.

Thus C′ dominates C by Proposition 2.2.7 (c). Together this shows that C ∼= C′. �
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Remark 2.2.9 In the situation of Proposition 2.2.8, the construction of the stable model
(C,P1, . . . ,Pn) becomes a local problem at the points where X is not yet semistable, and
one can examine these points separately.

2.3 Semistable curves of genus 0

In this section we collect a number of special results in genus 0, emphasizing facts about ex-
plicit coordinates that are hard to find in the existing literature. For this we fix a connected
smooth projective algebraic curve C̄ of genus 0 over K.

Consider a semistable model C̄ of C̄ over R and let C̄0 denote its closed fiber. Then by
assumption C̄0 is a connected projective curve over k that is smooth except for ordinary
double points, and by flatness it has arithmetic genus 0. Thus C̄0 is a union of rational
curves isomorphic to P1

k, which meet at the double points and are arranged in the form of
a tree (see for instance Cuzub [4, §4]). An irreducible component of C̄0 is called stable if it
contains at least 3 double points; otherwise it is called unstable. An irreducible component
that contains only one double point is called a leaf. Any distinct irreducible components
T and T ′ are connected by a unique shortest path across double points and possibly other
irreducible components. We say that these other irreducible components lie between T
and T ′.

Any unstable irreducible component T of C̄0 can be contracted to a point in another
semistable model by Proposition 2.2.1, and the image of T is a smooth point if T is a leaf,
respectively a double point if not. By iterating this procedure one can construct many more
semistable contractions. For instance, consider any double point p̄ of C̄0 and let I be the
set of irreducible components in one of the two connected components of C̄0 r {p̄}. Then
by starting at the leaves in I and iterating one finds a semistable contraction which maps
this connected component to a smooth point and is an isomorphism on the complement.

Iterating this again, for any given irreducible component T ⊂ C̄0 one can contract all
other irreducible components to smooth points in a semistable model ¯̄C. Then ¯̄C is a smooth
model of C̄ and therefore isomorphic to P1

R (see for instance Liu [18, Ch.8 Ex. 3.5]). Since
C̄ ։ ¯̄C is an isomorphism over a neighborhood of T ∩Creg

0 , it follows that any smooth point
p̄ ∈ C̄0 possesses an open neighborhood in C̄ that is isomorphic to an open subscheme of
SpecR[x].

Similarly, let I be the set of irreducible components that do not meet a given double
point p̄ of C̄0. Then by iterating the above procedure one can find a semistable contraction
such that C̄ ։ ¯̄C is an isomorphism over a neighborhood of p̄ and the closed fiber of ¯̄C
possesses only the two irreducible components adjacent to the image of p̄. For this there
then exist explicit global coordinates x and y, such that

(2.3.1) ¯̄C ∼= SpecR[ 1
x
] ∪ SpecR[x, y]/(xy − a) ∪ SpecR[ 1

y
]

for some nonzero a ∈ m, and p̄ corresponds to the point x = y = 0 in the middle chart
(compare Cuzub [4, discussion following Def. 4.7]). In particular it follows that some open
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neighborhood of p̄ in C̄ is isomorphic to an open subscheme of SpecR[x, y]/(xy − a) =
SpecR[x, a

x
].

To describe the smooth models of C̄ in terms of coordinates fix a rational function x on
C̄ that yields an isomorphism C̄ ∼= P1

K . Then any other isomorphism C̄ ∼= P1
K differs from

this by an element of AutK(P
1
K)

∼= PGL2(K). To make this precise abbreviate A(x) := ax+b
cx+d

for any homothety class A = [
(

a b
c d

)

] ∈ PGL2(K). Then for any A,B ∈ PGL2(K) we have
A(B(x)) = (AB)(x). Thus for two substitutions x = A(y) and x = B(z) we have z =
(B−1A)(y), and this substitution is an automorphism of P1

R if and only if B−1A ∈ PGL2(R).
The smooth model with coordinate y therefore depends only on the coset A · PGL2(R),
and the smooth models up to isomorphism are in bijection with PGL2(K)/PGL2(R).

Let B denote the subgroup of upper triangular matrices in PGL2. Then by the Iwasawa
decomposition PGL2(K) = B(K) ·PGL2(R), the inclusion B →֒ PGL2 induces a bijection
from B(K)/B(R) to PGL2(K)/PGL2(R). Therefore any smooth model of C̄ can be de-
scribed by a coordinate y such that x = ay + b for some pair (a, b) ∈ K× ×K, which is
unique up to the action (a, b) 7→ (ua, ub+ va) for all (u, v) ∈ R× × R.

Returning to an arbitrary semistable model C̄, for every irreducible component of C̄0

choose a contraction C̄ ։ C̄i ∼= P1
R which is an isomorphism generically on this irreducible

component. If their number is n, the diagonal morphism C̄ → C̄1 ×R . . .×R C̄n is finite, and
since C̄ is normal, it follows that C̄ is the normalization of C̄1×R . . .×R C̄n in the function field
of C̄. This shows that C̄ is determined by the models C̄i and can be constructed explicitly
from them.

More generally, we will show how to construct new semistable models from given ones by
adjoining irreducible components. We divide such irreducible components into the following
types. Consider a semistable model Ĉ of C̄ which dominates C̄. Then the morphism of the
closed fibers Ĉ0 ։ C̄0 maps some irreducible components isomorphically to their images
and contracts the others to closed points.

Definition 2.3.2 An irreducible component of Ĉ0 is called

• of type (a) if it maps isomorphically to an irreducible component of C̄0;

• of type (b) if it lies between irreducible components of type (a);

• of type (c) if it is not of type (a) or (b) and is not a leaf;

• of type (d) if it is not of type (a) or (b) and is a leaf.

For a sketch of this see Figure 1.

First we look at components above a smooth point p̄ ∈ C̄0. For this we identify a
neighborhood of p̄ in C̄ with an open subscheme of SpecR[x], such that p̄ corresponds to
the point x = 0.

Proposition 2.3.3 An irreducible component T̂ of Ĉ0 is a component of type (c) or (d)
above p̄ if and only if it is given by a coordinate y with x = ay + b for a, b ∈ m with a 6= 0.
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. . . . . . . . .

Figure 1: Sketch of the morphism Ĉ0 ։ C̄0. Irreducible components of type
(a) are drawn in black, those of type (b) in orange, those of type (c) in green,
and those of type (d) in blue.

Proof. Choose a coordinate y along T̂ such that x = ay + b for a ∈ K× and b ∈ K. The
valuation at the generic point of T̂ then satisfies v(x) = v(ay+ b) = min{v(a), v(b)}. Thus
T̂ maps to p̄ if and only if this number is > 0. In this case T̂ must be a component of type
(c) or (d), as desired. �

Construction 2.3.4 Conversely, suppose that for every i in a finite set I we are given a
substitution x = aixi + bi with ai, bi ∈ m and ai 6= 0. Let C̄i denote a smooth model of C̄
with the global coordinate xi. We will construct a minimal semistable model Ĉ of C̄ that
dominates C̄ as well as all C̄i.

If I = ∅ there is nothing to do. Otherwise the number

α := min
(

{v(ai) | i ∈ I} ∪ {v(bi − bj) | i, j ∈ I, i 6= j}
)

.

is finite and positive. Choose any nonzero a ∈ m such that v(a) = α, and any b ∈ R such
that v(bi − b) > α for all i. Write x = ay + b with a new coordinate y on C̄. Then the
blowup of SpecR[x] in the ideal (x, a) = (x− b, a) is the union of the affine charts

SpecR[x, a
x−b

] = SpecR[x− b, 1
y
] and SpecR[y].

Gluing this with C̄ r {p̄} over a neighborhood of p̄ yields a semistable model C̃ of C̄ that
dominates C̄. Its exceptional fiber E is the irreducible component of the closed fiber of C̃
with the coordinate y. For a sketch of this see Figure 2 below.

c1

c2

Figure 2: Sketch of Construction 2.3.4.
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Now observe that solving the equation ay+b = x = aixi+bi for y yields the substitution
y = ai

a
xi +

bi−b
a
, which by construction has coefficients in R. For any i with v(ai) = α we

have ai
a
∈ R×; hence y defines the same smooth model as xi and we have already constructed

the associated irreducible component E.
For all other i we have v(ai) > α and hence ai

a
∈ m. We group these indices into finitely

many subsets Iν according to the residue class of bi−b
a

modulo m. For each ν we choose a
representative cν ∈ R of this residue class and consider the substitution y = zν + cν with
SpecR[y] = SpecR[zν ]. Then the point y = cν on E is given equivalently by zν = 0. Also,
for all i ∈ Iν the resulting substitutions zν = ai

a
xi + ( bi−b

a
− cν) now have coefficients in m,

just as in the original problem.
Moreover, each Iν is now a proper subset of I. Indeed, this is clear if v(ai) = α for

some i, because this index does not lie in Iν . Otherwise by construction there exist i < j
with v(bi − bj) = α, so that bi−b

a
and

bj−b

a
are not congruent modulo m. Thus again each Iν

is a proper subset of I.
By recursion we can therefore assume that for every ν, we have already constructed a

semistable model that dominates C̃, is isomorphic to C̃ outside that point, and contains
the desired irreducible components for all i ∈ Iν . By gluing these models over C̃ we obtain
the desired model Ĉ.

Proposition 2.3.5 The model Ĉ constructed in 2.3.4 is, up to isomorphism, the unique
minimal semistable model of C̄ that dominates C̄ and whose closed fiber possesses an irre-
ducible component with coordinate xi for each i ∈ I.

Proof. By construction Ĉ is a semistable model that dominates C̄ and whose closed fiber
possesses an irreducible component with coordinate xi for each i ∈ I.

We prove that Ĉ is minimal by induction over |I|. In the case I = ∅ this holds trivially
because Ĉ = C̄. Otherwise let C̃ and E be as in Construction 2.3.4. If Ĉ is not minimal,
by Propositions 2.2.1 and 2.2.2 some irreducible component T̂ of its closed fiber can be
contracted, obtaining another semistable model Č with the same properties. Then T̂ must
lie over p̄ and cannot be one of the components with coordinate xi. Also, by the induction
hypothesis Ĉ is already minimal among all semistable models that dominate C̃ and possess
an irreducible component with coordinate xi for each i ∈ I. Thus Č cannot dominate C̃,
leaving only the case that T̂ maps isomorphically to E ⊂ C̃. Then E does not have a
coordinate xi, and Construction 2.3.4 shows that E contains at least 3 double points.
But then T̂ also contains at least 3 double points, contradicting the semistability of Č in
Proposition 2.2.2 (a). We have thus reached a contradiction, proving the minimality of Ĉ.

Finally, the uniqueness of Ĉ follows by applying Proposition 2.2.4 to the model C̄ and
the smooth models associated to the coordinates xi for all i ∈ I. �

Remark 2.3.6 Any model that dominates C̄ and is isomorphic to C̄ outside p̄ can be
constructed as in 2.3.4, for instance by letting the process run with the coordinates from
Proposition 2.3.3 for all irreducible components above p̄. It is also enough apply the process
with the components of type (d) only, because the construction automatically adjoins the
necessary components of type (c) to ensure semistability.
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Now we look at components above a double point of C̄0. For this we identify a neigh-
borhood of p̄ in C̄ with an open subscheme of SpecR[x, y]/(xy−a) for some nonzero a ∈ m,
such that p̄ corresponds to the point x = y = 0. As before let Ĉ be a semistable model of
C̄ which dominates C̄ and with closed fiber Ĉ0.

Proposition 2.3.7 An irreducible component T̂ of Ĉ0 is a component

• of type (b) over p̄ if and only if it is given by a coordinate z with x = bz for some
nonzero b ∈ m such that a

b
∈ m;

• of type (c) or (d) over p̄ if and only if it is given by a coordinate z with x = bz + c
for nonzero b, c ∈ m such that b

c
, a
c
∈ m.

Proof. Choose a coordinate z on T̂ such that x = bz + c with b ∈ K× and c ∈ K. The
valuation at the generic point of T̂ then satisfies v(x) = v(bz + c) = min{v(b), v(c)} and
hence v(y) = v(a

x
) = v(a) − min{v(b), v(c)}. Thus T̂ maps to p̄ if and only if both these

numbers are > 0, that is, if 0 < min{v(b), v(c)} < v(a). Let us assume this.
Suppose first that v(b) 6 v(c). Then we have c

b
∈ R and can replace z by z + c

b
, which

is also a coordinate for T̂ . Afterwards we have x = bz with b, a
b
∈ m. Let X̄ be the blowup

of SpecR[x, y]/(xy − a) in the ideal (x, b), which is the union of the affine charts

SpecR[x, b
x
] ∼= SpecR[x, w]/(xw − b) and SpecR[x

b
, a
x
] ∼= SpecR[z, y]/(zy − a

b
).

Its exceptional fiber E has the coordinate z and meets the proper transforms of the irre-
ducible components x = 0 respectively y = 0 of C̄0 in a double point each. Thus E is an
irreducible component of type (b) above p̄. Moreover, locally near p̄ the morphism Ĉ ։ C̄
must factor through X̄ and map T̂ isomorphically to E. Thus T̂ is a component of type
(b) above p̄, finishing the first case.

Suppose now that v(b) > v(c). Then c is nonzero with c, b
c
, a
c
∈ m. Let X̄ be the blowup

of SpecR[x, y]/(xy − a) in the ideal (x, c), which is the union of the affine charts

SpecR[x, c
x
] and SpecR[x

c
, a
x
].

As we have seen above its exceptional fiber E is a component of type (b) above p̄. Write
x = cw + c, so that w is a coordinate along E and w = 0 defines a smooth point p̃ on it.
The equation cw + c = x = bz + c then reduces to w = b

c
z. Thus the blowup of X̄ in the

ideal (w, b
c
) at p̃ has another exceptional divisor E ′ with the coordinate w, which meets

the proper transform Ẽ of E in a double point that is distinct from the two double points
coming from X̄ . For a sketch of this see Figure 3.

Gluing this with C̄ r {p̄} over a neighborhood of p̄ yields a semistable model C̃ of C̄
that dominates C̄ and whose special fiber possesses an irreducible component with coordi-
nate z. Since Ẽ corresponds to a stable irreducible component above p̄, this C̃ is a minimal
semistable model with these properties. By the uniqueness in Proposition 2.2.4, it follows
that Ĉ dominates C̃. As T̂ maps isomorphically to E ′, it cannot lie between irreducible
components of type (b) and is therefore a component of type (c) or (d) above p̄, finishing
the second case. �
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Ẽ

E′

Figure 3: Sketch for the proof of Proposition 2.3.7.

Construction 2.3.8 Conversely, suppose that we are given a sequence of nonzero elements
1= b0, b1, . . . , br, br+1= a with r > 0 such that bi

bi−1

∈ m for all 1 6 i 6 r + 1. Put

X̄i := SpecR
[

x
bi−1

, bi
x

] ∼= SpecR[xi, yi]/(xiyi − bi
bi−1

)

and glue these charts together to a scheme X̄ over the intersections

X̄i ∩ X̄i+1 = SpecR
[

x
bi
, bi
x

]

for all 1 6 i 6 r. Then X̄ is a local model of C̄ which dominates SpecR[x, a
x
]. Its exceptional

fiber is consists of r copies of P1
k with coordinates x

bi
for all 1 6 i 6 r, which are arranged

in sequence such that each meets the next and the outer two meet the proper transforms of
the respective irreducible components below. Gluing this with C̄r{p̄} over a neighborhood
of p̄ yields a semistable model Ĉ of C̄ that dominates C̄. By construction this model has r
irreducible components of type (b) above p̄.

. . . . . .

Figure 4: Sketch of Construction 2.3.8.

Proposition 2.3.9 The model Ĉ constructed in 2.3.8 is, up to isomorphism, the unique
minimal semistable model of C̄ that dominates C̄ and whose closed fiber possesses an irre-
ducible component with coordinate x

bi
for every 1 6 i 6 r.

Proof. Direct consequence of the construction and Proposition 2.2.4. �

Remark 2.3.10 Any model that dominates C̄ and is isomorphic to C̄ outside p̄ can be
constructed by first adjoining all components of type (b) as in 2.3.8 and then all components
of type (c) and (d) by the process in 2.3.4.
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As a last topic in this section we describe an efficient construction of the stable marked
model of a curve of genus 0, in which all coordinates are obtained from each other by affine
linear coordinate changes. We begin with a local construction.

Construction 2.3.11 Suppose that we are given a chart Ū = SpecR[x] of some model of
C̄ and a nonempty finite set I ⊂ R whose elements are not all congruent modulo m. These
elements represent sections of Ū which may partly but not completely meet in the closed
fiber. Partition I into nonempty proper subsets Iν according to the residue class modulo m.
Then any subset with |Iν | = 1 represents a section that is disjoint from the other sections.
For any subset with |Iν | > 1 the value

αν := min{v(ξ − ξ′) | ξ, ξ′ ∈ Iν}

is finite and > 0. Choose an element aν ∈ Rr {0} with v(aν) = αν and an element bν ∈ R
such that v(ξ− bν) > αν for all ξ ∈ Iν . In the coordinate xν = x−bν

aν
the elements of Iν then

correspond to the elements of I ′ν := { ξ−bν
aν

| ξ ∈ Iν}. By construction this is a nonempty
subset of R whose elements are not all congruent modulo m. Consider the blowup of
Ū ∼= SpecR[x] in the ideal (x− bν , aν), which in explicit coordinates is given by

SpecR[xν ] ∪ SpecR[x, x−1
ν ].

Let Ū ′ ։ Ū be the result of gluing together these local blowups over neighborhoods of the
sections x = bν for all ν with |Iν | > 1. Then the given sections of Ū lift to sections of Ū ′,
such that those coming from Iν and only those land in the chart Ū ′

ν := SpecR[xν ].
We can now repeat the construction with (Ū ′

ν , I
′

ν) in place of (Ū , I), as long as there
is a subset with |Iν | > 1. Since |I ′ν | < |I|, this process terminates. Gluing the respective
local blowups yields a semistable modification Ũ ։ Ū such that the original sections lift to
disjoint sections of the smooth locus of Ũ . Let Ũ0 ։ U0 denote the respective closed fibers.
Then the construction guarantees that every irreducible component of Ũ0 that maps to a
point in U0 contains at least three double or marked points. The assumption also implies
that the proper transform of U0 in Ũ0, which is still isomorphic to Spec k[x], contains at
least two double or marked points.

Construction 2.3.12 Now suppose that C̄ is marked by n > 3 distinct rational points
P̄1, . . . , P̄n. To start the process from Construction 2.3.11 we choose a coordinate x0 on C̄,
that is, an isomorphism C̄ ∼= P1

K , such that P̄1 corresponds to the point ∞. Then the other
points P̄i correspond to distinct elements ξi ∈ K. Since n > 3, the value

α := min{v(ξi − ξj) | 2 6 i < j 6 n}

is finite. Choose an element a ∈ K× with v(a) = α and an element b ∈ K such that
v(ξi − b) > α for all 2 6 i 6 n. In the coordinate x = x0−b

a
the points P̄2, . . . , P̄n then

correspond to the elements of I := { ξi−b
a

| 2 6 i 6 n}. They therefore extend to sections of
Ū := SpecR[x], while the point P̄1 extends to the section x−1 = 0 of SpecR[x−1]. Gluing
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the modification Ũ ։ Ū from Construction 2.3.11 with SpecR[x−1] over a neighborhood
of the section x−1 = 0 yields a semistable model C̄ of C̄, such that P̄1, . . . , P̄n extend to
disjoint sections P̄1, . . . , P̄n of the smooth locus of C̄. Moreover, the construction shows
that every irreducible component of the closed fiber of C̄ contains at least three double or
marked points. Thus (C̄, P̄1, . . . , P̄n) is the stable model of (C̄, P̄1, . . . , P̄n).

Remark 2.3.13 A related way of describing semistable curves of genus zero is that of
cluster pictures from Dokchitser-Dokchitser-Maistret-Morgan [6, §4].

2.4 Hyperelliptic curves

Now let C be a hyperelliptic curve of genus g over K. Thus C is a connected smooth proper
algebraic curve which comes with a double covering π : C ։ C̄ of a rational curve C̄ ∼= P1

K .
Often the genus g is required to be > 2, but in this article we only assume g > 1.

Consider a model C̄ of C̄ over R. We say that a model C of C over R dominates C̄ if
and only if π extends to a morphism C ։ C̄. By applying Proposition 2.2.3 in the case that
X is the normalization of C̄ in the function field of C, there exists a minimal semistable
model of C that dominates C̄, and it is unique up to unique isomorphism.

Throughout the rest of this article we assume that K has characteristic 0. Then the
covering π is only tamely ramified, and by the Hurwitz formula it is ramified at precisely
2g + 2 closed points, namely, at the Weierstrass points of C. Let P1, . . . , P2g+2 ∈ C(K)
denote these points and P̄1, . . . , P̄2g+2 ∈ C̄(K) their images under π. Since 2g+2 > 4, both
(C, P1, . . . , P2g+2) and (C̄, P̄1, . . . , P̄2g+2) are stable marked curves.

For the following we fix a semistable model (C̄, P̄1, . . . , P̄2g+2) of (C̄, P̄1, . . . , P̄2g+2)
over R. We let C be the minimal semistable model of C that dominates C̄ and denote
the morphism C ։ C̄ again by π. Since C is proper over R, each point Pi extends to a
unique section Pi of C.
Proposition 2.4.1 (C,P1, . . . ,P2g+2) is a semistable model of (C, P1, . . . , P2g+2).

Proof. By construction we have π(Pi) = P̄i for all i, and by assumption these sections
are pairwise disjoint. Thus the sections Pi are pairwise disjoint. Also, by assumption the
sections P̄i land in the smooth locus of C̄. Let X be the normalization of C̄ in the func-
tion field of C. Then in Proposition 4.1.1 below we will show that X is smooth over a
neighborhood of each P̄i. Since C is the minimal semistable model of C that dominates X ,
Proposition 2.2.3 (c) implies that C ։ X is an isomorphism there. Thus each section Pi

lands in the smooth locus of C, and we are done. �

Next let σ denote the covering involution of π : C ։ C̄. By the uniqueness of the min-
imal semistable model in Proposition 2.2.3 (b), this extends uniquely to an automorphism
of C of order 2. We denote this extension again by σ and consider the quotient Ĉ := C/〈σ〉.
Since C dominates C̄, it follows that Ĉ dominates C̄. Also σ fixes each ramification point Pi

and therefore each section Pi. Let P̂i denote the section of Ĉ that is induced by Pi. Let C0

and Ĉ0 denote the closed fibers of C and Ĉ, respectively.
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Proposition 2.4.2 (a) (Ĉ, P̂1, . . . , P̂2g+2) is a semistable model of (C̄, P̄1, . . . , P̄2g+2).

(b) The inverse image of the smooth locus of Ĉ0 is the smooth locus of C0.

(c) The inverse image of a double point of thickness α of Ĉ0 is either a double point of
thickness α/2, or two double points of thickness α that are interchanged by σ.

Proof. The quotient Ĉ is semistable by Raynaud [22, Appendice] and the reduction to a
discrete valuation ring in Section 2.1. As the morphism C ։ Ĉ is surjective, the image of a
smooth point of the special fiber cannot be a double point. In particular, since the marked
sections Pi land in the smooth locus of C, their images land in the smooth locus of Ĉ. By
construction they are also disjoint, proving (a).

Next consider a closed point p ∈ C0 with image p̄ ∈ C̄0. Then the inverse image of p̄ is
{p, σ(p)}. If p is a smooth point, then so is p̄ by Liu [18, Prop. 3.48 (a)]. If p is a double
point that is not fixed by σ, the covering is étale at p, so p̄ is a double point of the same
thickness as p. If p is a double point that is fixed by σ, by Raynaud [23, Prop. 2.3.2] its
image p̄ is either a double point of twice the thickness as p, or it is a smooth point and
there exists a ramification point of the generic fiber which reduces to p. As in our situation
all ramification points are marked points and reduce to smooth points by semistability, the
last case cannot in fact occur, proving (b) and (c). �

Proposition 2.4.3 Let T̂ be an irreducible component of Ĉ0 and let T be its inverse image
in C0. Then either

(a) T is isomorphic to P1
k and purely inseparable of degree 2 over T̂ , or

(b) T is irreducible and smooth and separable of degree 2 over T̂ , or

(c) T is isomorphic to P1
k ⊔ P1

k, each component mapping isomorphically to T̂ .

In particular the irreducible components of C0 are smooth and have no self-intersections.

Proof. By Proposition 2.4.2 the image of a double point p of C0 is a double point p̄ of Ĉ0.
Since Ĉ0 has genus zero, this point p̄ lies in two distinct irreducible components of Ĉ0. The
local surjectivity of C0 ։ Ĉ0 thus implies the same for p. This proves the last sentence of
the proposition.

If T is irreducible, this leaves only the possibilities (a) and (b). If T is reducible, each
of its irreducible components must map isomorphically to T ∼= P1

k. Also, these components
must be interchanged by the hyperelliptic involution σ. In the proof of Proposition 2.4.2
we have seen that this rules out that they intersect in a double point, leaving only the
possibility (c). �

Proposition 2.4.4 If (C̄, P̄1, . . . , P̄2g+2) is stable, so is (C,P1, . . . ,P2g+2).
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Proof. Let (C′,P ′
1, . . . ,P ′

2g+2) be the stable model of (C, P1, . . . , P2g+2). By its uniqueness

σ extends uniquely to an automorphism of C′ of order 2, and the quotient Ĉ′ := C/〈σ〉 is a
model of C̄. Let P̂ ′

i denote the section of Ĉ′ that is induced by Pi. The same argument as in
the proof of Proposition 2.4.2 (a) then shows that (Ĉ′, P̂ ′

1, . . . , P̂ ′

2g+2) is a semistable model
of (C̄, P̄1, . . . , P̄2g+2). Since (C̄, P̄1, . . . , P̄2g+2) is stable, the minimality in Proposition 2.2.8

now implies that Ĉ′ dominates C̄. Thus C′ dominates C̄ and therefore also the normalization
X of C̄ in the function field of C. In the proof of Proposition 2.4.1 we have seen that
P1, . . . , Pn extend to pairwise disjoint sections of the smooth locus of X . By Proposition
2.2.8 it follows that C′ is the minimal semistable model of C that dominates X . Thus
(C′,P ′

1, . . . ,P ′

2g+2)
∼= (C,P1, . . . ,P2g+2), and so the latter is stable, as desired. �

Our primary goal in this article is to compute the stable model of (C, P1, . . . , P2g+2).
Proposition 2.4.4 turns this into a local problem over the stable model of (C̄, P̄1, . . . , P̄2g+2).
After this reduction, the stability condition becomes irrelevant. The same method therefore
solves the slightly more general problem of computing the minimal semistable model of C
that dominates C̄ for an arbitrary semistable model (C̄, P̄1, . . . , P̄2g+2) of (C̄, P̄1, . . . , P̄2g+2).
Throughout the following we therefore only work with the semistable marked models in-
troduced above.

For reference we collect the schemes and sections we have introduced in the following
diagram. Recall that we have natural morphisms C ։ Ĉ ։ C̄ that are compatible with
the given sections. We let (C0, p1, . . . , p2g+2) and (Ĉ0, p̂1, . . . , p̂2g+2) and (C̄0, p̄1, . . . , p̄2g+2)

denote the special fibers of (C,P1, . . . ,P2g+2) and (Ĉ, P̂1, . . . , P̂2g+2) and (C̄, P̄1, . . . , P̄2g+2),
respectively.

(2.4.5)

C � � //

π
����

C

����

C0
? _oo

����

Pi
� � //

❴

��

Pi
❴

��

pi
❴

��

? _oo

Ĉ � � // Ĉ

����

Ĉ0

����

? _oo P̂i
� � // P̂i

❴

��

p̂i
❴

��

? _oo

C̄ � � //

����

C̄

����

C̄0
? _oo

����

P̄i
� � // P̄i p̄i? _oo

SpecK � � // SpecR Spec k? _oo

To describe the relation between the special fibers Ĉ0 and C̄0, we use the terminology
concerning the type of an irreducible component of Ĉ0 from Definition 2.3.2. We also divide
the double points of C̄0 into two classes. For this recall that C̄0 is marked with 2g+2 distinct
points in the smooth locus. As the complement of a double point consists of two connected
components, this divides the 2g + 2 marked points into two groups.

Definition 2.4.6 A double point p̄ of C̄0 is called even if each connected component of
C̄0 r {p̄} contains an even number of the points p̄1, . . . , p̄2g+2. Otherwise, it is called odd.
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When the characteristic of the residue field k of R is not 2, in [11] we have shown that
Ĉ = C̄ and have given an explicit construction of C. In this case the inverse image of an
odd double point is a double point of half the thickness, and the inverse image of an even
double point consists of two double points of the same thickness. In particular, C has good
reduction if and only if C̄0 is smooth.

For the remainder of this article we assume that k has characteristic 2. As explained in
the introduction, the situation is then much more complicated.

To motivate the content of the next two chapters, let us first consider a smooth point
p̄ ∈ C̄0. Choose a neighborhood Ū ⊂ C̄ that is isomorphic to an open subscheme of
SpecR[x]. To determine the minimal semistable model of C above Ū we must first compute
the normalization of Ū in the function field of C. In the generic fiber this can be described
by an equation of the form z2 = f(x) for a separable polynomial f ∈ K[x] of degree 2g+1
or 2g + 2. After rescaling f and z by K× we can assume that f has coefficients in R and
is nonzero modulo m. The normalization of R[x] in the function field K(x, z) can then be
found by a substitution of the form z = h+at with h ∈ R[x] and nonzero a ∈ R and a new
variable t. Here f must be approximated in an optimal way by the square h2. Sections 3.1
through 3.3 deal with finding such h and hence computing the normalization.

Next consider a double point p̄ ∈ C̄0 and choose a neighborhood Ū ⊂ C̄ that is iso-
morphic to an open subscheme of SpecR[x, y]/(xy − a) for some nonzero a ∈ m. Writing
R[x, y]/(xy − a) = R[x, a

x
], we will have to find a similar optimal approximation involving

Laurent polynomials in x. For simplicity the next chapter therefore deals primarily with
Laurent polynomials.

Where the normalization is not semistable, we will have to construct Ĉ as a blowup of C̄
whose normalization in the function field of C is semistable. At a smooth point p̄ ∈ C̄0 this
problem has been solved by Lehr and Matignon [16]. In that article they assume that C̄0

is smooth everywhere (i.e., that the marked curve (C̄, P̄1, . . . , P̄2g+2) has good reduction),
but their treatment actually applies locally to any smooth point. In particular we obtain
an explicit description of all irreducible components of Ĉ0 of type (c) or (d) above p̄. The
polynomial computations for this are done in Section 3.6.

Above a double point p̄ ∈ C̄0 we may also have irreducible components of type (b). The
Laurent polynomial computations required to find these are done in Sections 3.4 and 3.5.
After having identified the irreducible components of type (b), the remaining irreducible
components of type (c) and (d) above p̄ can be found as in [16].

The Laurent polynomial computations for all this are done in Chapter 3. The actual
construction of Ĉ and C is carried out in the respective parts of Chapter 4, divided according
to the case of a smooth marked or unmarked point, respectively an odd or even double
point. The resulting algorithm is presented comprehensively in Section 4.6.
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3 Approximating Laurent polynomials by squares

Recall from Section 2.1 that we start with a complete discrete valuation ring R1 with
quotient field K1. We fix an algebraic closure K of K1 and let R denote the integral closure
of R1 in K. Since R1 is complete, the valuation on K1 extends to a unique valuation with
values in Q on K, whose associated valuation ring is R. We let m denote the maximal ideal
of R, so that the residue field k := R/m is algebraically closed. For any a ∈ R we let [a]
denote the residue class in k.

From now on we assume that K has characteristic 0 and k has characteristic 2. We
normalize the valuation v on K in such a way that v(2) = 1. For every integer n > 1
we fix an n-th root 21/n ∈ K in a compatible way, such that for all n,m > 1 we have
(21/mn)m = 21/n. For any rational number α = m/n we then set 2α := (21/n)m. This defines
a group homomorphism Q → K×, which by the normalization of v satisfies v(2α) = α.

For any Laurent polynomial f =
∑

i aix
i ∈ K[x±1] we set

(3.0.1) v(f) := inf {v(ai) | i ∈ Z}.

This extends v to a valuation on K[x±1], which by the Gauss lemma satisfies the equation
v(fg) = v(f) + v(g) for all f, g ∈ K[x±1]. The elements f with v(f) > 0 make up the
subring R[x±1], and for any such we let [f ] denote the residue class in k[x±1].

3.1 Optimal decompositions

For the following sections, we fix a Laurent polynomial f ∈ R[x±1] with f 6≡ 0 mod m, in
other words with v(f) = 0. To this we associate the value

(3.1.1) w(f) := sup
{

v(f − h2)
∣

∣ h ∈ R[x±1]
}

∈ R ∪ {∞},

which measures how well f can be approximated by squares.

Remark 3.1.2 This supremum can be ∞ without ever being attained. For example, sup-
pose that f = 1 + g with v(g) > 2. Simple properties of the binomial coefficients then
imply that v

((

1/2
n

)

gn
)

> n · (v(g)− 2) for all n, so that the binomial series
∑

n>0

(

1/2
n

)

gn

converges coefficientwise to a square root of f in R[[x]]. For any m > 0 the partial sum
hm :=

∑m
n=0

(

1/2
n

)

gn lies in R[x] and satisfies v(f − h2
m) > (m+ 1) · (v(g)− 2), which goes

to ∞ for m → ∞. Therefore w(f) = ∞, and this supremum is never attained by some
v(f − h2) unless f is already a square.

One can avoid this phenomenon by restricting the upper and lower degree of h in (3.1.1).
However, for our purposes in Section 3.3 and later the precise values of v(f −h2) and w(f)
are irrelevant if they exceed 2. We therefore define:

Definition 3.1.3 A decomposition of the form f = h2 + g with g, h ∈ R[x±1] is called
optimal if it satisfies the condition

v(g) = w(f) or v(g) > 2.
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Observe that v(g) > 2 implies that w(f) > 2, because for any decomposition f = h2+g
we have w(f) > v(g) by (3.1.1). Note also that, even if w(f) 6 2, it is not a priori clear
that this supremum is attained and an optimal decomposition exists. But we will prove
this in the next section. In the rest of this section we discuss how to recognize an optimal
decomposition.

Lemma 3.1.5 For any h, h̃ ∈ R[x±1] we have

min{2, v(h̃2 − h2)} = 2 ·min{1, v(h̃− h)}.

Proof. We must show that for any 0 6 α 6 2 we have

v(h̃2 − h2) > α ⇐⇒ v(h̃− h) > α/2.

For this note first that by assumption we have v(2h) > 1 > α/2. Thus if v(h̃− h) > α/2,
it follows that v(h̃+ h) = v((h̃− h) + 2h) > α/2 as well. This implies that v(h̃2 − h2) =
v(h̃− h) + v(h̃+ h) > α, proving the implication “⇐”.

Conversely, if v(h̃2 − h2) = v(h̃− h) + (h̃+ h) > α, we must have v(h̃ − h) > α/2 or
v(h̃+h) > α/2. By the same reasoning as above, these inequalities are equivalent, proving
the implication “⇒”. �

Proposition 3.1.6 A decomposition f = h2+g with g, h ∈ R[x±1] and v(g) < 2 is optimal
if and only if the residue class [g/2v(g)] is not a square in k[x±1].

Proof. Abbreviate α := v(g) < 2. If the decomposition is not optimal, there exist g̃, h̃ ∈
R[x±1] with f = h̃2 + g̃ and v(g̃) > α. Then v(g − g̃) = α < 2, and h2 + g = f = h̃2 + g̃
implies that h̃2 − h2 = g − g̃. By Lemma 3.1.5 it follows that v(h̃ − h) = α/2. Write
h̃ = h+ 2α/2ℓ with ℓ ∈ R[x±1]. Then we have g− g̃ = h̃2 − h2 = 21+α/2hℓ+2αℓ2 and hence

g/2α − g̃/2α = 21−α/2hℓ+ ℓ2

within R[x±1]. Here v(g̃/2α) = v(g̃)−α > 0 and v(21−α/2hℓ) > 1−α/2 > 0 by assumption.
Thus the equality implies that [g/2α] = [ℓ2] is a square in k[x±1].

Conversely, if [g/2α] is a square in k[x±1], there exists ℓ ∈ R[x±1] with v(g/2α− ℓ2) > 0,
or equivalently v(g − 2αℓ2) > α. Setting h̃ := h + 2α/2ℓ we then deduce that

g̃ := f − h̃2 = g − 2αℓ2 − 21+α/2hℓ.

Since v(21+α/2hℓ) > 1+α/2 > α by assumption, this implies that v(g̃) > α. Thus f = h̃2+g̃
is a better decomposition and the decomposition f = h2 + g is not optimal. �

Proposition 3.1.7 A decomposition f = h2+g with g, h ∈ R[x±1] and v(g) = 2 is optimal
if and only if the equation [g/4] = t2 + [h]t does not have a solution t ∈ k[x±1].
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Proof. If the decomposition is not optimal, there exist g̃, h̃ ∈ R[x±1] with f = h̃2 + g̃
and v(g̃) > 2. Then v(g − g̃) = 2, and h2 + g = f = h̃2 + g̃ implies that h̃2 − h2 = g − g̃.
By Lemma 3.1.5 this implies that v(h̃ − h) > 1. Write h̃ = h + 2ℓ with ℓ ∈ R[x±1]. Then
g − g̃ = h̃2 − h2 = 4ℓ2 + 4hℓ implies that

g/4− g̃/4 = ℓ2 + hℓ

within R[x±1]. Here v(g̃/4) = v(g̃)− 2 > 0 by assumption. Thus the equality implies that
the equation [g/4] = t2 + [h]t has the solution t = [ℓ] ∈ k[x±1].

Conversely, suppose that the equation [g/4] = t+t2 has a solution in k[x±1]. Then there
exists ℓ ∈ R[x±1] with [g/4] = [ℓ2] + [h][ℓ], or equivalently v(g − 4ℓ2 − 4hℓ) > 2. Setting
h̃ := h + 2ℓ we then deduce that

g̃ := f − h̃2 = g − 4ℓ2 − 4hℓ

satisfies v(g̃) > 2. Thus f = h̃2 + g̃ is a better decomposition and the decomposition
f = h2 + g is not optimal. �

3.2 Odd decompositions

We call a Laurent polynomial even if it possesses only monomials with even exponents,
and odd if it possesses only monomials with odd exponents. Any g ∈ K[x±1] can be written
in a unique way as g = ge + go with ge even and go odd. We call ge the even part and go
the odd part of g.

Definition 3.2.1 A decomposition f = h2+ g with g, h ∈ K[x±1] is called odd if g is odd.

Proposition 3.2.2 For any odd decomposition both h and g have coefficients in R.

Proof. By assumption we have f =
∑

i bix
i with bi ∈ R. Write h =

∑

i cix
i with ci ∈ K

and pick an index i with v(ci) minimal. Then the coefficient of x2i in g is zero, because g
is odd. Taking the coefficients of x2i in the equation f = h2 + g thus yields the equation

b2i = c2i + 2
∑

j>0

ci+jci−j .

By the minimality of v(ci) and the fact that v(2) > 0 this implies that v(b2i) = v(c2i ). As
v(b2i) > 0, it follows that v(ci) > 0. By minimality again this implies that all coefficients
of h lie in R. By the equation f = h2 + g the same then also follows for g. �

To prove that an odd decomposition exists, we follow Fiore [9, Prop. 7.3.9], because his
proof is more elegant than our original one and allows for better explicit computation.

Lemma 3.2.3 For any even p ∈ R[x±1] there exists q ∈ R[x±1] with p(x) = q(x)q(−x).
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Proof. Choose an integer m such that x2mp(x) is a polynomial. Being even, we can write
it over the algebraically closed field K in the form

x2mp(x) = c ·
n
∏

ν=1

(aν − x2)

with c, aν ∈ K. Choose elements d, bν , i ∈ K with d2 = c and b2ν = aν and i2 = −1, and set

q(x) := (ix)−md
n
∏

ν=1

(bν − x).

Then

q(x)q(−x) = (ix)−m(−ix)−md2
n
∏

ν=1

(bν − x)(bν + x) = x−2mc

n
∏

ν=1

(aν − x2) = p(x).

Thus q solves our problem in K[x±1]. But since v(q) = v(q(−x)), the same formula implies
that 2v(q) = v(q) + v(q(−x)) = v(p) > 0. Therefore q ∈ R[x±1] and we are done. �

Proposition 3.2.4 An odd decomposition of f exists.

Proof. As fe is even, by Lemma 3.2.3 there exists q ∈ R[x±1] such that fe(x) = q(x)q(−x).
Writing q = qe + qo we observe that q(−x) = qe − qo. Thus we get fe = q2e − q2o . Next, we
choose i ∈ R with i2 = −1 and set h := qe + iqo ∈ R[x±1]. Then

f − h2 = fe + fo − (qe + iqo)
2 = (q2e − q2o) + fo − (q2e + 2iqeqo − q2o) = fo − 2iqeqo.

Here we note that, as qe is even and qo is odd, their product qeqo is odd. Thus g := fo−2iqeqo
is odd, and we have found the odd decomposition f = h2 + g, as desired. �

Proposition 3.2.5 For any odd decomposition f = h2 + g we have

min{2, w(f)} = min{2, v(g)}.

In particular the decomposition is optimal unless v(g) = 2 < w(f).

Proof. By the definition of w(f) we always have w(f) > v(g). Thus the equality holds
if v(g) > 2, and the decomposition is optimal if v(g) > 2 by Definition 3.1.3. In the case
v(g) < 2 we observe that, since g is odd, the residue class [g/2v(g)] is a nonzero element
of k[x±1] that possesses only monomials with odd exponents. It is therefore not a square
in k[x±1], and so the decomposition is optimal by Proposition 3.1.6. Thus w(f) = v(g),
and again the equality follows. Together this also shows that the decomposition is optimal
unless v(g) = 2 < w(f). �
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Proposition 3.2.6 An optimal decomposition of f exists and can be computed effectively.

Proof. The proof of Proposition 3.2.4 gives an effective construction of an odd decom-
position f = h2 + g. By Proposition 3.2.5 this is optimal unless v(g) = 2. In that case we
can use Proposition 3.1.7 to effectively decide whether the decomposition is optimal, and
if not, its proof yields an effective procedure to produce a better decomposition f = h̃2+ g̃
with v(g̃) > 2. That decomposition is then optimal by Definition 3.1.3. �

Proposition 3.2.7 Consider any odd decomposition f = h2+g. If f possesses only mono-
mials with exponents in an interval [d2, d1], then h possesses only monomials with exponents
in the interval [d2/2, d1/2].

Proof. Write f =
∑

i aix
i and h =

∑

i bix
i with ai, bi ∈ R. Let i be maximal such that

bi 6= 0. Then the coefficient of x2i in h2 is b2i , and the coefficient in g vanishes because g
is odd. Thus we have a2i = b2i 6= 0. Therefore 2i 6 d1 and hence i 6 d1/2. The analogous
argument shows that the minimal index j with bj 6= 0 satisfies j > d2/2. �

Proposition 3.2.8 If f ∈ R[x], an optimal decomposition f = h2 + g with h, g ∈ R[x]
exists and can be computed effectively.

Proof. Same as for Proposition 3.2.6, taking into account Proposition 3.2.7 for d2 = 0. �

Proposition 3.2.9 If [f ] ∈ k, then any odd decomposition f = h2 + g is optimal.

Proof. By Proposition 3.2.5 the decomposition is optimal unless v(g) = 2. In that case
the residue class [g/4] ∈ k[x±1] is nonzero and odd. Moreover, since v(g) > 0, the equation
f = h2 + g and the assumption [f ] ∈ k implies that [h] ∈ k as well. Together this implies
that the equation [g/4] = t2 + [h]t cannot have a solution t ∈ k[x±1]. By Proposition 3.1.7
the decomposition is therefore optimal in this case as well. �

Example 3.2.10 Consider f = 1 + ax + bx2 with a, b ∈ R. Choose c ∈ R with c2 = b
and set h := 1 + cx. Then g := f − h2 = (a− 2c)x is odd, yielding an odd decomposition
f = h2+g with v(g) = v(a−2c). By Proposition 3.2.5 this is optimal unless v(a−2c) = 2. In
that case abbreviate d := a−2c

4
∈ R×. Then the equation [g/4] = t2 + [h]t from Proposition

3.1.7 boils down to the equation

[d]x = t2 + [1 + cx]t = t · (t+ 1 + [c]x)

with [d] 6= 0 in k. For any solution t ∈ k[x±1], unique factorization in the ring k[x±1] shows
that both t and t + 1 + [c]x must be pure monomials in x. As k has characteristic 2, this
is only possible if [d] = [c] with t = 1 or t = [c]x. Note that [d] = [c] is equivalent to
v(a−6c) = v(4d−4c) > 2. Proposition 3.1.7 thus shows that the given odd decomposition
is optimal except if v(a− 6c) > 2 = v(a− 2c).

In that case, setting h̃ := 1 − cx yields another odd decomposition f = h̃2 + g̃ with
g̃ = (a + 2c)x and v(g̃) = v(a + 2c) = v((a − 6c) + 8c) > 2, which is therefore optimal.
Alternatively, setting ĥ := 1+ a

2
x yields a truncated power series decomposition f = ĥ2+ ĝ

as in Section 3.6 with ĝ = (c2 − a2

4
)x2 and v(ĝ) = v(c2 − a2

4
) = v

(

(a− 2c)(a + 2c)/4
)

> 2,
which is again optimal.
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3.3 Double covers of the affine line

Keeping f as above, in this section we assume in addition that f is neither a square nor
divisible by the square of a non-unit in K[x±1]. This means that all zeros of f in K× are
simple and there is at least one. It implies that the equation z2 = f defines a quadratic field
extension K(x, z) of K(x). We want to compute the normalization of R[x±1] in K(x, z).

For this we fix an optimal decomposition f = h2 + g. We set γ := min{2, w(f)} and
substitute z = h+2γ/2t with a new variable t. Computing h2+21+γ/2ht+2γt2 = z2 = f =
h2 + g and dividing by 2γ then yields the equation

(3.3.1) 21−γ/2ht+ t2 = g/2γ.

Here the term 21−γ/2h lies in R[x±1] because γ 6 2, and the term g/2γ lies in R[x±1]
because v(g) > γ by Definition 3.1.3. The equation thus has coefficients in R, showing that
t is integral over R[x±1]. The following proposition is a variant of Lehr [15, Prop. 1].

Proposition 3.3.2 The normalization of A := R[x±1] in K(x, z) is flat over R and iso-
morphic to

B := R[x±1][t]
/(

21−γ/2ht + t2 − g/2γ
)

.

(a) In the case w(f) < 2 the equation (3.3.1) modulo m has the form t2 = [g/2γ]. The
curve SpecB/mB is irreducible and smooth over k outside finitely many points where
[ dg
dx
/2γ] = 0, and the double covering SpecB/mB → SpecA/mA is purely inseparable.

(b) In the case w(f) = 2 the equation (3.3.1) modulo m has the form [h]t+ t2 = [g/4]. The
curve SpecB/mB is irreducible and smooth over k outside finitely many points where
[f ] = 0, and the double covering SpecB/mB → SpecA/mA is separable.

(c) In the case w(f) > 2 the equation (3.3.1) modulo m has the form ([h] + t) · t = 0.
The curve SpecB/mB is the union of two distinct rational curves and smooth over
k outside finitely many points where [f ] = 0, and each irreducible component maps
isomorphically to SpecA/mA.

Proof. We first prove (a) through (c).
In the case w(f) < 2 we have γ = w(f) < 2 and hence [21−γ/2h] = 0. The equation

(3.3.1) modulo m therefore has the form t2 = [g/2γ]. By optimality we also have γ = v(g),
and by Proposition 3.1.6 the residue class [g/2γ] is not a square in k[x±1]. Thus its derivative
[ dg
dx
/2γ] is a nonzero element of k[x±1] with at most finitely zeros. Away from these, the

curve SpecB/mB is smooth over k, and the morphism SpecB/mB → SpecA/mA is totally
inseparable, proving (a).

In the case w(f) > 2 we have γ = 2 and hence [21−γ/2h] = [h]. The equation (3.3.1)
modulo m therefore has the form [h]t + t2 = [g/4]. By optimality we also have v(g) > 2
and hence [f ] = [h2 + g] = [h]2. Since [f ] 6= 0, this has at most finitely many zeros. Away
from these, the equation shows that the morphism SpecB/mB → SpecA/mA is étale. In
particular the curve SpecB/mB is smooth over k outside the zeros of [f ].
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In the case w(f) = 2 we know in addition from Proposition 3.1.7 that the equation
modulo m is irreducible, proving (b).

In the case w(f) > 2 by optimality we have v(g) > 2 and hence [g/4] = 0. The equation
modulo m thus has the form ([h] + t) · t = [h]t + t2 = 0. It follows that SpecB/mB is the
union of two distinct rational curves, each mapping isomorphically to SpecA/mA, proving
(c).

To show the first statement consider any subfield K2 ⊂ K with R2 := R∩K2 such that
f2 ∈ R2[x

±1]. Then B = B2 ⊗R2
R with the noetherian ring

B2 := R2[x
±1][t]

/(

21−γ/2ht+ t2 − g/2γ
)

.

As this is free of rank 2 over R2[x
±1], it is flat over R2; hence B is flat over R. Also, since

f has only simple zeros in K, the spectrum of

B2 ⊗R2
K2

∼= K2[x
±1][z]/(z2 − f)

is smooth over K2. Moreover, in each case we have seen that the closed fiber is generically
smooth. Thus SpecB2 → SpecR2 is smooth outside codimension 2, and so B2 is regular
in codimension 1. On the other hand, since SpecB2 → SpecR2[x

±1] is finite, all its fibers
are Artin and hence (S2). As SpecR2[x

±1] is (S2), it follows from EGA4 [8, Cor. 6.4.2] that
SpecB2 is (S2) as well. By Serre’s criterion [8, Th. 5.8.6] it is therefore normal; hence B2

is normal. Finally, since B is the union of the rings B2 as K2 varies, it is normal as well,
and we are done. �

Proposition 3.3.3 Assume in addition that f, h, g ∈ R[x]. Then the normalization of
A := R[x] in K(x, z) is flat over R and isomorphic to

B := R[x][t]
/(

21−γ/2ht + t2 − g/2γ
)

,

and the analogues of Proposition 3.3.2 (a) through (c) hold accordingly.

Proof. Same as for Proposition 3.3.2. �

3.4 Behavior under scaling

Let f be as in Section 3.1. Writing f =
∑

i aix
i with ai ∈ R, we now assume that the

constant coefficient a0 is a unit and we are given a positive number α ∈ Q satisfying

(3.4.1) v(ai) > α|i| for all i < 0.

Since a0 is a unit, (3.4.1) means that all negative slopes of the Newton polygon of f are
6 −α. The condition implies that for any λ ∈ Q ∩ [0, α], the Laurent polynomial

f(2λu) =
∑

i

ai2
λiui

in the variable u again has coefficients in R. Fix an odd decomposition f = h2 + g.
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Proposition 3.4.2 For every λ ∈ Q∩ ]0, α [ the decomposition f(2λu) = h(2λu)2+ g(2λu)
is optimal.

Proof. The assumption 0 < λ < α implies that all coefficients except the constant
coefficient of f(2λu) lie in m. As the decomposition f(2λu) = h(2λu)2 + g(2λu) is odd, it is
therefore optimal by Proposition 3.2.9. �

Now we consider the function

(3.4.3) w : Q ∩ [0, α] −→ R, λ 7→ w(λ) := min{2, w(f(2λu))}.

Recall that a break point of a continuous piecewise linear function is a point were the slope
changes.

Proposition 3.4.4 (a) The function w is continuous and piecewise linear concave.

(b) If w has a horizontal segment, its value there is 2 and w(f(2λu)) > 2 over its interior.

(c) Consider a point λ ∈ Q∩ ]0, α [ and set γ := v(g(2λu)). Then λ is a break point of w
if and only if either γ = 2, or γ < 2 and [g(2λu)/2γ] is not a monomial.

Proof. By Definition 3.1.3 and Proposition 3.4.2 we have

w(λ) = min
{

2, v(g(2λu))
}

,

which shows that the image of w is contained in Q. Write g =
∑

i cix
i with ci ∈ R. Then

for any λ we have g(2λu) =
∑

i ci2
λiui and hence

(3.4.5) v(g(2λu)) = min
{

v(ci) + λi
∣

∣ i ∈ Z
}

.

If g 6= 0, this is the minimum of a non-empty finite collection of affine-linear functions. In
particular this proves (a).

Next, as g is odd, the coefficient c0 vanishes; hence all slopes in (3.4.5) are non-zero.
Thus if w has a horizontal segment, its value there is 2 and v(g(2λu)) > 2 over its interior.
Since we always have w(f(2λu)) > v(g(2λu)), this proves (b).

Now consider λ ∈ Q∩ ]0, α [ and set γ := v(g(2λu)). If γ > 2, then λ lies in the interior
of a segment where w has the constant value 2; hence it is not a break point. If γ = 2, the
fact that all slopes of the function v(g(2λu)) are nonzero implies that the value decreases
strictly on at least one side of λ. On the other side the value either also decreases or keeps
the constant value 2, and in both cases λ is a break point of w. If γ < 2, then λ is a break
point if and only if the minimum in (3.4.5) is attained for at least two distinct indices.
This means precisely that [g(2λu)/2γ] is not a monomial. Together this proves (c). �

Remark 3.4.6 In the situation of Proposition 3.4.4, a direct computation based on (3.4.5)
shows that [g(2λu)/2γ] fails to be a monomial if and only if −λ is a slope of the Newton
polygon of g(x).
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Example 3.4.7 Here is a polynomial with an odd decomposition:

f = x4 + 3x3 + 3x2 + 4x+ 1 + 8x−1 = (x2 + x+ 1)2 + (x3 + 2x+ 8x−1).

The number α = 3 satisfies the condition (3.4.1), and the function w can be read off from
Proposition 3.4.2, yielding

w(λ) =























3λ if 0 6 λ 6 1
2
,

λ+ 1 if 1
2
6 λ 6 1,

3− λ if 1 6 λ 6 3,

as shown in Figure 5.

β

w

3

2

2

1

2
10 3

Figure 5: Plot of w as in Example 3.4.7

3.5 Separating positive and negative exponents

We keep f as in Section 3.4, so that f ∈ R× + R[x]x + m[x−1]x−1. We can sometimes
simplify explicit computations with optimal decompositions by separating the positive and
negative parts of f .

Proposition 3.5.1 There exist f1 ∈ R× +R[x]x and f2 ∈ R× +m[x−1]x−1 with f1f2 = f .
Moreover, such a factorization is unique up to multiplication by units.

Proof. Choose n > 0 such that f̃ := xnf is a polynomial. Then by assumption its residue
class satisfies [f̃ ] = xn · [f ] with coprime factors xn, [f ] ∈ k[x]. By Hensel’s Lemma there
therefore exist polynomials f0, f1 ∈ R[x] with f0f1 = f̃ and [f1] = [f ] as well as [f0] = xn

and deg(f0) = n. The equality [f1] = [f ] implies that f1 lies in R× + R[x]x, and the
conditions on f0 imply that f2 := x−nf0 lies in R× + m[x−1]x−1. This yields the desired
factorization f1f2 = f .

Conversely, for any such factorization, setting f0 := xnf2 yields a factorization f0f1 = f̃
as in Hensel’s lemma. As that is unique up to multiplication by units, the same follows for
the factorization f1f2 = f . �
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In the following we fix a factorization f = f1f2 as in Proposition 3.5.1.

Lemma 3.5.2 For any decompositions f1 = h2
1 + g1 and f2 = h2

2 + g2, setting h := h1h2

yields a decomposition f = h2 + g with v(g) > min{v(g1), v(g2)}.

Proof. By construction we have g = f1f2 − h2
1h

2
2 = f1g2 + g1h

2
2. Since v(f1), v(h2) > 0,

this implies that v(g) > min{v(g1), v(g2)}, as desired. �

Lemma 3.5.3 Given any decomposition f = h2+g there exist decompositions f1 = h2
1+g1

and f2 = h2
2 + g2 with v(g) 6 min{v(g1), v(g2)}.

Proof. This is trivial if v(g) is zero, so let us assume that v(g) > 0. Then f is congruent to
h2 modulo m; hence h also lies in R×+R[x]x+m[x−1]x−1. Using Proposition 3.5.1 we write
h = h̃1h̃2 with h̃1 ∈ R× + R[x]x and h̃2 ∈ R× + m[x−1]x−1. Next we choose units cν ∈ R×

such that c2νh̃
2
ν has the same constant coefficient as fν for ν = 1, 2. Setting hν := cνh̃ν we

then have g1 := f1 − h2
1 ∈ R[x]x and g2 := f2 − h2

2 ∈ m[x−1]x−1. With c := (c1c2)
−1 ∈ R×

we also have h = ch1h2.
We will show that v(g1), v(g2) > v(g). First we observe that g̃ := g2 + (1 − c2) + g1

has constant coefficient 1− c2 and its parts with positive, respectively negative exponents
are g1 and g2. We will compare g̃ with the Laurent polynomial

(3.5.4) g = f − h2 = f1f2 − c2h2
1h

2
2 = f1 · g2 + h2

1h
2
2 · (1− c2) + h2

2 · g1.

For this we write g =
∑

i aix
i and g̃ =

∑

i ãix
i as well as f1 =

∑

i b1,ix
i and h2

1h
2
2 =

∑

i b2,ix
i

and h2
2 =

∑

i b3,ix
i with all coefficients in R. For any integers i and j we put

Mi,j :=

{ b1,i−j if j < 0,
b2,i−j if j = 0,
b3,i−j if j > 0.

Then the equation (3.5.4) means that ai =
∑

j Mi,j · ãj for all i. Choose an integer d > 0
such that ai = ãi = 0 for all i not in the interval [−d, d]. Then the equation means that
the vector (ai)i is obtained by multiplying the vector (ãi)i with the matrix M := (Mi,j)i,j,
where the indices run from −d to d.

By definition this matrix has coefficients in R. To determine its reduction modulo m

we note that by construction we have f1, h1 ∈ R× + R[x]x and h2 ∈ R× + m[x−1]x−1 and
hence [f1], [h1] ∈ k× + k[x]x and [h2] ∈ k×. Therefore [f1], [h

2
1h

2
2], [h

2
2] all lie in k× + k[x]x.

Equivalently this means that [b1,i−j ] = [b2,i−j ] = [b3,i−j ] = 0 for all i < j and that [b1,0],
[b2,0], [b3,0] are all nonzero. Thus M modulo m is a lower triangular matrix with nonzero
coefficients on the diagonal. This implies that det(M) ∈ R is nonzero modulo m. It is
therefore a unit, and so the matrix M is invertible over R.

Finally, recall that min{v(ai) |−d 6 i 6 d} = v(g). As M is invertible over R, it follows
that v(g̃) = min{v(ãi) | − d 6 i 6 d} = v(g) as well. Since the positive and negative parts
of g̃ are just g1 and g2, it follows that v(g1), v(g2) > v(g), finishing the proof. �

32



Proposition 3.5.5 (a) We have w(f) = min{w(f1), w(f2)}.

(b) For any optimal decompositions f1 = h2
1 + g1 and f2 = h2

2 + g2, setting h := h1h2

yields an optimal decomposition f = h2 + g.

Proof. Part (a) follows directly from Lemmas 3.5.2 and 3.5.3 and the definition (3.1.1).
In the situation of (b), Lemma 3.5.2 says that v(g) > min{v(g1), v(g2)}. If this minimum is
> 2, the decomposition f = h2 + g is directly optimal by (3.1.1). Otherwise by optimality
the smaller of the values v(gν) satisfies w(fν) = v(gν) 6 v(g3−ν) 6 w(f3−ν), which by (a)
implies that v(g) > min{v(g1), v(g2)} = min{w(f1), w(f2)} = w(f). Thus again f = h2+ g
is optimal by (3.1.1). �

Now observe that the Newton polygon of f is the concatenation of the Newton polygons
of f1 and f2. Since f satisfies the condition (3.4.1), it follows that f1 and f2 do so as well.

Proposition 3.5.6 Take any odd decompositions f1 = h2
1 + g1 and f2 = h2

2 + g2 and
consider the decomposition f = h2 + g with h := h1h2. Then for every λ ∈ Q∩ ]0, α [ the
decomposition f(2λu) = h(2λu)2 + g(2λu) is optimal, and Proposition 3.4.4 (c) holds for
this g as well.

Proof. For ν = 1, 2, applying Proposition 3.4.2 to fν in place of f shows that the decompo-
sition fν(2

λu) = hν(2
λu)2+gν(2

λu) is optimal for every λ ∈ Q∩ ]0, α [. By Proposition 3.5.5
(b) it follows that the decomposition f(2λu) = h(2λu)2 + g(2λu) is optimal. In particular
we have

w(f) = min
{

2, v(g(2λu))
}

.

In the case γ 6= 2 the statement of Proposition 3.4.4 (c) follows exactly as in the proof
given there. In the case γ = 2 consider an odd decomposition f = h̃2 + g̃2. Then the fact
that both decompositions f(2λu) = h(2λu)2 + g(2λu) and f(2λu) = h̃(2λu)2 + g̃(2λu) are
optimal implies that v(g̃(2λu)) = 2 as well. Thus λ is a break point of w by Proposition
3.4.4 (c), and we are done. �

3.6 Truncated power series decompositions

There is another construction that sometimes yields optimal decompositions, which has
been used by Lehr and Matignon [16]. To explain this we first consider an arbitrary nonzero
polynomial f ∈ K[x] of degree d. We are interested in square roots of f modulo terms of
degree > d/2.

Definition 3.6.1 A truncated power series decomposition of f is a decomposition of the
form f = h2 + g with h, g ∈ K[x], such that h possesses only monomials of degrees 6 d/2
and g possesses only monomials of degrees > d/2.

Proposition 3.6.2 If f has nonzero constant term, a truncated power series decomposi-
tion of f exists and is unique up to h 7→ ±h.
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Proof. Let a ∈ K× be the constant coefficient of f . Then a−1f has constant coefficient 1;
hence it has a unique formal square root in K[[x]] that also has constant coefficient 1. The
desired h must be a square root of a times the truncation of this power series modulo terms
of degree > d/2, and this determines g. �

Proposition 3.6.3 Assume that f lies in R[x] and has unit constant term. If w(f) > 2,
then any truncated power series decomposition of f has coefficients in R and is optimal.

Proof. We claim that under the given assumptions, for every integer 1 6 i 6 ⌊d/2⌋ + 1
there exists an optimal decomposition f = h2 + g, such that h possesses only monomials
of degrees 6 d/2 and g possesses only monomials of degrees > i. In the case i = ⌊d/2⌋+ 1
this is a truncated power series decomposition, and by uniqueness up to sign it follows that
every truncated power series decomposition is optimal.

To prove the claim for i = 1 we begin with an odd decomposition f = h2 + g. Here
Proposition 3.2.7 shows that h is a polynomial of degree 6 d/2, so we are done if the
decomposition is optimal. Otherwise by Proposition 3.2.5 we have v(g) = 2 < w(f) and
by Proposition 3.1.7 the equation [g/4] = t2 + [h]t has a solution t ∈ k[x±1]. Since [g/4]
lies in k[x] and has degree 6 d, this solution t must also lie in k[x] and have degree 6 d/2.
Moreover, since g is odd, the polynomial [g/4] is divisible by x, and so after possibly
replacing t by t+ [h] we can assume that t is also divisible by x. Lifting t coefficientwise to
R yields a polynomial ℓ ∈ R[x] of degree 6 d/2 and without constant term, which satisfies
v(g − 4ℓ2 − 4hℓ) > 2. Setting h̃ := h+ 2ℓ and g̃ := f − h̃2 we obtain a decomposition such
that h̃ has degree 6 d/2 and g̃ has no constant term and satisfies v(g̃) > 2. This has all
the desired properties for i = 1.

Now take a decomposition f = h2+g satisfying the claim for some integer 1 6 i 6 ⌊d/2⌋.
Since f has unit constant term and v(g) > 2, the constant term b of h is also a unit. Let
c be the coefficient of xi in g and set h̃ := h+ c

2b
xi. Since v(c) > v(g) > 2, this is another

polynomial in R[x] of degree 6 ⌊d/2⌋. By construction the polynomial

g̃ := f − h̃2 = h2 + g − h2 − c
b
hxi − ( c

2b
)2x2i

= (g − cxi)− (h− b) c
b
xi − ( c

2b
)2x2i

possesses only monomials of degrees > i. Moreover, the fact that v(c) > v(g) > 2 and
v(b) = 0 implies that v(( c

2b
)2) = 2v(c)−2 > v(c) > v(g) as well. Thus we have v(g̃) > v(g),

and the decomposition f = h̃2 + g̃2 satisfies the claim for i+ 1 in place of i. By induction
on i the claim thus follows for all i, and we are done. �

Lehr and Matignon [16, §3] have combined the truncated power series decompositions
for all polynomials obtained from f by linear substitutions into a single object that they
call a special decomposition. Let K(x0) denote the field of rational functions in a new
variable x0 and consider another new variable y.
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Proposition 3.6.4 There exist unique polynomials in y of the form

Hf(x0, y) =
∑

06k6 d
2

Hf,k(x0) y
k and Gf(x0, y) =

∑

d
2
<k6d

Gf,k(x0) y
k

with coefficients Hf,k(x0), Gf,k(x0) ∈ K(x0), such that Hf,0(x0) = 1 and

f(x0 + y)

f(x0)
= Hf(x0, y)

2 + Gf(x0, y).

These satisfy f(x0)
kHf,k(x0) ∈ K[x0] and f(x0)

kGf,k(x0) ∈ K[x0] for all relevant k.

Proof. The Taylor expansion of f(x0 + y) yields the formula

(3.6.5)
f(x0 + y)

f(x0)
= 1 +

d
∑

n=1

f (n)(x0)

f(x0)
· y

n

n!
.

Using the general binomial series we write its formal square root in K(x0)[[y]] in the form

(3.6.6)

√

f(x0 + y)

f(x0)
=

∞
∑

m=0

(

1
2

m

)

·
[

d
∑

n=1

f (n)(x0)

f(x0)
· y

n

n!

]m

=

∞
∑

k=0

Hf,k(x0) y
k

with Hf,k(x0) ∈ K(x0) and Hf,0(x0) = 1. Its truncation Hf(x0, y) :=
∑

06k6d/2Hf,k(x0)y
k

is the unique square root with constant term 1 modulo terms of exponent > d/2. Since
Hf(x0)

2 has degree 6 d = deg(f) in y, the difference Gf(x0, y) := f(x0 + y)/f(x0) −
Hf(x0, y)

2 has the desired form. This proves the existence and uniqueness of the decom-
position. From (3.6.6) we can also see that f(x0)

kHf,k(x0) ∈ K[x0] for all k. This together
with (3.6.5) implies that f(x0)

kGf,k(x0) ∈ K[x0] for all k as well. �

Definition 3.6.7 The stability polynomial associated to f is

Sf (x0) := f(x0)
2mGf,2m(x0) ∈ K[x0],

where m is the unique integer such that d
2
< 2m 6 d.

Lehr and Matignon [16, Def 3.4] call this—up to a constant factor—the monodromy
polynomial of f , because they are interested in determining the Galois group of the field
extension over which the stable model of C is defined. We prefer a name that refers more
directly to the stable model, for whose construction the zeros of the stability polynomial
play a similar role as a level structure does.

Proposition 3.6.8 For any a, c ∈ K× and b ∈ K we have

Gcf(ax+b)(x0, y) = Gf (ax0 + b, ay) and

Scf(ax+b)(x0) = (ac)2
m · Sf (ax0 + b).
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Proof. Replace (x0, y) by (ax0 + b, ay) in the defining formula f(x0+y)
f(x0)

= Hf (x0, y)
2 +

Gf(x0, y) and compute. �

Now assume that f ∈ K[x] is neither a square nor divisible by the square of a non-unit
in K[x]. As in Section 3.3 we are interested in the quadratic field extension K(x, z) of K(x)
that is defined by the equation z2 = f . We also assume that f ∈ R[x] r m[x] with f 6≡ 0
mod m. Consider any ξ0 ∈ R with f(ξ0) ∈ R×, and take a new variable y.

Lemma 3.6.9 There exists a unique ε ∈ Q such that v(Gf(ξ0, 2
εy)) = 2.

Proof. By assumption f(ξ0 + y)/f(ξ0) = Hf(ξ0, y)
2 + Gf(ξ0, y) is not a square in K(y);

hence there exists d/2 < k 6 d such that Gf,k(ξ0) 6= 0. Thus

Q −→ Q, ε 7−→ v(Gf(ξ0, 2
εy)) = min

{

v(Gf,k(ξ0)) + εk
∣

∣

d
2
< k 6 d

}

is a piecewise linear function with finitely many strictly positive slopes, which therefore
takes the value 2 at a unique ε ∈ Q. �

Theorem 3.6.10 For any ε ∈ Q>0, set X̄ := P1
R with the coordinate y after the substitu-

tion x = ξ0 +2εy, and let X denote the normalization of X̄ in K(x, z). Then the following
are equivalent:

(a) The closed fiber of X has geometric genus > 0.

(b) We have v(Gf(ξ0, 2
εy)) = 2 and there exists ξ1 ∈ R with v(ξ1−ξ0) > ε and Sf(ξ1) = 0,

and the substitution x = ξ1 + 2εy yields the same models X̄ and X .

Proof. Lehr and Matignon proved this in [16, Thm5.1] under special assumptions on f .
But their proof carries over to our situation with no essential changes. Specifically, the first
assertion of [16, Lemma 3.3 (iii)] is not needed in the proof, so the proof works regardless
of the parity of d. �

Proposition 3.6.11 Under the above assumptions we have Sf 6= 0.

Proof. By Proposition 3.6.8 it suffices to prove this after an arbitrary linear substitution
x bx + c. Since d > 0, we may thus assume that f(0) = 0 and that all other zeros of f
have valuation > 0. After multiplying f by a constant we may then assume that f ∈ R[x]
and that the reduction [f ] has a simple zero at 0.

Now consider an arbitrary ξ0 ∈ R with f(ξ0) ∈ R×, and let ε ∈ Q be as in Lemma
3.6.9. Then we have

f(ξ0 + 2εy)

f(x0)
= Hf(ξ0, 2

εy)2 +Gf(ξ0, 2
εy)
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in K[y], where the last term on the right hand side lies in 4R[y]. Suppose that ε 6 0. Then
applying the reverse substitution y = 2−ε(x− ξ0) ∈ R[x] we deduce that

f(x)

f(x0)
= Hf (ξ0, x− ξ0)

2 +Gf(ξ0, x− ξ0)

in K[x], where the last term on the right hand side lies in 4R[x]. As the left hand side lies
in R[x] by assumption, it follows that f(x) is a square modulo 4R[x]. As this contradicts
the assumptions on f , we deduce that ε > 0.

Now set X̄ξ0 := P1
R with the coordinate y after the substitution x = ξ0 + 2εy, and let

Xξ0 denote the normalization of X̄ξ0 in K(x, z). If Sf = 0, the condition in Theorem 3.6.10
is always satisfied with ξ1 = ξ0. Thus for any choice of ξ0 as above, the closed fiber of Xξ0

has geometric genus > 0.
Now observe that two pairs (ξ0, ε) and (ξ′0, ε

′) yield the same model Xξ0 if and only if
v(ξ′0−ξ0) > ε, and in that case we have ε = ε′. Since all ε > 0, we can thus choose arbitrarily
many inequivalent pairs (ξ0, ε) which yield a curve of genus > 0. For any finite number
of them, consider the minimal semistable model C of C that dominates each Xξ0 from
Proposition 2.2.4. Then the closed fiber C0 of C must contain an irreducible component
mapping isomorphically to the closed fiber of any one of the Xξ0 and to a point in all others.
But this is not possible for arbitrarily many ξ0, because the arithmetic genus of C0 is the
genus of C, which is fixed. We have obtained a contradiction, proving that Sf 6= 0. �

Remark 3.6.12 If d is odd, as in Lehr-Matignon [16, Lemma 3.3 (iii)] one can show that
Sf has degree 2m(d− 1). If d is even, one can show that Sf has degree < 2m(d− 1).

Example 3.6.13 In the case d = 1 we have Hf = 1 and hence Gf = f ′(x0)
f(x0)

·y. Since 2m = 1

we get Sf = f ′(x0) in this case. Concretely for f = a + bx we obtain Sf = b. In the case

2 6 d 6 3 we have Hf = 1 + f ′(x0)
f(x0)

· y
2
and hence

Gf =
f ′′(x0)

f(x0)
· y

2

2
+

f ′′′(x0)

f(x0)
· y

3

6
−

(f ′(x0)

f(x0)
· y
2

)2

.

Since 2m = 2 we get Sf = (2f ′′(x0)f(x0)− f ′(x0)
2)/4. Concretely for f = a + bx+ cx2 we

obtain Sf = −(b2 − 4ac)/4, and for f = a+ bx+ cx2 + dx3 we obtain

Sf =
3d2x4

0 + 4cdx3
0 + 6bdx2

0 + 12adx0 + (4ac− b2)

4
.

Note that for 1 6 d 6 2 this shows that Sf ∈ K×, so that Sf has no zero. In this case the
function field K(x, z) with z2 = f corresponds to a rational curve, whose reduction cannot
have an irreducible component of genus > 0. For more details in the case d = 3 see Section
5.1.
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4 Local constructions

We return to the situation and notation of Section 2.4. We fix a closed point p̄ of C̄0 and
identify a neighborhood Ū ⊂ C̄ with an open subscheme of SpecR[x] or SpecR[x, y]/(xy−a)
for some nonzero a ∈ m. To determine the minimal semistable model of C above Ū we
must first compute the normalization of Ū in the function field of C. In the generic fiber
this is given by an equation of the form z2 = f(x) for a separable polynomial f ∈ K[x] of
degree 2g+1 or 2g+2. After rescaling f and z by K× we can assume that f has coefficients
in R and is nonzero modulo m. Recall that the zeros of f in the generic fiber C̄ ∼= P1

K are
the marked points P̄i that are different from ∞.

4.1 Smooth marked points

In this section we assume that p̄ is the reduction of a section P̄i. By semistability it is thus
a smooth point of C̄0. The following result holds for arbitrary residue characteristic.

Proposition 4.1.1 There exists a neighborhood Ū ⊂ C̄ of p̄, whose normalization in the
function field of C is smooth over R and equal to C over Ū .

Proof. Choose a neighborhood Ū and an embedding Ū →֒ SpecR[x] such that P̄i is given
by x = 0. As the sections P̄j are all disjoint, we then have f(x) = xg(x) for a polynomial
g ∈ R[x] with g(0) ∈ R×. Consider the ring B := R[x, z]/(z2 − f(x)). This is flat and
integral over A := R[x] and thus contained in the normalization of A in the function field
of C. The inverse image of the section P̄i under SpecB ։ SpecA is given by x = z = 0.
Along this section we have

d(z2 − f(x)) = 2z dz − f ′(x) dx = 2z dz − xg′(x) dx− g(x) dx ≡ −g(0)dx.

As g(0) is a unit, the jacobian criterion implies that SpecB is smooth over R along this
section. In particular, an open neighborhood of this section is normal and hence coincides
with the normalization of SpecA in the function field of C. This proves the first statement
of the proposition, and the second follows from Proposition 2.2.3 (c). �

Remark 4.1.2 The description of f in the above proof shows that the residue class [f ] ∈
k[x] is not a square; so by Proposition 3.1.6 we have w(f) = 0. We therefore have the case
(a) of Proposition 3.3.3; hence the irreducible component of C0 that dominates the closed
fiber Ū0 of Ū is inseparable over Ū0 and has genus zero.

4.2 Smooth unmarked points

In this section we assume that p̄ is a smooth point of C̄0 that does not lie in any of the
sections P̄i. We identify a neighborhood Ū ⊂ C̄ with an open subscheme of SpecR[x] and
suppose that the function field of C is K(x, z) with z2 = f(x) for a separable polynomial
f ∈ R[x] with v(f) = 0. Then by assumption p̄ does not lie in the zero locus of f .
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With Proposition 3.3.3 we can compute the normalization U of Ū in K(x, z). In par-
ticular we can determine where U is smooth, and by Proposition 2.2.3 (c) it is equal to C
there. So assume that U is singular above p̄. Proposition 3.3.3 then shows that w(f) < 2
and the closed fiber of U is inseparable over the closed fiber of Ū , and that Ĉ0 possesses at
least one irreducible component of type (d) above p̄ in the terminology of Definition 2.3.2.

Proposition 4.2.1 Let T̂ be an irreducible component of Ĉ0 above p̄. Then its inverse
image T in C0 is irreducible and

• either T̂ is of type (d) and T has genus > 0 and 2-rank 0 and is separable over T̂ ,

• or T̂ is of type (c) and T has genus 0 and is purely inseparable over T̂ .

Proof. By Raynaud [22, Th. 2], the dual graph of the inverse image of p̄ in C0 is a tree.
The hyperelliptic involution therefore stabilizes each irreducible component of C0 above p̄,
and so the quotient morphism C0 ։ Ĉ0 induces a bijection on irreducible components
above p̄. In particular, the inverse image T ⊂ C0 of any irreducible component T̂ ⊂ Ĉ0

above p̄ is irreducible. Moreover, by Raynaud [23, Lemme 3.1.2] the morphism T ։ T̂ is
separable if and only if T corresponds to a leaf of the tree, that is, if and only if T̂ is an
irreducible component of type (d). In that case T has genus > 0 by [22, Prop. 2 (iii)], and
otherwise T ։ T̂ being purely inseparable implies that T has genus 0. Finally, by the last
statement of [22, Th. 2] and its proof on page 187 of [22] any such irreducible component
has 2-rank 0. �

As in Lehr and Matignon [16, Thm5.1] we can now conclude:

Theorem 4.2.2 Let Sf be the stability polynomial associated to f by Definition 3.6.7.
Consider any ξ0 ∈ R such that p̄ ∈ Ū is given by x = ξ0, and assume that Sf(ξ0) = 0 and
that the associated ε ∈ Q from Lemma 3.6.9 is > 0. Then the substitution x = ξ0 + 2εy
yields an irreducible component of Ĉ0 of type (d) over p̄ with coordinate y. Conversely,
every irreducible component of Ĉ0 of type (d) over p̄ arises in this way.

Proof. Take any ξ0 and ε with the stated properties. With X̄ and X as in Theorem
3.6.10, the closed fiber X0 of X then has geometric genus > 0. Let C′ be the minimal
semistable model of C from Proposition 2.2.4 which dominates both C and X , and let T ′

be the irreducible component of the closed fiber of C′ that surjects to X0. Write C′ ։ C
as the composite of finitely many contractions of unstable irreducible components as in
Proposition 2.2.5. Then since T ′ has geometric genus > 0, its image can never be contracted
in this sequence; hence it surjects to an irreducible component of genus > 0 of C0. By
construction this irreducible component lies above p̄; hence by Proposition 4.2.1 it must
surject to an irreducible component of Ĉ0 of type (d). This proves the first statement of
the proposition.

The last statement follows by combining Proposition 4.2.1 and the implication (a)⇒(b)
of Theorem 3.6.10. �
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Construction 4.2.3 To construct Ĉ above p̄ one first makes a list of all zeros ξi ∈ R of
Sf such that p̄ ∈ Ū is given by x = ξ0. For each of these one computes the associated
εi := ε ∈ Q from Lemma 3.6.9 and keeps only those with εi > 0. For efficiency, for any i
one may want to remove all ξj with j 6= i for which v(ξj − ξi) > εi, because they yield the
same irreducible component of type (d) as ξi. Then one applies Construction 2.3.4 to the
substitutions x = ξi + 2εiy. By Theorem 4.2.2 this yields Ĉ0 over a neighborhood of p̄.

Remark 4.2.4 To construct C above p̄ one first constructs Ĉ. Over the smooth locus of
Ĉ one can find explicit coordinates of C by Proposition 3.3.3. Over any double point of
Ĉ above p̄ one finds explicit coordinates of C by Proposition 4.5.12 below. In fact, such a
double point is always even, because by construction all marked points lie on one side of it,
namely in C0r {p̄}. Also, Proposition 4.5.12 applies in this situation by Proposition 4.5.1,
because we already know that there are no irreducible components of type (b) above that
double point.

4.3 Double points

Now we assume that p̄ is a double point of C̄0 and identify a neighborhood Ū ⊂ C̄ with
an open subscheme of SpecR[x, y]/(xy − a) for some nonzero a ∈ m, such that p̄ is given
by x = y = 0. After multiplying a by a unit we may assume that a = 2α for some α > 0,
where α is the thickness of p̄. Identifying y with 2α

x
, the ring in question is isomorphic to

the subring R[x, 2α

x
] of the ring of Laurent polynomials K[x±1].

Recall from Definition 2.4.6 that the double point p̄ is called even if each connected
component of C̄0 r {p̄} contains an even number of the points p̄1, . . . , p̄2g+2. Otherwise, it
is called odd.

Proposition 4.3.1 There exist polynomials f1 ∈ R[x] and f2 ∈ R[y] with constant terms 1
such that an equation for C is given by

z2 =

{

f1(x)f2(
2α

x
) if p̄ is even,

xf1(x)f2(
2α

x
) if p̄ is odd.

Proof. For any i let ξi ∈ K∪{∞} be the x-coordinate of the point P̄i. After reordering we
may assume that v(ξi) > 0 if and only if 1 6 i 6 r and that ξi = ∞ at most for i = 2g+2.

Observe that a point ξ ∈ K reduces to the point x = y = 0 in SpecR[x, y]/(xy − 2α)
if and only if both ξ and 2α

ξ
lie in m, or equivalently if 0 < v(ξ) < α. By the semistability

assumption on C̄ this does not happen for any of the points ξi. Thus for all 1 6 i 6 r we
have v(ξi) > α. These points therefore reduce to a point on C̄0 on one side of the double
point p̄, and all others, including ∞, to a point on the other side. Thus the number of
marked points p̄i on one side of p̄ is r, and so p̄ is odd if and only if r is odd.

Now set

f2(y) :=
r
∏

i=1

(

1− ξi
2α

· y
)

and f1(x) =

2g+2
∏

i=r+1

(

1− 1
ξi
· x

)

.
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By construction both are polynomials with coefficients in R and constant coefficient 1.
Moreover

xrf1(x)f2(
2α

x
) =

r
∏

i=1

(

x− ξi
)

·
2g+2
∏

i=r+1

(

1− 1
ξi
· x

)

is a polynomial with a simple zero at each ξi 6= ∞ and no other zeros. Thus the hyperelliptic
curve C can be described by the equation z2 = xrf1(x)f2(

2α

x
). Finally write r = 2s+e with

s ∈ Z and e ∈ {0, 1}, so that e = 0 if p̄ is even and e = 1 if p̄ is odd. Using the substitution
z = xsz we can then rewrite the equation for C in the form z2 = xef1(x)f2(

2α

x
), as desired.

�

4.4 Odd double points

In this section we assume that p̄ is an odd double point.

Proposition 4.4.1 There exists a neighborhood Ū ⊂ C̄ of p̄, whose normalization U in
the function field of C is equal to C over Ū and possesses a unique double point p over p̄ of
thickness α

2
. Moreover, both irreducible components of C0 at p are purely inseparable over

the respective irreducible components of C̄0.

Proof. By Proposition 4.3.1 there exist polynomials f1 ∈ R[x] and f2 ∈ R[y] with constant
terms 1 such that the function field of C isK(x, z) with z2 = xf1(x)f2(

2α

x
). Choose R2 finite

over R1 as in Section 2.1 such that 2α/2 and all coefficients of f1 and f2 lie in R2. Setting
w := 2α/2

x
z, we then have zw = 2α/2f1(x)f2(

2α

x
) and w2 = yf1(x)f2(

2α

x
). In particular this

shows that z and w are integral over the ring

A := R2

[

x, 2α

x

] ∼= R2[x, y]/(xy − 2α).

Lemma 4.4.2 The R2-subalgebra B ⊂ K(x, z) generated by x, y, z, w has the presentation

B = R2

[

x, y, z, w
]

/

(

xy − 2α, xw − 2α/2z, yz − 2α/2w,

z2 − xf1f2, zw − 2α/2f1f2, w2 − yf1f2

)

.

Proof. Consider the A-submodule M ⊂ K(x, z) that is generated by z and w. By the
definition of w this is equal to I z

x
for the ideal I := (x, 2α/2) of A. A simple computation

shows that all relations between the generators of this ideal are linear combinations of the
relations x · 2α/2 = 2α/2 · x and y · x = 2α/2 · 2α/2. Thus all A-linear relations between the
generators of M are linear combinations of the relations xw = 2α/2z and yz = 2α/2w. Also,
as the hyperelliptic involution σ acts by −1 on M , the sum A+M is direct. Moreover, the
above relations for z2 and zw and w2 show that A+M is already the subring in question.
Together this yields the stated presentation. �

Next let r be a uniformizer of the complete discrete valuation ring R2. Then our double
point p̄ corresponds to the maximal ideal p := (r, x, y) ⊂ A, and the only maximal ideal
above p is q := (r, x, y, z, w) ⊂ B.
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Lemma 4.4.3 The completion B̂ of B at q is isomorphic to R2[[z, u]]/(zu − 2α/2).

Proof. The polynomials f1, f2 ∈ R2[x, y] have constant term 1, so they represent units
in B̂. The equations z2 = xf1f2 and w2 = yf1f2 thus imply that x and y lie in the square
of the maximal ideal q̂ of B̂. Since u := w/f1f2 is congruent to w modulo q̂, it follows
that q̂ is already generated by r, z, u. As B̂ is a noetherian complete local ring, this shows
that the natural homomorphism R2[[z, u]] → B̂ is surjective. In particular, there exists a
power series g ∈ R2[[z, u]] with unit constant term such that f1f2 = g in B̂. Thus we have
x = z2g−1 and y = w2g−1 = u2g in B̂ and can eliminate the variables x and y. Moreover
the relation zw = 2α/2g is equivalent to zu = 2α/2 and is quickly seen to imply all the
remaining relations in Lemma 4.4.2. Thus we have the desired isomorphism. �

Lemma 4.4.3 implies that B̂ is normal. Since B̂ is faithfully flat over the localization Bq,
from Liu [18, §4.1.2 Exerc. 1.16] it follows that Bq is normal as well. On the other hand
observe that by construction B is finite over A and therefore contained in the normalization
B̃ ⊂ K(x, z) of A. By Proposition 2.1.4 this normalization is finite over A and hence
over B, and so by Liu [18, §4.1.2 Prop. 1.29] the normal locus is open in SpecB. Together
this implies that B[1

b
] = B̃[1

b
] for some b ∈ B r q.

Since b is a unit in B̂, Lemma 4.4.3 implies that SpecB is semistable with exactly one
ordinary double point over p of thickness α/2. After base change from SpecR2 to SpecR
we conclude that the normalization U is semistable with a unique double point of thickness
α
2
near p̄. By Proposition 2.2.3 (c) the morphism C ։ X is an isomorphism there.

Finally, the presentation in Lemma 4.4.2 implies that B[ 1
x
] ∼= R2[x

±1, z]/(z2−xf1f2). As
the equation z2 = xf1f2) is inseparable modulo m, it follows that the irreducible component
of C0 that meets p and on which x 6= 0 is inseparable over the corresponding irreducible
component of C̄0. By symmetry the same follows for the other irreducible component of
C0 that meets p. This finishes the proof. �

4.5 Even double points

In this section we assume that p̄ is an even double point. We fix polynomials f1 ∈ R[x] and
f2 ∈ R[2

α

x
] with constant terms 1 as in Proposition 4.3.1, such that the function field of C

is K(x, z) with z2 = f1f2. Then f := f1f2 and α satisfy the condition (3.4.1) from Section
3.4.

By Proposition 2.3.7 the irreducible components of Ĉ0 of type (b) above p̄ are given by
coordinates z = x

b
for nonzero b ∈ m such that 2α

b
∈ m. After rescaling z by a unit we can

describe them with b = 2λ for λ ∈ Q∩ ]0, α [. Our first job is to decide which values of λ
occur. For this consider the function w from (3.4.3).

Proposition 4.5.1 The substitution x = 2λu yields an irreducible component of Ĉ0 of type
(b) over p̄ if and only if λ is a break point of w.
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Proof. The proof requires some preparation. Let C̄′ be the semistable model of C̄ obtained
from C̄ by adjoining an irreducible component with coordinate u = x/2λ as in Construction
2.3.8. Let X ′ be the normalization of C̄′ in the function field of C, and let C′ be the minimal
semistable model of C which dominates X ′ according to Proposition 2.2.3. Consider the
open chart Ū := SpecR[u±1] of C̄′ and let U denote its inverse image in X ′. Let Ū0 =
Spec k[u±1] and U0 denote their respective closed fibers. Fix an odd decomposition f =
h2 + g and set γ := v(g(2λu)).

Lemma 4.5.2 (a) If γ < 2, then U0 is irreducible and purely inseparable over Ū0, and it
is singular if λ is a break point of w, respectively isomorphic to P1

k r {0,∞} if not.

(b) If γ = 2, then U0 is irreducible and smooth and étale over Ū0, and it either has genus
> 0 or is isomorphic to P1

k minus at least three points.

(c) If γ > 2, then U0 is the disjoint union of two copies of P1
k r {0,∞}, each mapping

isomorphically to Ū0.

Proof. By construction U is the normalization of SpecR[u±1] in the function field K(x, z).
By Proposition 3.4.2 the decomposition f(2λu) = h(2λu)2 + g(2λu) is optimal, and so
w(λ) = min{2, γ}. We can therefore compute U0 using Proposition 3.3.2. Observe that since
f1 and f2 have constant coefficients 1, the assumption 0 < λ < α implies that [f1(2

λu)] =
[f2(2

λu)] = 1 and hence [f(2λu)] = 1. Moreover, since g has constant coefficient 0, it follows
that [g(2λu)] = 0 and therefore [h(2λu)] = 1.

In the case γ < 2 Proposition 3.3.2 (a) implies that

(4.5.3) U0
∼= Spec k[u±1, t]/(t2 − ℓ)

with the nonzero odd Laurent polynomial ℓ := [g(2λu)/2γ] ∈ k[u±1]. In particular it is
purely inseparable over Ū0 = Spec k[u±1] and therefore irreducible. Next we know from
Proposition 3.4.4 (c) that ℓ is a monomial if and only if λ is not a break point of w. In that
case we can write ℓ = cu2r+1 with some c ∈ k× and deduce that U0

∼= Spec k[(tu−r)±1] ∼=
P1
k r {0,∞}. Otherwise observe that since ℓ is odd and k has characteristic 2, we have

ℓ = um2 for some Laurent polynomial m ∈ k[u±1] that is not a monomial. Thus ℓ has a
multiple zero at some point in k× and U0 is singular there. This proves (a).

In the case γ = 2, Proposition 3.3.2 (b) and the fact that [h(2λu)] = 1 imply that

(4.5.4) U0
∼= Spec k[u±1, t]/(t2 + t− ℓ)

with the irreducible odd Laurent polynomial ℓ := [g(2λu)/4] ∈ k[u±1]. Thus U0 is irre-
ducible and étale over Spec k[u±1] and therefore smooth. Consider the associated covering
of smooth projective curves π : X0 ։ P1

k. If ℓ lies in k[u], then π is unramified over the
point u = 0 and X0 has two points over it. Similarly, if ℓ lies in k[u−1], then π is unramified
over the point u = ∞ and X0 has two points over it. In both cases π−1({0,∞}) consists
of at least three points. If ℓ lies neither in k[u] nor in k[u−1], then π is ramified over both
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0 and ∞. As the ramification is wild, the ramification divisor then has multiplicity > 2 at
both points. By the Hurwitz formula X0 then has genus > 0, finishing the proof of (b).

In the case γ > 2, Proposition 3.3.2 (c) and the fact that [h(2λu)] = 1 imply that

(4.5.5) U0
∼= Spec k[u±1, t]/(t(t + 1)),

proving (c). �

Next let C̄ ′

0 denote the closed fiber of C̄′, let E ⊂ C̄ ′

0 be the exceptional fiber of C̄′ ։ C̄,
and observe that E consists of Ū0 and two double points of C̄ ′

0. Let C
′

0 denote the closed
fiber of C′, and consider an irreducible component Z of C ′

0 which surjects to E.

Lemma 4.5.6 The morphism C′ ։ X ′ sends Z ∩ C ′reg
0 isomorphically to an irreducible

component of U reg
0 .

Proof. By construction the hyperelliptic involution σ extends to X ′ and thus, by the
uniqueness of the minimal semistable model in Proposition 2.2.3 (b), also to C′. By Propo-
sition 2.4.2 (a) the quotient Ĉ′ is a semistable model of C̄, which by construction domi-
nates C̄′. Let Ẑ denote the image of Z in the closed fiber Ĉ ′

0 of Ĉ′. Then the image of Z∩C ′reg
0

in Ĉ ′
0 is contained in Ẑ ∩ Ĉ ′reg

0 by Proposition 2.4.2 (b). Moreover, applying Proposition
2.2.6 to Ĉ′ ։ C̄′ shows that the image of Ẑ ∩ Ĉ ′reg

0 in C̄ ′

0 is contained in E ∩ C̄ ′reg
0 = Ū0.

By the definition of X ′ the image of Z ∩ C ′reg
0 under the morphism C′ ։ X ′ is therefore

contained in U0.
Next suppose that U0 possesses a singular point q. By Lemma 4.5.2 we then have γ < 2

and U0 ։ Ū0
∼= Spec k[u±1] is purely inseparable. Thus q is not an ordinary double point,

hence X ′ is not semistable there, and so C′ ։ X ′ is not an isomorphism over q. Any point
of Z above q must then be a double point of C ′

0 where Z meets the exceptional fiber. The
image of Z ∩ C ′reg

0 under the morphism C′ ։ X ′ is therefore contained in U reg
0 .

On the other hand we know from Proposition 2.2.3 (c) that the morphism C′ ։ X ′ is an
isomorphism at all points where X ′ is already smooth. In particular it is an isomorphism
over U reg

0 . Thus Z ∩ C ′reg
0 is the inverse image of U reg

0 in Z and maps isomorphically to an
irreducible component of U reg

0 , as desired. �

Next recall that an irreducible component of C ′

0 is called unstable if it is isomorphic to
P1
k and contains at most two double points.

Lemma 4.5.7 The above Z is unstable if and only if λ is not a break point of w.

Proof. Suppose that Z is unstable. Then Lemma 4.5.6 implies that some irreducible
component of Ū reg

0 is isomorphic to P1
k minus at most two closed points. But since the

closure of this irreducible component in X ′ surjects to E, it already contains at least two
distinct points above the two points 0,∞ ∈ E r Ū0. Thus some irreducible component
of Ū0 must be isomorphic to P1

k minus exactly two closed points. By Lemma 4.5.2 and
Proposition 3.4.4 (c) this happens only if γ is not a break point of w, as desired.
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Conversely suppose that λ is not a break point of w. Then by Proposition 3.4.4 (c) we
have γ 6= 2, and combining Lemmas 4.5.2 and 4.5.6 shows that Z∩C ′reg

0
∼= P1

kr{0,∞}. On
the other hand, since Z surjects to E, it already contains at least two distinct points above
the two points 0,∞ ∈ E r Ū0, and by Lemma 4.5.6 these must be double points of C ′

0.
Thus Z is a semistable rational curve without self-intersection and therefore isomorphic
to P1

k. Together this implies that Z is unstable, as desired. �

Now we can prove Proposition 4.5.1. For this recall that in Section 2.4 we had defined
X as the normalization of C̄ in the function field of C and then C as the minimal semistable
model of C that dominates X . Since C̄′ dominates C̄, it follows that X ′ dominates X , and
so the minimality of C implies that C′ dominates C. Also, the minimality of C′ implies
that the morphism C′ ։ C is an isomorphism if and only if C already dominates X ′. By
construction this is so if and only if Ĉ dominates C̄′, that is, if and only if the value λ occurs
for an irreducible component of Ĉ0 of type (b) over p̄.

Assume now that λ is not a break point of w. Then any irreducible component Z of
C ′

0 which surjects to E is unstable by Lemma 4.5.7. By Proposition 2.2.2 (a) it can thus
be contracted to a point in another semistable model C′′ of C. Since Z maps to the closed
point p̄ ∈ C̄, it also maps to a closed point of X ; hence C′′ dominates X by Proposition
2.2.1 (c). By the minimality of C it follows that C′′ dominates C, and so C′ ։ C is not
an isomorphism. Thus λ does not occur for an irreducible component of Ĉ0, proving one
direction of the desired equivalence.

Conversely assume that λ does not occur for an irreducible component of Ĉ0. Then
C′ ։ C is not an isomorphism. By Proposition 2.2.5 there then exists an unstable irreducible
component Z of C ′

0 that maps to a closed point in C. Now recall that by construction C̄′ ։ C̄
is an isomorphism over C̄ r {p̄}. Thus X ′ ։ X and hence C′ ։ C are isomorphisms over
C̄ r {p̄}. Therefore Z must lie over the closed point p̄ ∈ C̄. If Z were to map to a closed
point of C̄′, it would also map to a closed point of X ′, and the contraction of Z would be
another semistable model of C that dominates X ′ by Proposition 2.2.1 (c), contradicting
the minimality of C′. This leaves only the possibility that Z surjects to E. Since Z is
unstable, Lemma 4.5.7 then implies that λ is not a break point of w, proving the other
direction of the desired equivalence. �

Proposition 4.5.8 Let λ be a break point of w, let T̂ be the associated irreducible compo-
nent of type (b) of Ĉ0, and let T be an irreducible component of C0 over T̂ .

(a) If w(λ) < 2, then T ։ T̂ is inseparable of degree 2 and there is at least one irreducible
component of type (c) or (d) of Ĉ0 that meets T̂ .

(b) If w(λ) = 2, then T ։ T̂ is separable of degree 2 and there is no irreducible component
of type (c) or (d) of Ĉ0 that meets T̂ .

Proof. Keeping the notation from the proof of Proposition 4.5.1, the cases correspond to
the first two cases of Lemma 4.5.2, in whose proof we have seen that w(λ) = γ. Since λ
occurs, the model C dominates the model X ′, and by Proposition 2.2.3 (c) the morphism
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C ։ X ′ is an isomorphism over the regular locus U reg
0 . Since U reg

0 is irreducible in both
cases of Lemma 4.5.2, it follows that T contains U reg

0 as an open subscheme and meets no
other irreducible component of C0 there.

In the case γ = 2 the assertions of Lemma 4.5.2 (b) now finish the proof of (b). In the
case γ < 2 we know from Lemma 4.5.2 (a) that T ։ T̂ is purely inseparable and that
U0 possesses at least one singular point. At this point U0 is not semistable; hence C ։ X ′

cannot be an isomorphism there, which means that C0 must possess another irreducible
component over it. This corresponds to an irreducible component of type (c) or (d) of Ĉ0

that meets T̂ , finishing the proof of (a). �

Remark 4.5.9 Once we have identified all irreducible components of Ĉ0 of type (b)
above p̄, we can find those of type (c) and (d) as follows. Let 0 < λ1 < . . . < λr < α
be the break points of w, and construct a model C̃ of C̄ from C̄ by applying Construction
2.3.8 to the elements 1, 2λ1, . . . , 2λr , 2α. Then Ĉ dominates C̃, and the morphism Ĉ ։ C̃ is
an isomorphism at all double points of C̃ above p̄. All the remaining irreducible compo-
nents above p̄ therefore lie over smooth points of the closed fiber of C̃. We can find these
by applying the method of Section 4.2 with C̃ in place of C.

In the rest of this section we discuss how to compute the minimal semistable model C
of C over a neighborhood of p̄ under the assumption that Ĉ ։ C̄ is an isomorphism. This
can be applied in particular after replacing C̄ by Ĉ.

Since every irreducible component of type (c) or (d) above a double point is connected
to an irreducible component of type (b), the assumption means that there are no irreducible
components of type (b). By Proposition 4.5.1 this means that w has no break points. By
the definition (3.4.3) of w this leads to one of two cases: Either w is constant with value 2,
or w is linear with a nonzero slope and has values 6 2.

Proposition 4.5.10 If w is constant with value 2, then C ։ C̄ is étale over p̄ and C has
two double points of the same thickness over p̄.

Proof. Fix a decomposition f = h2 + g which is odd or arises from odd decompositions
of f1 and f2 as in Proposition 3.5.6. Then for every λ ∈ Q∩ ]0, α [ the decomposition
f(2λu) = h(2λu)2 + g(2λu) is optimal and by Proposition 3.4.4 (b) we have v(g(2λu)) > 2.
As this is a continuous function of λ, it follows that v(g) > 2 and v(g(2αu)) > 2. Writing
g =

∑

i cix
i this means that v(ci) > 2 for all i > 0, respectively v(ci)+αi > 2 for all i < 0.

Therefore g/4 lies in the ring A := R[x, 2α

x
]. Moreover, the inequality v(g(2α/2u)) > 2

implies that the constant coefficient of g/4 lies in m; hence g/4 lies in the maximal ideal
p := (m, x, 2α

x
) of A that corresponds to the point p̄ ∈ C̄0. On the other hand the fact that

f1, f2 ∈ A have constant terms 1 implies that f = f1f2 is congruent to 1 modulo p. Since
g ∈ p, the equation f = h2 + g thus implies that h ≡ 1 modulo p as well.

As in (3.3.1) the substitution z = h+ 2t with a new variable t now yields the equation
ht+ t2 = g/4, showing that t is integral over A. Moreover, as h is a unit at p, the equation
is étale there. Setting

(4.5.11) B := A[t]/(ht + t2 − g/4) ∼= R[x, y, t]/(xy − 2α, ht + t2 − g/4),
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it follows that B[a−1] is étale over A for some a ∈ A r p and therefore the normalization
of A[a−1] in K(x, z). In particular SpecB[a−1] is semistable, and so it is a local chart of
the minimal semistable model C over C̄. Thus C ։ C̄ is étale of degree 2 over p̄ and C has
precisely two double points of the same thickness over p̄. �

Proposition 4.5.12 If w is linear with a nonzero slope, then C has a single double point
over p̄ of half the thickness.

Proof. Suppose first that w is increasing, so that w(f) = w(0) < 2. Let T̄ be the irreducible
component of C̄0 whose intersection with the chart SpecR[x, y]/(xy−a) is given by y = 0.
Then Proposition 3.3.2 (a) implies that C0 possesses a unique irreducible component T
that surjects to T̄ and that T ։ T̄ is inseparable of degree 2. Thus T has a unique point
above p̄, and this must be a double point of C0 of half the thickness as p̄ by Proposition
2.4.2 (c). If w is decreasing, the same argument applies with the equation x = 0. �

We give a second proof which at the same time produces local equations for C.
Proof. Fix a decomposition f = h2 + g which is odd or arises from odd decompositions
of f1 and f2 as in Proposition 3.5.6. Choose R2 finite over R1 as in Section 2.1 such that
2α/2 and all coefficients of f, g, h lie in R2. As before we identify A := R2[x,

2α

x
] with the

ring R2[x, y]/(xy − 2α) for y = 2α

x
.

Suppose first that w is increasing, so that γ := w(0) < δ := w(α) 6 2. Writing
g =

∑

i cix
i with ci ∈ R2, by the proof of Proposition 3.4.4 we then have

w(λ) = v(g(2λu)) = min
{

v(ci) + λi
∣

∣ i ∈ Z
}

for all λ ∈ Q ∩ [0, α]. Since w is linear with positive slope, the minimum must be attained
for a fixed index i > 0. Moreover, as this conclusion holds for some odd decomposition,
this index i is necessarily odd (even if we perform the actual computation with the decom-
position from 3.5.6).

Now γ = v(g) shows that v(ci) = γ and v(cj) > γ for all j > 0, and v(g(2αu)) > γ
shows that v(cj) + αj > γ for all j < 0. Thus we have g = 2γxiℓ for some ℓ ∈ A whose
constant term ci/2

γ is a unit. The assumptions also imply that γ+αi = v(g(2αu)) = δ 6 2.
Since i is odd, we can substitute z = h+ 2γ/2x(i−1)/2u with a new variable u. Plugging

this into the equation z2 = f = h2 + g = h2 + 2γxiℓ and simplifying yields the equation

(4.5.13) u2 + 2(2−γ)/2x−(i−1)/2hu = xℓ.

Since γ + αi = δ, we can rewrite 2(2−γ)/2x−(i−1)/2h = 2α/2m with

m := 2(2−δ)/2y(i−1)/2h ∈ A.

The equation (4.5.13) thus simplifies to u2 + 2α/2mu = xℓ. Setting v := 2α/2

x
u = y

2α/2u, we
then have uv + ymu = 2α/2ℓ and v2 + ymv = yℓ. In particular this shows that u and v are
integral over A.
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Lemma 4.5.14 The R2-subalgebra B ⊂ K(x, z) generated by x, y, u, v has the presentation

B = R2

[

x, y, u, v
]

/

(

xy − 2α, xv − 2α/2u, yu− 2α/2v,

u2 + 2α/2mu− xℓ, uv + ymu− 2α/2ℓ, v2 + ymv − yℓ

)

.

Proof. Same as for Lemma 4.4.2: The relations xv = 2α/2u and yu = 2α/2v give a
presentation for the A-submodule M := Au+Av ⊂ K(x, z), the sum A+M is direct, and
A+M is already a subring with the last three relations. �

Next let r be a uniformizer of the complete discrete valuation ring R2. Then our double
point p̄ corresponds to the maximal ideal p := (r, x, y) ⊂ A, and the only maximal ideal
above p is q := (r, x, y, u, v) ⊂ B.

Lemma 4.5.15 The completion B̂ of B at q is isomorphic to R2[[u, w]]/(uw − 2α/2).

Proof. Same as for Lemma 4.4.3: By construction ℓ is a unit at p, so we can use the
equations u2 + 2α/2mu = xℓ and v2 + ymv = yℓ to eliminate the variables x and y and
replace the variable v by w := (v + ym)ℓ−1, showing that B̂ ∼= R2[[u, w]]/(uw − 2α/2). �

By the same argument as at the end of the proof of Proposition 4.4.1 it follows that
B[1

b
] is normal for some b ∈ B r q. Finally, as b is a unit in B̂, Lemma 4.4.3 implies that

SpecB is semistable with exactly one ordinary double point over p of thickness α/2. After
base change from SpecR2 to SpecR the proposition follows in the case that w is increasing.

If w is decreasing, we can apply the same arguments to g(2
α

x
) in place of g. With

γ := w(α) we then get δ := w(0) = γ + αi 6 2 for an odd integer i > 0 and can write
g = 2γyiℓ for some ℓ ∈ A whose constant term is a unit. Substituting z = h+ 2γ/2y(i−1)/2u
and setting v := 2α/2

y
u = x

2α/2u and m := 2(2−δ)/2x(i−1)/2h, we then get the same equations
as in Lemma 4.5.14 except that x and y are interchanged. The rest of the proof is exactly
the same. �

4.6 Algorithms and summaries

Now we summarize our results and combine them into explicit algorithms. Recall that we
start with a semistable model (C̄, P̄1, . . . , P̄2g+2) of C̄ ∼= P1

K , where the marked points in
the generic fiber are the branch points of C ։ C̄. This may or may not be the stable
marked model C̄ from Construction 2.3.12.

Algorithm 4.6.1 To compute Ĉ we can proceed as follows:

Step 1: We begin with a simplification that will allow us to compute the stability
polynomial only once, provided that we stick to linear substitutions later on. Choose a
coordinate x̃ on C̄ such that one of the marked points is given by x̃ = ∞. Let f̃ ∈ K[x̃] be
the polynomial of degree 2g + 1 whose zeros are the remaining branch points. Make a list
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of all zeros ξ̃i ∈ K of the stability polynomial Sf̃ from Definition 3.6.7. For each i compute
the unique α̃i ∈ Q with v(Gf̃(ξ̃i, 2

α̃iy)) = 2 from Lemma 3.6.9.

Step 2: For every even double point p̄ ∈ C̄0 identify a neighborhood with an open
subscheme of SpecR[x, y]/(xy − 2α) for some α ∈ Q>0. This is possible with a linear
substitution x̃ = ax+ b for some a ∈ K× and b ∈ K. Then find f1 and f2 as in Proposition
4.3.1 and compute the break points of the function w from (3.4.3) associated to f := f1f2,
using either an odd decomposition of f and Proposition 3.4.4 (c), or odd decompositions
of f1 and f2 and Proposition 3.5.6. By Proposition 4.5.1 this determines all irreducible
components of Ĉ0 of type (b) over p̄. Adjoin them to C̄ as in Remark 4.5.9. This yields a
model C̃ of C̄ that lies between Ĉ and C̄ and contains precisely the irreducible components
of C̄0 and those of Ĉ0 of type (b).

Step 3: Cover the smooth locus of C̃ r
⋃2g+2

i=1 P̄i with charts Ū isomorphic to open
subschemes of SpecR[x]. Since one of the marked points is given by x̃ = ∞, this is possible
with a linear substitution x̃ = ax + b for some a ∈ K× and b ∈ K. Choose c ∈ K× such
that f(x) := cf̃(ax+ b) satisfies v(f) = 0. Then Proposition 3.6.8 implies that the zeros of
the stability polynomial Sf are the points ξi := (ξ̃i − b)/a ∈ K× for all i as in Step 1 and
that the numbers αi := α̃i−v(a) ∈ Q satisfy v(Gf(ξi, 2

αiy)) = 2. From these ξi select those
with ξi ∈ R and αi > 0, such that ξi defines a point in the closed fiber of Ū . By Theorem
4.2.2 the substitutions x = ξi + 2αiy then yield precisely all irreducible components of Ĉ0

of type (d) over a point of Ū . Adjoin them and the necessary irreducible components of
type (c) to C̃ as in Constructions 4.2.3 and Construction 2.3.4, obtaining Ĉ.

Summary 4.6.2 Irreducible components: Let T̂ be an irreducible component of Ĉ0 and
let T denote its inverse image in C0. By Proposition 2.4.3 there are three possibilities for T .
With Proposition 3.3.2 or 3.3.3 we can decide which one occurs. More specifically we have
the following cases:

(a) Either T is isomorphic to P1
k and purely inseparable of degree 2 over T̂ . This can

happen when T̂ is of type (a), in particular when T̂ contains a marked point by
Remark 4.1.2 or an odd double point by Proposition 4.4.1. It also happens whenever
T̂ is of type (b) and w(λ) < 2 by Proposition 4.5.8 (a), and whenever T̂ is of type
(c) by Proposition 4.2.1.

(b) Or T is irreducible, smooth and separable of degree 2 over T̂ . This can happen when T̂
is of type (a). It also happens whenever T̂ is of type (b) and w(λ) = 2 by Proposition
4.5.8 (b). Finally it happens whenever T̂ is of type (d) by Proposition 4.2.1, and in
that case T has 2-rank 0.

(c) Or T is isomorphic to P1
k ⊔ P1

k, each component mapping isomorphically to T̂ . This
can only happen when T̂ is of type (a).

Summary 4.6.3 Double points: Let p̂ be a double point of thickness α of Ĉ0. By Propo-
sition 2.4.2 (c) there are two possibilities for C0 above p̂:
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(a) There is a unique double point of thickness α/2 above p̂. This happens when p̂ is an
odd double point by Proposition 4.4.1, or when p̂ is an even double point and w is
linear with a nonzero slope by Proposition 4.5.12.

(b) There are two double points of thickness α above p̂ that are interchanged by σ. This
happens when p̂ is an even double point and w is constant with value 2 by Proposition
4.5.10.

Algorithm 4.6.4 To compute explicit coordinates for C one first computes Ĉ. Then locally
over the smooth locus of Ĉ one finds coordinates for C using Proposition 3.3.2 or 3.3.3. Near
a marked section one can directly use the proof of Proposition 4.1.1. Local coordinates over
an odd double point are produced by the proof of Proposition 4.4.1, and over an even double
point by the proof of Proposition 4.5.10, respectively the second proof of Proposition 4.5.12.

Remark 4.6.5 From the above information on irreducible components and double points
one can determine the dual graph of C0. In particular one can determine whether the dual
graph is a tree and hence whether the jacobian of C has good reduction. Specifically, let n2

be the number of irreducible components of Ĉ0 whose inverse image in C0 consists of two
irreducible components, and let m2 be the number of double points of Ĉ0 whose inverse
image in C0 consists of two double points.

Proposition 4.6.6 The first Betti number h1 of the dual graph of C0 is m2 − n2.

Proof. Let n be the number of irreducible components of Ĉ0 and m the number of double
points of Ĉ0. Then the dual graph of Ĉ0 has n vertices and m edges. As this dual graph is
a tree, it follows that m = n− 1. By Summaries 4.6.2 and 4.6.3 the number of irreducible
components of C0 is n + n2 and the number of double points of C0 is m + m2. Thus the
dual graph of C0 has n+ n2 vertices and m+m2 edges. But this graph is also connected,
because C0 is connected. Thus its h1 is (m+m2)− (n + n2) + 1 = m2 − n2. �

Proposition 4.6.7 (a) The stable reduction of the jacobian of C is an extension of an
abelian variety of dimension g − (m2 − n2) with a torus of dimension m2 − n2.

(b) The jacobian of C has good reduction if and only if m2 = n2.

Proof. By Raynaud [21, Th. 8.2.1] the relative Pic0C/R is representable and separated, the

condition (N)∗ from [21, Déf. 6.1.4] being satisfied in our case. Moreover Pic0C/R is smooth
by [21, Cor. 2.3.2]. By Proposition 4.6.6 and the computation in Bosch-Lütkebohmert-
Raynaud [3, §9.2 Example 8] its closed fiber is an extension of an abelian variety of dimen-
sion g − (m2 − n2) with a torus of dimension m2 − n2. Thus Pic

0
C/R is the stable model of

the jacobian of C and its reduction has the stated properties. �
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5 Examples

5.1 Genus 1

In this section we present the results for genus 1, leaving most computations to the reader.
In this case C ։ C̄ has 4 branch points, and we identify (C̄, P̄1, . . . , P̄4) with (P1

K , 0, 1,∞, a)
for some a ∈ Kr{0, 1}. After reordering the branch points and applying a Möbius transfor-
mation we may without loss of generality assume that a ∈ Rr(1 +m). Set α := v(a) ∈ Q>0

and let (C̄, P̄1, . . . , P̄4) be the stable model of (P1
K , 0, 1,∞, a) over R. The elliptic curve C

is then defined by the Legendre equation

(5.1.1) z2 = f(x) := x(x− 1)(x− a),

where the ramification points P1, . . . , P4 are the 2-division points. Let C be the minimal
semistable model of C that dominates C̄. Then the points Pi extend to sections Pi of
C and (C,P1, . . . ,P4) is the stable model of (C, P1, . . . , P4) over R by Proposition 2.4.4.
Computing the stability polynomial for f as in Example 3.6.13 yields

Sf (x0) = 1
4
·
(

3x4
0 − 4(a+ 1)x3

0 + 6ax2
0 − a2

)

.

It turns out that the zeros of Sf are precisely the x-coordinates of the nonzero 3-division
points of C, if the point with x = ∞ is taken as the identity element.

Suppose first that α = 0. Then C̄0 is irreducible. Let T̂ be the irreducible component
of Ĉ0 that maps isomorphically to C̄0. As it contains marked points, its inverse image T in
C0 is an irreducible component that is purely inseparable over it. As C̄0 does not contain
any double point and the total arithmetic genus of C0 is 1, there must be exactly one
irreducible component T̂ ′ of type (d) in Ĉ0. The inverse image T ′ of T̂ ′ in C0 has genus 1
and meets T in a unique one double point.

Now suppose that α > 0. Then C̄ has a unique double point p̄, which has thickness α.
Let T̂1 and T̂2 be the two irreducible components of Ĉ0 that map onto the two irreducible
components of C̄0. As they contains marked points, their inverse images T1 and T2 in C0

are irreducible components that are purely inseparable over them. For a suitable choice of
an equation for C near the double point, computations yield w(λ) = min{2, λ, α− λ}.

In the case α 6 4 the graph of w consists of two oblique line segments with exactly one
breakpoint of value α/2 at the midpoint λ = α/2. Hence Ĉ0 has exactly one component of
type (b) over p̄, which meets T̂1 and T̂2 in one double point each. Let T denote the inverse
image of this component in C0. Then T meets T1 and T2 in one double point each.

In the case 0 < α < 4 we have w(α/2) = α/2 < 2. By Proposition 4.5.8 (a) it follows
that T is of genus 0 and inseparable over T̂ and that Ĉ0 possesses at least one irreducible
component T̂ ′ of type (d) above p̄. As in the case α = 0 above this component is unique
and meets T̂ , and its inverse image T in C0 must have genus 1.
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In the case α = 4 we have w(α/2) = α/2 = 2. By Proposition 4.5.8 (b) it follows that
T is irreducible and separable of degree 2 over T̂ and that Ĉ0 has no component of type
(c) or (d) that meets T̂ . As the arithmetic genus of C0 is 1, this T must then have genus 1.

In the remaining case α > 4 the graph of w consists of three line segments with
two breakpoints of value 2 at λ ∈ {2, α − 2}. This means that Ĉ0 possesses exactly two
irreducible components T̂ ′

1 and T̂ ′

2 of type (b) over p̄, such that each T̂ ′

i meets T̂i at a double
point and T̂ ′

1 meets T̂ ′

2 at a double point. Let T ′

1 and T ′

2 be the irreducible components of
C0 over T̂ ′

1 and T̂ ′

2. Then Proposition 4.5.10 shows that T ′

1 and T ′

2 meet in two double
points. Since each T ′

i meets Ti in a single double point, this implies that the dual graph of
C0 contains a loop. As the total arithmetic genus of C0 is 1, it follows that all irreducible
components of C0 are rational, that there are no other irreducible components, and that
the dual graph has no other loops.

α C̄0 Ĉ0 C0

α = 0 0 a 1 ∞
0 a 1 ∞

g=1

0 a 1 ∞

0 < α < 4 0 1

a ∞ 0
a

1
∞

g=1

0
a

1
∞

α = 4 0 1

a ∞
0

a
1
∞

g=1

0
a

1
∞

α > 4 0 1

a ∞
0

a
1
∞

0
a

1
∞

Figure 6: Stable reduction in genus 1.

In all cases the above results show that the combinatorial structure of C0 depends only
on α. In particular C0 possesses an irreducible component of genus 1 if and only if α 6 4.
Thus C has good unmarked reduction if and only if α 6 4. Moreover, computations show
that the reduction is supersingular for α < 4 and ordinary for α = 4. This corresponds to
the well-known fact that C has the j-invariant 28(a2 − a+ 1)3/(a2 − a)2, whose valuation
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is > 0 if and only if α 6 4 and = 0 if and only if α = 4. In [26], Yelton constructed a
semistable model of C using elementary methods and also found the threshold α = 4.

The results are depicted in Figure 6, using the colors from Figure 1. An irreducible
component of genus g′ > 0 is labeled by g = g′, while those of genus 0 remain unlabeled.

5.2 Genus 2

In this section we describe the results for g = 2, leaving the detailed computations to
look up in [12]. Here C ։ C̄ has 6 branch points and we start with the associated stable
marked model (C̄, P̄1, . . . , P̄6) of C̄. The seven possibilities for the combinatorial structure
of its closed fiber (C̄0, p̄1, . . . , p̄6) are shown in Figure 7. Filled circles signify even double
points and empty circles odd double points. The arrows indicate the ways that one type
can degenerate into another.
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Figure 7: The possibilities for (C̄0, p̄1, . . . , p̄6) in genus 2.

We observe that C̄0 has at most three even double points and at most one odd double
point, and that the combinatorial structure is invariant under symmetries interchanging
the former transitively. Let α > β > γ > 0 denote the thicknesses of the even double
points and ε > 0 that of the odd double point, where we interpret 0 as the thickness of a
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double point that does not exist. Moreover, each even double point is connected to a unique
leaf component with exactly two marked points. After possibly interchanging the marked
points we can assume that P̄1 meets this component for the double point of thickness α if
α > 0. We also assume that P̄2 has maximal distance from P̄1, that is, that the sum of the
thicknesses of the double points between them is maximal. Then P̄2 must meet the leaf
component containing the double point of thickness β if β > 0. We identify C̄ with P1

K in
such a way that P̄1 is identified with 0 and P̄2 with ∞. Then C is defined by an equation
of the form

(5.2.1) z2 = f(x) = ax+ bx2 + cx3 + dx4 + ex5

with f ∈ K[x] separable of degree 5. Rescaling x and z by factors in K×, we can now
arrange to have v(f) = 0 and

α = max{0, v(a)− 2ε},
β = v(e),

γ = 1
2
v(disc(f))− α− ε,

ε = v(b),

where disc(f) denotes the discriminant of f . With the equation in this form we choose
a square root

√
bd of bd and set δ := v

(

c − 2
√
bd

)

. It turns out that the combinatorial
structure of (C0, p1, . . . , p6) depends only on the values of α, β, γ, δ and ε, which are all > 0.
Computations show that we always have δ > min{2, γ}, with equality if γ < min{β, 2}.

All in all, the seven cases from Figure 7 divide into 54 subcases for the combinatorial
structure of (C0, p1, . . . , p6). In each subcase we draw the irreducible components using the
same colors as in Figure 1. We also label any irreducible component of genus g′ > 0 by
g = g′, while all irreducible components of genus 0 remain unlabeled.

The computations were done using Algorithm 4.6.1 with the exception of step 3, which
became too impractical due to the degree of the stability polynomial. Instead we used the
good reduction part of the stable reduction criteria for the unmarked curve C from Liu
[17, Th. 1] in terms of Igusa invariants.

(A1) (A2) (A3)

δ = 0 0 < δ < 4/5 δ > 4/5

g=1

g=1

g=1
g=1

g=2

Figure 8: The possibilities for (C0, p1, . . . , p6) in the case (A).
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Case (A): This is the case of “equidistant geometry” of Lehr-Matignon, that is, where
C̄0 is smooth. Hence we have α = β = γ = ε = 0, and so the combinatorial structure of C0

depends only on δ. The 3 possible subcases are sketched in Figure 8.

Case (B): Here C̄0 has exactly one even double point of thickness α > 0, and we
have β = γ = ε = 0. The combinatorial structure of C0 depends only on α and δ. The 11
possible subcases are sketched in Figure 9.

(B1) (B2) (B3)

δ = 0 ∧ α < 4 δ = 0 ∧ α = 4 δ = 0 ∧ α > 4

g=1

g=1 g=1g=1 g=1

(B4) (B5) (B6)

0 < 2δ < α ∧ α + δ < 4 0 < 2δ < α ∧ α + δ = 4 0 < δ < 4
3

∧ α + δ > 4

g=1 g=1 g=1

g=1

g=1

(B7) (B8) (B9)

δ > 4
3

∧ α > 8
3

α = 2δ < 8
3

α < 2δ < 8+2α
5

g=1 g=1 g=1

g=1

g=1

(B10) (B11)

α < 8+2α
5
6 2δ α = 8

3
6 2δ

g=2

g=2

Figure 9: The possibilities for (C0, p1, . . . , p6) in the case (B).
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Case (C): Here C̄0 has two even double points of respective thicknesses α > β > 0,
and we have γ = δ = ε = 0. It turns out that the combinatorial structure C0 over each
double point is the same as in the case of genus 1 and depends only on the thickness of
that double point. The 6 possible subcases are sketched in Figure 10.

(C1) (C2) (C3)

4 > α > β 4 = α > β α = 4 = β

g=1

g=1 g=1g=1 g=1

g=1

(C4) (C5) (C6)

α > 4 > β α > 4 = β α > β > 4

g=1

g=1

Figure 10: The possibilities of (C0, p1, . . . , p6) in the case (C).

Case (D):Here C̄0 has one irreducible component without marked points in the middle,
which is connected by double points of thicknesses α > β > γ > 0 to leaf components with
two marked points each. We also have ε = 0, and the combinatorial structure of C0 depends
only on α, β, γ and δ. The 24 possible subcases are sketched in Figures 11 and 12.
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(D1) (D2) (D3)

α = β = γ = 2 α > β = γ = 2 β > γ = 2

g=2 g=1

(D4) (D5) (D6)

γ > 2 β > γ ∧ α + γ < 4 β > γ ∧ β + γ < 4 = α + γ

g=1

g=1 g=1g=1

(D7) (D8) (D9)

β > γ ∧ β + γ = 4 = α+ γ β > γ ∧ β + γ < 4 < α + γ 2 > γ ∧ β + γ = 4 < α+ γ

g=1

g=1

g=1

g=1

(D10) (D11) (D12)

2 > γ < β ∧ β + γ > 4 β = γ = δ < α ∧ α + γ < 4 β = γ = δ < α ∧ α + γ = 4

g=1

g=1 g=1g=1

Figure 11: The first 12 possibilities for (C0, p1, . . . , p6) in the case (D).
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(D13) (D14) (D15)

β = γ = δ < 2 ∧ α + γ > 4 γ < δ < α+γ
2

∧ α + δ < 4 γ < δ < α+γ
2

∧ α + δ = 4

g=1

g=1 g=1 g=1

g=1

(D16) (D17) (D18)

γ < δ < 4+γ
3

∧ α + δ > 4 δ > 4+γ
3

∧ α > 8−γ
3

> 2 3α + γ < 8 ∧ δ = α+γ
2

> γ

g=1 g=1 g=1 g=1

(D19) (D20) (D21)

γ < α ∧ α+γ
2

< δ < α+2γ+4
5

γ < 3α+γ
4

< 2 ∧ δ > α+2γ+4
5

3α + γ = 8 ∧ δ > α+γ
2

> γ

g=1

g=1
g=2

g=2

(D22) (D23) (D24)

α = γ = δ < 2 2 > α = γ < δ < α+2γ+4
5

2 > α = γ ∧ δ > α+2γ+4
5

g=1 g=1

g=1

g=1
g=2

Figure 12: The remaining 12 possibilities for (C0, p1, . . . , p6) in the case (D).

Cases (E–G): Here C̄0 has an odd double point p̄ of thickness ε > 0, and we always
have γ = δ = 0. The combinatorial structure of C0 depends only on the values α > β > 0.
It turns out that the situation on each side of p̄ is the same as for the reduction of a curve
of genus 1, and that the two sides are independent of each other.

Case (E): Here we have α = β = 0, and there is a single subcase only, which is sketched
in Figure 13.
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(E1)

g=1g=1

Figure 13: The single possibility for (C0, p1, . . . , p6) in the case (E).

Case (F): Here we have α > β = 0. The 3 possible subcases are sketched in Figure 14.

(F1) (F2) (F3)

α < 4 α = 4 α > 4

g=1
g=1

g=1
g=1 g=1

Figure 14: The possibilities for (C0, p1, . . . , p6) in the case (F).

Case (G): Here we have α > β > 0. The 6 possible subcases are sketched in Figure 15.

(G1) (G2) (G3)

4 > α > β 4 = α > β α = 4 = β

g=1g=1

g=1

g=1

g=1g=1

(G4) (G5) (G6)

α > 4 > β α > 4 = β α > β > 4

g=1

g=1

Figure 15: The possibilities for (C0, p1, . . . , p6) in the case (G).
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From the above results, one can also determine the closed fiber Cst
0 of the stable reduc-

tion of the unmarked curve C. The list of possible cases and their names are taken from
Liu [15, Th. 1]. There the case distinctions were given in terms of Igusa invariants, which
are complicated polynomials in the coefficients of f . Our results yield relatively simple
conditions in terms of the numbers α, β, γ, δ alone. The seven cases for Cst

0 are sketched in
Figure 16.

(I) (II) (III)

3α + γ 6 8 ∧ δ > 4+α+2γ
5

3α+ γ > 8 ∧
3δ − γ > 4 > β + γ

γ = 2 < β

g=2
g=1

(IV) (V) (VI)

γ > 2 α + δ 6 4 ∧ δ < 4+α+2γ
5

3δ − γ < 4 > β + γ
∧ δ + α > 4

g=1 g=1
g=1

(VII)

γ < 2 ∧ β + γ > 4

Figure 16: The possibilities for the stable reduction of the unmarked curve.

From these results one can also deduce the reduction behavior of the jacobian:

Corollary 5.2.2 The reduction of J(C)

(a) is good if and only if α + δ 6 4 or 3α + γ 6 8;

(b) has toric rank 1 if and only if 3α+ γ > 8 and δ + α > 4 and β + γ 6 4;
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(c) has toric rank 2 if and only if β + γ > 4.

Examples 5.2.3 Finally, we provide some examples over K = Q̄2. In each case the values
of α, . . . , ε can be determined easily from the equation, if necessary after a linear substi-
tution. The last three curves are precisely the hyperelliptic curves of genus 2 with many
automorphisms (compare [20]).

(a) For the curve z2 = x4+3x3+3x2+4x+1+8x−1 we have case (B) with α = 3 and δ = 1.
Hence the stable marked reduction is of type (B5). The computation in Example 3.4.7
already showed that there are two components of type (b) above the double point of
C̄0 of thickness 3.

(b) For the curve z2 = 16x5 + x4 + 4x3 − x2 + 8x we have case (D) with α = 4 and β = 3
and γ = 1. Hence the stable marked reduction is of type (D9).

(c) For the curve z2 = x5+x4−4x3−10x2+12x we have case (G) with α = β = 1. Hence
the stable marked reduction is of type (G1).

(d) For the curve z2 = x5 − 1 we have case (A) with δ = 1. Hence the stable marked
reduction is of type (A3).

(e) For the curve z2 = x5 − x we have case (C) with α = β = 1. Hence the stable marked
reduction is of type (C1).

(f) For the curve z2 = x6 − 1 we have case (D) with α = β = γ = δ = 1. Hence the stable
marked reduction is of type (D22).
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