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ABSTRACT

The main challenge of large-scale numerical simulation of radiation transport is the high memory
and computation time requirements of discretization methods for kinetic equations. In this work,
we derive and investigate a neural network-based approximation to the entropy closure method
to accurately compute the solution of the multi-dimensional moment system with a low memory
footprint and competitive computational time. We extend methods developed for the standard entropy-
based closure to the context of regularized entropy-based closures. The main idea is to interpret
structure-preserving neural network approximations of the regularized entropy closure as a two-stage
approximation to the original entropy closure. We conduct a numerical analysis of this approximation
and investigate optimal parameter choices. Our numerical experiments demonstrate that the method
has a much lower memory footprint than traditional methods with competitive computation times and
simulation accuracy. The code and all trained networks are provided on GitHub2,3.
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Structure-preserving neural networks for the regularized entropy-based closure of the Boltzmann moment system

1 Introduction

Numerically solving kinetic equations is at the heart of many physics-based applications, including neutron trans-
port [42], radiation transport [10], semiconductors [45] and rarefied gas dynamics [9]. A kinetic equation is a
high-dimensional integro-differential equation formulated over a position-momentum phase space that can be as large
as six dimensions. The high dimensionality of the phase space presents a severe computational challenge for large-scale
numerical simulations. In addition, kinetic equations possess intricate structural properties: Galilean invariance,
conserved quantities, and entropy dissipation (which implies hyperbolicity and an H-Theorem) [40]. It is key to the
stability of a numerical method to explicitly preserve as many structural properties as possible.

Several methods have been proposed to solve kinetic equations, which are generally divided into nodal and modal
methods. Nodal methods (also known as discrete velocity or discrete ordinates methods) evaluate the velocity space at
specific points, yielding a system of equations only coupled by a quadrature approximation for the integral scattering
operator. While computationally efficient, these methods suffer from numerical artifacts, which are called ray effects
[39] when few discrete velocities are used, and on the other hand have a very large memory footprint when many
velocities are used.

Modal methods (also known as moment methods) eliminate the velocity dependence of the phase space by computing
the moment hierarchy of the kinetic equation. Due to the intrinsic structure of the advection term the moment system
requires a closure [41]. Modal methods differ in the closure model for the kinetic density in the transport term. The
classical PN closure reconstructs the kinetic density linearly from the moment basis, which is computationally very
fast. Its main drawbacks are spurious numerical artifacts such as large oscillations of the solution in the presence
of highly anisotropic particle distributions, which may even result in negative solutions in the particle density [21].
Filtering procedures may mitigate these oscillations [46], but ensuring positivity requires a sophisticated limiting
strategy [38, 36, 37, 26].

A moment closure, which preserves almost all important physical and mathematical properties of the Boltzmann
equation (the one exception being the superposition principle, cf. Section 2.2) is constructed by solving a convex,
constrained optimization problem based on the principle of (mathematical) entropy minimization [41]. Convexity is
the mathematical key, because it implies entropy dissipation. The drawback is that this so-called MN closure is far
more expensive to compute, since an optimization problem has to be solved at each closure evaluation. Furthermore,
this optimization problem is ill-conditioned in physically relevant situations, while gradient and Hessian evaluations
usually require expensive quadratures. Making solving entropy-based closures practically feasible has been studied in a
series of papers: First experiments were performed in [24]; the structural properties of the optimization problem were
investigated in [3]; in [34], it was demonstrated that entropy-based closures can be scaled onto large HPC systems; the
ill-posedness of the optimization problem was addressed by applying regularization techniques [2]; the regularization
introduces a numerical error that can be controlled and balanced with the spatio-temporal discretization error [1]).

Recently, neural networks have been used to to relieve the computational burden of the optimization problem. One key
idea is to use input-convex neural networks to approximate the entropy functional, and thereby close the system [48].
Further, in [50], data sampling strategies and approximation errors of the neural network-based surrogate models have
been investigated. Although successfully applied to low-order entropy closures, these neural network-based closures
face severe challenges when approximating high-order closures in higher spatial dimensions [50]. Other approaches
use a direct neural network-based modeling of the closure of the moment system. Examples include encoder-decoder
networks [22, 16], Galilean invariant machine learning methods [32, 17], U-nets that consider global information of
the solution field [44], and learning the spatial gradient of the highest-order moment [30]. Contrary to entropy-based
closures, the approach in [30] requires additional work to ensure hyperbolicity [31] and correct characteristic speeds
[29]. It also requires training with kinetic data, which can be expensive to obtain.

This work presents a structure-preserving neural network-based surrogate model combining the regularized formulation
of the entropy-based closure [2] with structure-preserving neural network-based closure approximations [48]. In
particular, we explore the difficulties associated with the non-regularized entropy closure in terms of neural network
approximation and data sampling. To address these issues, we develop a normalized, regularized framework that
generates input convex neural network approximations to the regularized entropy closure, which itself serves as a convex
approximation to the non-regularized entropy closure. We conduct an error analysis of this multi-step approximation,
which includes neural network approximation error, regularization error, and scaling errors of the partially regularized
closure. Lastly, we perform extensive numerical experiments comparing different neural network approximations
for various higher-order entropy closures of different regularization levels in synthetic tests, as well as established
simulation benchmarks in the field of radiation transport. The trained network graphs are incorporated into the
open-source high-performance solver KiT-RT [35].
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Structure-preserving neural networks for the regularized entropy-based closure of the Boltzmann moment system

2 Entropy-based moment closures

2.1 Kinetic equations

We consider a linear kinetic equation
∂tf + v · ∇xf = Q(f), (1)

which describes the evolution of a kinetic distribution function f(t,x,v) in a many-particle system with phase space
dependence space x ∈ X ⊂ R3, and velocity v ∈ S2 =

{
v ∈ R3 : ∥v∥ = 1

}
. Throughout this paper, we denote

the Euclidean norm by ∥·∥. The left-hand side of Eq. (1) models particle advection, and the right-hand side models
interaction with the background medium of other particles. We use the linear collision operator in this work, which
reads

Q(f)(v) =

∫
S2
k(x,v · v∗) [f(v∗)− f(v)] dv∗, (2)

where the collision kernel k models the strength of collisions at different velocities. We consider in this paper a
space-dependent, isotropic collision kernel, denoted by σs(x), however, the results can be extended to arbitrary collision
kernels using the methods of [2]. Further, we abbreviate the integral over the velocity space by

⟨·⟩ =
∫
S2
· dv. (3)

Equation (1) becomes a well-posed problem with suitable boundary and initial conditions.

The linear kinetic equation possesses some key structural properties, which are intricately related to the physical
processes and its mathematical existence and uniqueness theory [2, 40]. First, the time evolution of the solution is
invariant in range, i.e. if f(0,x,v) ∈ B, then f(t,x,v) ∈ B for all t > 0. In this work, we have B = [0,∞).
Particularly this implies the non-negativity of f , if the initial condition f0 is non-negative. Second, if φ is a collision
invariant, i.e.

⟨φQ(g)⟩ = 0, ∀g ∈ Dom(Q), (4)

then the equation

∂t ⟨φf⟩+∇x · ⟨vφf⟩ = 0 (5)

is a local conservation law. Third, for each fixed direction v, the advection operator, i.e. the left-hand side term of
Eq. (1), is hyperbolic in space and time. Fourth, for D ⊆ R+, any twice continuously differentiable, strictly convex
function η : D → R is called kinetic entropy density. It yields the local entropy dissipation law

∂t ⟨η(f)⟩+∇x · ⟨vη(f)⟩ = ⟨η′(f)Q(f)⟩ ≤ 0. (6)

Thus the particle system always strives for a state of minimal mathematical (i.e. maximal physical) entropy. The domain
D of the entropy density is often consistent with the physical bounds B of the problem and we assume D = B = [0,∞)
in the following. Next, the solution f fulfills the H-theorem that characterizes equilibria of the linear kinetic equation.
Lastly, the solution f will be invariant under rotations in (x,v) and translations in x, as long as such transformations
are allowed by the kernel k.

2.2 Entropy-based closures

Moment methods encode the velocity dependence of the linear kinetic equation by multiplication of f with a vector
of velocity-dependent basis functions m(v) : S2 → Rn+1 that consist of polynomials up to total degree N 4 and
subsequent integration over S2. The basis m is decomposed into polynomial blocks m = [m0, m

⊤
1 , . . . ,m

⊤
N ]⊤. The

solution of the resulting moment equation is the moment vector uf : [0, T ]×X→ Rn+1, which is defined as

uf (t,x) = ⟨m(v)f(t,x,v)⟩ . (7)

Common choices for the basis functions are monomials or spherical harmonics, depending on the application. In the
following, we consider spherical harmonics basis functions. Typically, they include the collision invariants defined in
Eq. (4). The moment vector satisfies the system of transport equations

∂tuf (t,x) +∇x · ⟨v ⊗m(v)f⟩ = ⟨m(v)Q(f)⟩ , (8)

4In general n+ 1 = (N + 1)2. For special geometries which allow reduction to two spatial dimensions, the number of non-zero
moments is 1

2
(N + 1)(N + 2) [21], and for one-dimensional slab geometries, it is N + 1 [43].
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which is called the moment system. By construction, the advection and collision operators still depend on f , and thus
the moment system is not closed. Moment methods aim to find a meaningful closure for this system. Since the kinetic
equation dissipates entropy and fulfills a local entropy dissipation law, a suitable closure can be built by reconstructing
an ansatz density fu from moment u such that fu is the one with minimal entropy among all functions that satisfy the
moment condition u = ⟨mg⟩. We denote the elements of u = [u0, . . . , un]

⊤ and in polynomial degree notation as
u = [u0,u

⊤
1 , . . . ,u

⊤
N ]⊤. The entropy-based closure, or MN method, can be formulated as a constrained optimization

problem for a given vector of moments u ∈ Rn+1, i.e., the ansatz fu solves

min
g∈Fm

⟨η(g)⟩ s.t. u = ⟨mg⟩ , (9)

where Fm = {g ∈ Dom(Q) : Range(g) ⊆ D and ⟨mg⟩ <∞}. A necessary condition for the existence of minimizers
in (9) is that u is an element of the realizable set

R = {u : ⟨mg⟩ = u, g ∈ Fm} . (10)

When a minimizer fu exists5 for Eq. (9), it is unique and takes the form

fu(v) = η′∗(αu ·m(v)), (11)

where the Lagrange multiplier αu ∈ Rn+1 is the solution of the convex dual problem6

αu = argmin
α∈Rn+1

ϕ(α;u) with ϕ(α;u) := ⟨η∗(α ·m)⟩ −α · u (12)

and η∗ is the Legendre dual of η. The moment system (8) is then closed by replacing f with the minimizer fu of Eq. (9),
which leads to

∂tu(t,x) +∇x · ⟨v ⊗m(v)fu⟩ = ⟨m(v)Q(fu)⟩ . (13)

In this case, the minimum of (9),
h(u) := ⟨η(fu)⟩ , (14)

is a convex entropy for the closed moment system (13) (see, e.g., [2]). By strong duality, the minimum of (9) equals the
negative of the minimum of (12). Thus, an equivalent expression for h is given by

h(u) = −ϕ(αu;u) = αu · u− ⟨η∗(αu ·m)⟩ , (15)

and it is well-known [2] that h is twice differentiable and convex. The optimality and uniqueness of the primal solution
fu in Eq. (11) is then confirmed by using the strong duality of (9) and (12). In particular, the first-order optimality
condition of Eq. (12) leads to

u = ⟨mη′∗(αu ·m)⟩ , (16)

which yields the inverse of the solution map u 7→ αu of the dual optimization problem. Furthermore, the derivative of
h recovers the optimal Lagrange multipliers of Eq. (12), i.e.,

∇uh(u) = αu, (17)

and the Hessian of the dual objective function ϕ with respect to α is given by

H(α) = ⟨m⊗m η′′∗ (α ·m)⟩ . (18)

This entropy-based closure also conserves the structural properties of the linear kinetic equation [41, 2] stated in
Section 2.1. In the following, we consider the closure corresponding to the Maxwell-Boltzmann entropy with D =
[0,∞),

η(f) = f log(f)− f, η′(f) = log(f), η∗(z) = exp(z), η′∗(z) = exp(z) . (19)

5Even if u ∈ R, there may not exist a solution to (9) [33, 23] in general. In the setting of this work, there is always a solution.
6These dual problems are often formulated as concave maximization problems in the literature [7]. In this paper, we choose to

formulate them as minimization problems.
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2.3 Approximation of entropy-based closure with neural networks

The entropy-based closure faces practical challenges. In particular, solving the convex optimization problem of Eq. (12)
at every time step in each grid cell of a numerical simulation comes at a high computational cost, especially near
the boundary of R, where the condition number of the Hessian in the optimization (18) diverges [34, 3]. This issue
motivates the neural network-based entropy closures proposed in [48, 50], where a convex neural network is used to
approximate the entropy function h and to construct an approximate ansatz to close the moment system (8). In previous
work [50], h is approximated on

R = {u ∈ R : u0 = 1} ⊂ Rn+1 (20)

by an input convex neural network Nθ with parameters θ, i.e., ∀u ∈ R,
Nθ(u) ≈ h(u) and ∇uNθ(u) ≈ αu. (21)

This neural network-based closure reduces the computational effort by several orders of magnitude from that of an
iterative optimizer [50].

Even though the neural network-based closure reduces the computation cost, it still suffers from the numerical difficulties
near the boundary of the realizable set. To facilitate the discussion, we introduce the reduced, normalized realizable set

R̃ =
{
w ∈ Rn : [1,w⊤]⊤ ∈ R

}
⊂ Rn . (22)

Note that bothR, defined in Eq. (20), and R̃ are bounded sets.
Definition 1. We define the normalization operator

(·) : Rn+1 → Rn+1 defined such that u 7→ u := u
u0

(23)

and the “fruncation” operator

(·)# : Rn+1 → Rn defined such that u 7→ u# := [u⊤
1 , . . . ,u

⊤
N ]⊤ ∈ Rn . (24)

Further, repeated application of the fruncation operator (·)# to the moment vector removes moments associated with
the (currently) lowest degree basis functions, e.g. ((u)#)# = [u⊤

2 , . . . ,u
⊤
N ]⊤.

Therefore, u(= [u0, (u#)
⊤]⊤) ∈ R if and only if u(= u

u0
) ∈ R and u# ∈ R̃.

It is known [2, 3, 21, 50] that when u approaches the boundary ∂R, the associated multiplier αu becomes unbounded.
Furthermore, the condition number of the Hessian for the associated optimization problem grows, and at ∂R the
problem is singular. For example, in a reduced, one-dimensional slab geometry, the kinetic density f associated to
u ∈ ∂R is a sum of finitely many δ-functions [14, 47], i.e.,

f(v) =

l∑
i=1

ciδ(pi(v)), (25)

where δ is a Dirac distribution, ci > 0 and each pi is a rational function depending on u. In the following theorem, we
describe the limit behavior of h as u approaches ∂R. Its proof is given in A.
Theorem 1. Given a slab geometry and Maxwell-Boltzmann kinetic entropy (19), the moment entropy function h
diverges to infinity as u→ ∂R.

The divergent behavior of h, as well as the unbounded growth of αu heavily affects accuracy of the neural network
approximation (21) near ∂R and causes numerical issues already during training. Due to numerical overflow, it is
infeasible to sample h or αu near or at ∂R as training data, especially when training on GPUs in single precision.
Although a bound for the neural network approximation error in the interior ofR has been established in [50], there is
no control over the approximation error for moments near or at ∂R. Although a neural network-based approximation to
the entropy functional is technically defined for u ̸∈ R, the extrapolation error is expected to be prohibitively large
outside of the realizable set.

3 Regularized entropy-based moment closures

To overcome the challenge of approximating the entropy closure near the boundary of the realizable set, we adopt a
regularized version of the entropy closure that was introduced in [2]. We adopt this regularization strategy to improve the
neural network approximation. We review the regularized entropy-based closure proposed in [2] in Section 3.1, propose
a partially regularized extension of the entropy-based closure in Section 3.2, and analyze the structural properties of the
partially regularized closure in Section 3.3.
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3.1 Fully regularized entropy-based closure

In [2], the minimization problem (9) is replaced by a regularized problem

min
g∈Fm

⟨η(g)⟩+ 1

2Γ
∥⟨m(v)g⟩ − u∥2 , (26)

with regularization parameter Γ > 0. Unlike the non-regularized problem, the regularized entropy closure (26) is
feasible for all u ∈ Rn. The minimizer fΓ

u still has the form given in Eq. (11):

fΓ
u = η′∗(α

Γ
u ·m) , (27)

but αΓ
u is the solution to a regularized dual problem

αΓ
u = argmin

α∈Rn+1

{
⟨η∗(α ·m)⟩ −α · u+

Γ

2
∥α∥2

}
. (28)

Finally, the Hessian of the dual objective function in Eq. (28) is given by

HΓ(α) = ⟨m⊗mη′′∗ (α ·m)⟩+ ΓI . (29)

Thus the condition number of HΓ(α) is bounded from above by 1 + Γ−1λmax, where λmax is the largest eigenvalue
of H(α) defined in Eq. (18) [2], whereas the condition number of the non-regularized problem is unbounded near
∂R. The fully regularized entropy closure inherits most of the structural properties of the standard closure; a notable
exception is the linear superposition principle, and especially invariance under rescaling of f [2]. Since this scaling
invariance is a key property that allows for constructing the neural network approximations introduced in Section 2.3 on
the bounded set R̃, we propose in the following section a partially regularized entropy-based closure that preserves the
scaling invariance.

3.2 Partially regularized entropy-based closure

The fully regularized closure in Eq. (26) regularizes the entire moment vector u. In this work, we consider a partially
regularized entropy-based closure that regularizes only the moments in u# (see Eq. (24)) while maintaining the zeroth
moment u0. To define the partially regularized entropy-based closure, we first introduce the decomposition of the
velocity basis

m(v) = [m0(v),m#(v)
⊤]⊤ ∈ Rn+1 (30)

using the fruncation operator # defined in Eq. (24). The partially regularized closure is then given by7

min
g∈Fm

⟨η(g)⟩+ 1

2u0γ
∥⟨m#g⟩ − u#∥2 s.t. u0 = ⟨m0 g⟩ . (31)

Definition 2. The entropy function hγ is defined such that, for given moments u with u0 > 0, hγ(u) takes the optimal
objective function value of Eq. (31). The gradient of hγ is defined as

gγ
u := ∇uh

γ(u). (32)

Similar to the fully regularized moment entropy considered in [2], the partially regularized moment entropy hγ falls
back to the standard, unregularized entropy h as γ → 0. However, the partially regularized closure is only defined for
u ∈ Rn+1 with u0 > 0. This condition is still less restrictive than the realizability condition u ∈ R required by the
standard entropy-based closure and is much easier to enforce in a numerical solver.

If a solution to Eq. (31) exists, it is again of the same form as in Eq. (27) [2], except that the Lagrange multiplier
αγ

u ∈ Rn+1 corresponding to u is now given by

αγ
u = argmin

α∈Rn+1

ϕγ(α;u) (33)

with the partially regularized, dual objective function

ϕγ(α;u) = ⟨exp(α ·m)⟩ −α · u+
u0γ

2
∥α#∥2 . (34)

7The factor u0 in the regularization terms in Eq. (31) and Eq. (34) was not included in the fully or partially regularized closures
considered in [2]. We include the factor u0 in this paper to impose the scaling invariance of the closure and maintain the convexity of
the entropy approximation. However, this factor introduces a small consistency error between the gradient of the entropy function
and the Lagrange multiplier, as shown in Eq. (36) in Theorem 2.
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It is straightforward to verify that ϕγ is twice differentiable and strictly convex in α. By the strong duality of
Eqs. (31)–(33) (see [15] for the proof of strong duality), the partially regularized entropy function hγ : Rn+1 → R
satisfies

hγ(u) = −ϕγ(αγ
u;u) (35)

In the following theorem, we show that, unlike the standard entropy-based closure case considered in Eq. (17), the
multiplier αγ

u and the gradient of hγ at u for the partially regularized closure are not the same.

Theorem 2. Let γ > 0 and let αγ
u be as defined in Eq. (33), then the gradient of the entropy, see Definition 2 is given by

gγ
u = αγ

u −
γ

2

[
∥(αγ

u)#∥2,0⊤]⊤. (36)

Proof. See B.1

This discrepancy between αγ
u and ∇uh

γ results in two potential choices of ansatz in the partially regularized closure,

f̃γ
u = η′∗(α

γ
u ·m) and fγ

u = η′∗(g
γ
u ·m), (37)

where gγ
u denotes the gradient of the partially regularized entropy function as defined in Eq. (36). Here f̃γ

u is the
minimizer to the primal problem (31) and

fγ
u = exp

(
− γ

2
∥(αγ

u)#∥2
)
f̃γ
u . (38)

In this paper, we use fγ
u , rather than f̃γ

u , in the closed moment system (13). This choice is justified in Section 3.3 by
showing that the desirable structural properties of the moment system are preserved when fγ

u is used. In the remainder
of this section, we focus on the procedures for obtaining αγ

u, which can then be used to compute gγ
u as shown in

Eq. (36).

In [50, 48], it was shown that, in the standard entropy-based closure, the multiplier αu can be obtained from αu, which
allows for the use of efficient sampling strategies in constructing neural network approximations on R̃ ⊂ Rn rather
thanR ⊂ Rn+1. In the case of this partially regularized closure, the partially regularized ansatz fγ

u can be obtained
following an analogous strategy, which we summarize in the steps below.

1. Given u ∈ Rn+1 with u0 > 0, compute u# ∈ Rn.

2. Solve a reduced optimization problem for βγ
u#

as stated in Eq. (42).

3. Compute αγ
u from βγ

u#
, using Eq. (46) with the definition of ϑ in Eq. (40).

4. Compute αγ
u from αγ

u, using Eq. (47).

5. Compute gγ
u from αγ

u, using Eq. (36) and then compute fγ
u using Eq. (37).

In the following analysis, we show that the steps above indeed lead to the partially regularized ansatz fγ
u . We start by

showing an intrinsic property of αγ
u.

Lemma 1. Assume m0(v) is constant and positive. Given a normalized moment u, let αγ
u be the corresponding

multiplier defined in Eq. (33). Then

αγ
u,0 = ϑ

(
(αγ

u)#

)
, (39)

where the function ϑ : Rn → R is defined as

ϑ(β) = − 1

m0

(
log(m0) + log(⟨exp (β ·m#)⟩)

)
. (40)

Proof. See B.2.

Note that this relation is specific for multipliers associated with the partially regularized problem (33) and does not hold
in general for multipliers given by the fully regularized problem (28).
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Definition 3. We define the reduced objective function ϕ̂γ( · ;w) : Rn → R as

ϕ̂γ (β;w) := ϕγ
([

ϑ(β),β⊤]⊤ ;
[
1,w⊤]⊤) for all w ∈ Rn (41)

and ϕγ defined in Eq. (34). Further, we define the minimizer βγ
u#

of the reduced optimization problem

βγ
u#

:= argmin
β∈Rn

ϕ̂γ(β;u#) . (42)

Also, we define the reduced entropy ĥγ : Rn → R by

ĥγ(w) := −ϕ̂γ(βγ
w;w). (43)

We next show in the following Lemmas that αγ
u can be obtained by solving a minimization problem in Rn for the

objective function ϕ̂γ (β;u#).

Lemma 2. Assume m0(v) is constant and positive. Then, ϕ̂γ of Eq. 41 is given by

ϕ̂γ(β;w) =
1

m0
+

1

m0
(log(m0) + log (⟨exp (β ·m#)⟩))− β ·w +

γ

2
∥β∥2 , (44)

which is strictly convex and twice differentiable with respect to β.

Proof. See B.3.

Lemma 3. Let u# ∈ Rn be the fruncation of a normalized moment u ∈ Rn+1. Let γ > 0 and

βγ
u#

= argmin
β∈Rn

ϕ̂γ(β;u#) , (45)

see Eq. (42) of Definition 3. Then
αγ

u = [ϑ(βγ
u#

), (βγ
u#

)⊤]⊤ (46)

solves the minimization problem in Eq. (33) at u, and ϕγ(αγ
u;u) = ϕ̂γ(βγ

u#
;u#).

Proof. See B.4

Lemma 3 implies that, for normalized moments u, the multiplier αγ
u in Eq. (33) can be obtained by solving the reduced

problem in Eq. (42). By setting γ > 0, the partial regularization improves the condition number of the Hessian in
Eq. (42), as shown in the following lemma.

Lemma 4. Let γ > 0 and Ĥγ(β) denote the Hessian of ϕ̂γ with respect to β, then the condition number of Ĥγ(β) is
bounded from above by 1 + γ−1λ̂max, where λ̂max is the maximum eigenvalue of Ĥγ=0(β).

Proof. See B.5.

With these Lemmas, the following Theorem shows that (i) αγ
u can be obtained from the solution to the reduced problem

(42), (ii) hγ : Rn+1 → R can be written as an extension of a convex function on Rn and (iii) the gradient of hγ can be
computed from αγ

u. Finally, using Eq. (37) the moment systemin Eq. (8) can be closed.

Theorem 3. Let γ > 0 and u = [u0, (u#)
⊤]⊤ ∈ Rn+1 with u0 > 0. Let αγ

u be as defined in Eq. (33). Then,

αγ
u = αγ

u +

[
log u0

m0
, 0⊤

]⊤
(47)

where αγ
u is given by Eq. (46). Also, the function ĥγ defined in Eq. (43) of Definition 3 is strictly convex and

∇wĥγ(w) = βγ
w. (48)

Moreover, hγ(u) = ĥγ(u#) and

hγ(u) = u0ĥ
γ(u#) +

u0

m0
log u0 . (49)

8
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Proof. See B.6.

The relation in Eq. (49) allows us to prove that hγ is strictly convex.
Corollary 1. For any γ > 0, hγ is strictly convex on the set {u = [u0, (u#)

⊤]⊤ ∈ Rn+1 : u0 > 0}.

Proof. The proof follows from [48, Theorem 3.1] once the strict convexity of ĥγ is established, which is done in
Theorem 3.

3.3 Properties of the partially regularized closure

In this section, we analyze the moment reconstruction error with the ansatz fγ
u and show that using fγ

u in Eq. (37) to
close the moment system preserves the desirable structural properties.

3.3.1 Moment reconstruction error

Closing the moment system (8) using the partially regularized ansatz fγ
u rather than the standard entropy-based ansatz

fu (see Eq. (37) and Eq. (11) for the definitions) results in discrepancies in the flux term, i.e., ⟨v⊗mfγ
u ⟩ vs. ⟨v⊗mfu⟩

and the collision term, i.e., ⟨mQ(fγ
u )⟩ vs. ⟨mQ(fu)⟩. To facilitate the discussion, we denote, for a given moment u,

uγ = ⟨mfγ
u ⟩ and ũγ = ⟨mf̃γ

u ⟩ (50)

as the moments associated to the ansätze fγ
u and f̃γ

u defined in Eq. (37). Since the standard entropy-based closure
recovers the moment then (up to optimization tolerance), u = ⟨mfu⟩.
We provide in Theorem 4 an upper bound on the moment reconstruction error ∥uγ − u∥, which can be used to estimate
the discrepancies in the flux term under the assumption of Lipschitz continuity [1]. In Theorem 4, we separate the error
from partial regularization ∥ũγ − u∥ and the error from the entropy gradient and multiplier discrepancy, ∥uγ − ũγ∥,
shown in Theorem 2.
Definition 4. Given any positive finite constant, let BM := {β ∈ Rn : ∥β∥ < M} be the ball of radius M in the
Euclidean norm on Rn.

Theorem 4. Let γ > 0, u = [u0, (u#)
⊤]⊤ ∈ Rn+1 with u0 > 0, and let βγ

u#
be as defined in Eq. (42). Then

ũγ = u− u0γ [0, (β
γ
u#

)⊤]⊤. (51)

Further, suppose βγ
u#
∈ BM , then

∥ũγ − u∥ = u0γ ∥(βγ
u#

)∥ ≤ u0γM, (52)

and

∥uγ − u∥ ≤ u0γM +
(
1− exp(−γ

2
M2)

)
∥ũγ∥ ≤ u0

(
γM + (n+ 1)

(
n+ 1

|S2|

)1/2 (
1− exp

(
−γ

2
M2
)))

, (53)

where
∣∣S2∣∣ is the measure of the unit sphere.

Proof. See B.7.

The last error estimate is rather conservative since typically ∥ũγ∥ ≪ u0 (n+ 1)
(

n+1
|S2|

)1/2
. In the numerical results (cf.

Table 6) we found that often the gross numerical error is dominated by the regularization error given in Eq. (52).

3.3.2 Entropy dissipation and hyperbolicity

We show that by closing the moment system (8) using the ansatz fγ
u given in Eq. (37), key structural properties, such as

invariance of range, conservation, entropy dissipation, and hyperbolicity, are preserved in the closed moment system.
The invariance of range property follows directly from the fact that Range(fγ

u ) = [0,∞), which is identical to the range
for the kinetic density D = [0,∞) considered in this paper. As in the case analyzed in [2], the partial regularization here
does not affect the collision invariants of the collision operator Q(·) and thus preserves the conservation property. In the
following Theorem 5, we show that the moment system closed with ansatz fγ

u is entropy dissipative and hyperbolic due
to strict convexity of hγ , which is proven in Corollary 1.

9
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Algorithm 1: Network training

Input : XTrain =
⋃kB−1

k=0 Xk: Training data-set partitioned into kB disjoint batches with index set Bk

Nθ0(·): Untrained ICNN with initial parameter θ0
tepoch: Maximum number of training iterations

Result: Nθ∗(·): Trained ICNN for the minimal entropy closure

for t = 0, 1, . . . , tepoch − 1 do
θk=0 ← θt

for k = 0, 1, . . . , kB − 1 do
βp
u#,i
← ∇wĥp(u#,i), ∀i ∈ Bk /* Lagrange multiplier approximation */

αp
ui
←
[
ϑ
(
βp
u#,i

)
, (βp

u#,i
)⊤
]⊤

, ∀i ∈ Bk /* Reconstruct complete multiplier */

ψγ(βp
u#,i

)←
〈
m exp

(
αp

ui
·m
)〉

+ γβp
u#,i

, ∀i ∈ Bk /* Reconstruct normalized moment */
θk+1 ← θk −∇θL(θk;XBk

) /* Update network weights */
end
θt+1 ← θkB

end
θ∗ ← θtepoch /* Save final network weights */

Theorem 5. The partially regularized entropy function hγ is an entropy for the moment system closed using the ansatz
fγ
u . The associated entropy flux is given by

jγ(u) = ⟨v η(fγ
u )⟩ . (54)

With hγ and jγ , the entropy dissipation law
∂th

γ(u) +∇x · jγ(u) ≤ 0 (55)
holds. Furthermore, the closed moment system

∂tu+∇x · ⟨v ⊗mfγ
u ⟩ = ⟨mQ(fγ

u )⟩ (56)
is symmetrizable hyperbolic.

Proof. See B.8.

The entropy dissipation and hyperbolicity results in Theorem 5 are specific for moment systems closed with ansatz fγ
u ,

which is determined by the gradient of the underlying entropy function hγ . When the moment system is closed using
the ansatz f̃γ

u (see Eq. (37)), the results in Theorem 5 no longer hold, due to the inconsistency between∇uh
γ and the

partially regularized multiplier αγ
u.

4 Neural network-based partially regularized entropy-based closure

In this section, we propose an approximation strategy for the partially regularized moment entropy function hγ , the
optimal value of (31), using neural networks. Applying neural networks on the partially regularized problem with
normalized moments (42) improves both the training efficiency and the accuracy of the approximation.

4.1 Neural network approximation for the normalized, partially regularized entropy

We extend the structure-preserving neural network-based entropy closure presented in [50] to the partially regularized
entropy closure introduced in Section 3.2. As discussed at the end of Section 3.2, the results of Theorem 3 allow us to
construct strictly convex approximations to ĥγ : Rn → R defined therein and then extend the approximation following
the formula given in Eq. (49) to the full space {u = [u0, (u#)

⊤]⊤ ∈ Rn+1 : u0 > 0}. The extended approximation
then serves as an approximation to the partially regularized entropy function hγ .

To this end, we use the input convex neural network (ICNN) [4] to construct approximations ĥp to the strictly convex
function ĥγ , i.e.,

ĥp(u#) := Nθ∗(u#) ≈ ĥγ(u#) and βp
u#

:= ∇wĥp(u#), (57)

10
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Algorithm 2: Network inference within a kinetic solver

Input :u: Moments on the grid X̃

Result: fp
u: Reconstructed, regularized kinetic densities of the grid X̃

for each u ∈ X̃ do
βp
u#
← ∇wĥp(u#) /* Lagrange multiplier approximation, Eq. (57) */

gp
u ←

[
ĥp(u#)− (u#) · βp

u#
+ log u0+1

m0
, (βp

u#
)⊤
]⊤

/* Gradient reconstruction, Eq. (61) */

fp
u ← exp (gp

u ·m) /* Kinetic density reconstruction, Eq. (37) */
end

where p = (γ, θ∗) with θ denoting the network parameters of an ICNN Nθ(u#) and θ∗ the trained parameter values.
The extension of ĥp, defined on Rn, to hp, defined on Rn+1, is defined as in Eq. (49):

hp(u) := u0ĥ
p(u#) +

u0

m0
log u0 . (58)

This gives a strictly convex approximation to the partially regularized entropy hγ . The strict convexity of hp follows
from the strict convexity of ĥp and Corollary 1. When closing the moment system (13) with the approximate ansatz

fp
u := η′∗(g

p
u ·m) with gp

u := ∇uh
p(u) , (59)

the strict convexity of hp guarantees the entropy dissipation and hyperbolicity properties of the closed moment system;
the proof follows exactly the proof of Theorem 5. Here the gradient gp

u can be computed from the ICNN approximation
ĥp and its gradient∇wĥp. Specifically8,

gp
u = ∇uh

p(u) = [∂u0h
p(u),∇u#

hp(u)⊤]⊤, (60)

where it follows from Eq. (58) that

∂u0
hp(u) = ĥp(u#)− (u#) · ∇wĥp(u#) +

log u0 + 1

m0
and ∇u#

hp(u) = u0∇wĥp(u#) ≡ u0 β
p
u#

. (61)

This strategy just outlined above allows training of the network to be performed only on fruncated normalized moments
in Rn. To define the training loss, we introduce the formal moment reconstruction maps for the regularized and
non-regularized, normalized closures,

ψγ(β) =
〈
m# exp

([
ϑ(β),β⊤]⊤ ·m)〉+ γβ, and ψ(β) = ψγ=0(β), (62)

where ϑ is defined in Eq. (40), and by definition, u# = ψγ(βγ
u#

). The corresponding training error for a data-set

XTrain =
{
u#,i,β

γ
u#,i

, ĥγ(u#,i)
}T

i=1
is given by

L(θ;XTrain) =
1

T

T∑
i=1

∣∣∣ĥγ(u#,i)− ĥp(u#,i)
∣∣∣2 + ∥∥∥βγ

u#,i
− βp

u#,i

∥∥∥2 + ∥∥∥u#,i −ψ
γ(βp

u#,i
)
∥∥∥2 , (63)

where T denotes the size of the training set. For details of the network architecture, we refer to Section 6.1. The training
workflow for finding θ∗ is summarized in Algorithm 1, and inference within a kinetic solver is described in Algorithm 2.

4.2 Neural network approximation error and data sampling

In addition to the errors analyzed in Theorem 4 a neural network-based approximation of hγ introduces an approximation
error defined by the inference accuracy of the used neural network. It directly follows for the neural network-based
reconstruction up that

∥up − u∥ ≤ ∥up − uγ∥+ ∥uγ − u∥ , (64)

8Here ∇u#h(u) = [∂u1h(u), . . . , ∂unh(u)]
⊤ ∈ Rn is the vector of partial derivatives with respect to the last n arguments of h

and by ∇wĥ(w) ∈ Rn the full gradient of ĥ.

11
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Algorithm 3: Regularized training data generator
Input :M : Lagrange multiplier norm boundary

τ : Eigenvalue tolerance
N : Order of the moment closure

Result: XT : Training data-set
{(

ĥγ
i ,ui,α

γ
u,i

)}
i∈T

for i = 1 to i = T do
do

β ∼ uniform ({β ∈ Rn : ∥β∥ < M}) /* Sample Bγ
M,τ */

while λγ
min ≤ τ

αγ
u,i ←

[
ϑ (β) ,β⊤]⊤ /* Compute Lagrange multiplier */

ui ←
〈
m exp

(
αγ

u,i ·m
)〉

+ γ [0,β⊤]⊤ /* Reconstruct normalized moment vector */

ĥγ
i ← αγ

u,i · ui −
〈
exp

(
αγ

u,i ·m
)〉

+ γ
2

∥∥∥(αγ
u,i)#

∥∥∥2 /* Compute entropy functional */

Append
(
ĥγ
i ,ui,α

γ
u,i

)
to XT .

end

where the second term of the right-hand side is specified in Theorem 4. In the following, we analyze the first term
via the approximation error of the associated approximated gradient gp

u#
under the assumption of global convexity of

the neural network approximation hp, i.e. an approximation given by Algorithm 2. Numerical results in Section 6.1
demonstrate that the neural network approximation and regularization error are related, since a higher regularization
yields smaller neural network approximation errors while increasing the regularization error and vice versa. Due to the
convexity of the neural network-based approximations of the entropy closure and the sampled moments, it is feasible to
estimate the maximum interpolation error of the neural network in the convex hull of the training data, i.e.

max
u#∈C({u#,i}T

i=1)

∥∥∥gγ
u#
− gp

u#

∥∥∥ , (65)

where C
(
{u#,i}Ti=1

)
is the convex hull of the training data moments u#. For a given interpolation error tolerance

one can employ ansatz (37), to derive the error in up. For details, we refer to [50, Section 4.1]. The authors of [50]
further provide a sampling strategy to minimize the maximal interpolation error (65), which we adapt to the partially
regularized setting of this work. The strategy is to sample the bounded set

Bγ
M,τ = {β ∈ Rn : ∥β∥ < M ∪ λγ

min > τ} . (66)

uniformly [50], where λγ
min is the smallest eigenvalue of the Hessian Ĥγ

n (β) and proportional to the condition number
of the reduced, partially regularized closure problem (42), and M is an additional norm boundary for the Lagrange
multiplier. The training data moments and entropy values are then sampled from Bγ

M,τ , see Algorithm 3.

Furthermore, analysis of the regularization error in Theorem 4 shows that regularized moments and non-regularized
moments, generated by the same Lagrange multiplier with norm bound ∥β∥ < M , have the distance

∥ψ(β)−ψγ(β)∥ ≤ γM, (67)

where ψ is given by Eq. (62).

Lastly, the regularized entropy closure functional ĥγ , γ > 0, is finite at the boundary of the non-regularized realizable
set ∂R, which mitigates the problem of diverging entropy values described by Theorem 1. Since ĥγ is convex in u#,
the data sampling strategy of [50] can be extended beyond ∂R of the non-regularized closure.

Figure 1a displays the boundary of the convex hull of reconstructed momentsψγ(β) of the M2 closure in one dimension,
where β ∈ {β ∈ Rn : ∥β∥ < M} and γ ∈ {0, 1e−1, 1e−2, 1e−3}. Figure 1b gives the corresponding result for ĥγ

for the M1 closure in one dimension.

Figure 2 illustrates the sampling distributions of u# and βγ
u#

for different γ in the one dimensional M2 closure. For

γ > 0, we see in Fig. 2f), Fig. 2g) and Fig. 2h) that within the norm boundary
∥∥∥βγ

u#

∥∥∥ ≤ M = 40, all Lagrange
multipliers fulfill the eigenvalue threshold τ = 0.01. The data generator is part of the KiT-RT framework [35].
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(a) Normalized moments u# = ψγ(β) sampled for different
values of γ for the one-dimensional M2 closure. The colored con-
tour denotes the convex hull boundary of the sampled moments
for each γ. The black contour is very close to the boundary of
the reduced, normalized realizable set R̃, defined in (22), and as
γ increases, the convex hull of the sampled moments expands.
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(b) Regularized entropy function values ĥγ(u#) for the one-
dimensional M1 closure at different values of γ. As γ increases,
the slope of ĥγ becomes less steep.

Figure 1: The sets of sampled moments u# and the regularized entropy functions ĥγ(u#), see Theorem 3, for different
regularization parameters γ. The moments are computed from multipliers β, i.e., u# = ψγ(β), where ψγ is defined in
(62) and β is sampled from the set {β ∈ Rn : ∥β∥ < M}.

(a) γ = 0 (b) γ = 1e−3 (c) γ = 1e−2 (d) γ = 1e−1

(e) γ = 0 (f) γ = 1e−3 (g) γ = 1e−2 (h) γ = 1e−1

Figure 2: Scatter plots for sampled values of β (bottom row) and the corresponding values of u# = ψγ(β) (top row),
where ψγ is defined in (62). The value of ĥγ is represented in each plot by a heatmap. Less regularization leads
to steeper slopes of ĥγ and thus higher sampling densities in regions where ∥u∥ is large. The sampling strategy is
described in Algorithm 3 using the set Bγ

M=40,τ=0.01, defined in (66), for the rejection criteria.
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Table 1: Overview of the sampling parameters for the training data generation of T samples from the set Bγ
M,τ defined

in Eq. (66). The same parameters are used for all values of γ used in the numerical results section.
closure M τ T

M1 40 1e−4 1e6
M2 20 1e−4 1e6
M3 12 1e−4 1e6
M4 8 1e−4 1e6

5 Numerical solver

The entropy-based closure is combined with a kinetic scheme [21, 3, 35]. Thus, the moment system of Eq. (8) is
discretized using a finite volume scheme in space,

∂tui = −
1

Ai

∑
j∈N(i)

Fup(uj ,ui) +G(t,xi,ui), (68)

where G(t,xi,ui) is the discretization of collision and source terms, and Fup(uj ,ui) is the kinetic flux discretized
with an upwind scheme. The kinetic flux is computed for all faces of neighboring cells N(i) of the current cell i of an
unstructured mesh. The cell area of the current cell is denoted by Ai. We arrive at the kinetic numerical flux

Fup(uj ,ui) =
〈
mv · ni,j

[
fui
H (v · ni,j) + fuj

(1−H (v · ni,j))
]〉

, (69)

where ni,j is the outward facing normal of the face between cells i and j scaled with the cell length and H denotes
the Heaviside step function. The int egral is evaluated with a tensorized Gauss-Legendre quadrature. We employ
a second-order slope reconstruction for unstructured grids with the Barth-Jespersen flux limiter in [6] to obtain a
second-order accurate spatial discretization. The reconstruction of the kinetic density fu uses a generic ansatz.

The second-order Heun’s scheme is used for temporal discretization at time step k in grid cell i:

u∗
i = uk

i −
∆t

Ai

∑
j∈N(i)

Fup(u
k
j ,u

k
i ) +

∆t

Ai
G(uk

i ),

u∗∗
i = u∗

i −
∆t

Ai

∑
j∈N(i)

Fup(u
∗
j ,u

∗
i ) +

∆t

Ai
G(u∗

i ),

uk+1
i =

1

2

(
uk
i + u∗∗

i

)
.

(70)

The kinetic scheme is implemented in the open-source radiative transport package KiT-RT [35] and available on
GitHub9.

6 Numerical results

We discuss numerical results for the proposed neural network-based, partially regularized entropy closures. We first
discuss the network training and evaluation before we inspect the simulation performance in the hohlraum [28] test
case.

6.1 Neural network training

In this section, we evaluate the training performance of the neural network approximations for different regularization
levels and moment orders. We consider test cases in two spatial dimensions so we discard basis elements of m(v)
that correspond to the third spatial dimension. For each closure order N , we sample the Bγ

M,τ , defined in Eq. (66),
see Table 1. M and is dependent on N and chosen such that the exponential in Eq. (37) does not cause a numerical
overflow in single precision accuracy. Then Bγ

M,τ is sampled for γ = 10−1, 10−2, 10−3 using the same M and τ . We
partition the sampled data in 90% training and 10% test data.

9https://github.com/CSMMLab/KiT-RT
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Figure 3: Comparison of ICNN and ResNet-based test errors for M3 (a)-(f) and M4 (g)-(l) closures, with different
regularization levels γ.The reported error eĥγ , eβγ

u#
and eu#

are defined inEq. (73), (74), and (75), respectively.The
lowest test error up to the current epoch is plotted for each choice of γ. The test errors of the ICNN model are reduced
heavily by increasing γ, whereas ResNet test errors reduce only slightly. Results for the M2 closure are comparable.
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Table 2: Architecture and the number of trainable parameters of the neural network models for each closure. A
preliminary search is done to determine the a good choice for the network architectures. We report the layer output
dimension and the number of layers for each model. ICNNs typically require an order of magnitude fewer parameters
than ResNets to achieve similar test accuracy.

ICNN ResNet

closure weight matrix dimension layers params weight matrix dimension layers params

M1 100× 100 2 2.1e5 200× 200 4 3.6e6
M2 100× 100 3 3.2e5 300× 300 6 5.4e6
M3 300× 300 3 2.8e6 400× 400 6 9.6e6
M4 400× 400 3 5.4e6 600× 600 6 2.1e7

Table 3: Mean test errors eĥγ , eβγ
u#

, eu#
of neural network-based entropy closures. (See Eq. (73), (74), and (75),

respectively, for definitions.) For each architecture, 10 repetitions are performed and in each case, the standard deviation
is less than 10%. The smallest errors for each architecture and closure order are marked by bold.

ICNN ResNet

closure γ eĥγ eβγ
u#

eu#
eĥγ eβγ

u#
eu#

M2 0 1.45e−5 5.23e−3 1.17e−5 1.77e−5 4.28e−3 4.37e−6
M2 1e−3 1.02e−5 2.69e−3 8.87e−6 1.44e−5 2.57e−3 4.05e−6
M2 1e−2 1.34e−6 9.32e−5 7.81e−7 1.08e−6 7.78e−4 3.92e−6
M2 1e−1 1.24e−6 5.12e−5 1.71e−6 3.22e−5 3.57e−4 1.65e−5
M3 0 1.19e−4 4.05e−2 4.73e−5 3.92e−5 3.23e−2 1.04e−5
M3 1e−3 3.52e−5 9.21e−3 1.55e−5 2.55e−5 1.04e−2 9.44e−6
M3 1e−2 7.04e−6 3.61e−4 1.40e−6 4.40e−5 3.70e−3 1.28e−5
M3 1e−1 8.09e−6 2.03e−5 7.14e−7 1.50e−4 1.25e−3 4.51e−5
M4 0 1.65e−4 8.07e−2 9.88e−5 5.80e−5 1.64e−1 1.26e−5
M4 1e−3 1.12e−4 2.00e−2 2.69e−5 6.21e−5 6.71e−2 1.39e−5
M4 1e−2 1.01e−5 7.94e−4 2.76e−6 1.79e−4 1.12e−2 3.56e−5
M4 1e−1 8.87e−6 4.39e−5 1.46e−6 7.75e−4 2.79e−3 1.01e−4

The test accuracy of the input convex neural network (ICNN) is compared with a non-convex ResNet architecture that
serves as a baseline. The ICNN architectures given by Algorithm 2 consist of convex layers [50, 4] build from two
weight matrices each, i.e.,

ĥp(u#) = zM ,

zk = σk(W
z
k zk−1 +Wu

k u# + bk), k = 2, . . . ,M,

z1 = σ1(W
u
1 u# + b1),

(71)

where W z
k has positive entries, σk is convex and non-decreasing, and Wu

k may attain negative values. The ResNet
architectures consist of dense layers with skip connections, i.e.,

ĥp(u#) = zM ,

zk = σk(Wkzk−1 + bk) + zk−1, k = 1, . . . ,M,

z0 = u#.

(72)

We give an overview of the neural network architectures used throughout the numerical results sections in Table 2. For
a given closure, the number of layers and neurons are determined in an architecture search at γ = 0 and then fixed
for all regularization levels for comparability, and we see in Table 2, that the ICNN models require fewer parameters
for similar or better training performance. Each model for each closure and regularization level is initialized with
normally distributed weights and then trained in single precision on an RTX3090 GPU for a total of 2000 epochs with
a batch size of 256 on the loss function function of Eq. (63). The experiment is repeated 10 times for each closure,
regularization, and model until the results have a standard deviation of less than 10%. In what follows we report average
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Table 4: Mean test errors eĥ0,p , eβ0,p
u#

, eu#
0,p of neural network-based entropy closures against the non-regularized

reference solution. (See Eq. (76), (77), and (78), respectively, for definitions.). For each architecture, 10 repetitions
are performed and in each case, the standard deviation is less than 10%. The smallest errors for each architecture and
closure order are marked in bold. Remark that we have by definition eĥ0,p = eĥγ for γ = 0, and correspondingly
eβ0,p

u#

= eβγ
u#

, and eu#
0,p = eu#

γ .

ICNN ResNet

closure γ eĥ0,p eβ0,p
u#

eu#
0,p eĥ0,p eβ0,p

u#

eu#
0,p

M2 0 1.45e−5 5.23e−3 1.17e−5 1.77e−5 4.28e−3 4.37e−6
M2 1e−3 1.78e−4 1.68e−2 1.34e−5 9.33e−5 1.12e−2 7.94e−5
M2 1e−2 3.39e−3 2.76e−1 1.69e−4 3.44e−3 2.92e−1 1.09e−4
M2 1e−1 7.97e−2 1.13e−0 5.5e−3 7.7e−2 1.12e−0 8.83e−3
M3 0 1.19e−4 4.05e−2 4.73e−5 3.92e−5 3.23e−2 1.04e−5
M3 1e−3 2.01e−4 1.10e−1 2.01e−5 6.58e−5 1.32e−1 7.49e−5
M3 1e−2 3.84e−3 5.82e−1 9.45e−5 3.86e−3 5.7e−1 1.12e−4
M3 1e−1 7.47e−2 1.32e−0 3.06e−3 8.39e−2 1.32e−0 3.13e−3
M4 0 1.65e−4 8.07e−2 9.88e−5 5.80e−5 1.64e−1 1.26e−5
M4 1e−3 2.69e−4 4.07e−1 3.1e−5 2.12e−4 4.10e−1 2.48e−5
M4 1e−2 4.75e−3 1.29e0 6.11e−5 2.78e−3 1.15e0 1.04e−4
M4 1e−1 6.71e−2 1.85e0 1.73e−3 7.35e−2 1.83e0 3.06e−3

results over the 10 trials. Table 3 displays the mean test errors of the training runs, i.e.,

eĥγ =
1

Ttest

Ttest∑
i=1

∥∥∥ĥγ(u#,i)− ĥp(u#,i)
∥∥∥2 , (73)

eβγ
u#

=
1

Ttest

Ttest∑
i=1

∥∥∥βγ
u#,i
− βp

u#,i

∥∥∥2 , (74)

eu#
=

1

Ttest

Ttest∑
i=1

∥∥∥u#,i −ψ
γ(βp

u#,i
)
∥∥∥2 , (75)

where Ttest is the size of the test data-set. Figure 3 shows the test accuracy for ICNN and ResNet approximations
of entropy eĥγ , fruncated Lagrange multiplier eβγ

u#
, and reconstructed moment eu#

of the M3 and M4 closure for
different regularization parameters. The plots display the best test error until the current epoch. We can see that the test
error reduces by several orders of magnitude for larger values of γ for hγ , βγ

u#
as well as u# for ICNNs for the M2,

M3, and M4 closure. We believe that the steeper slope of the entropy function of the non-regularized problem is harder
to approximate; see Fig. 1b. This trend is not as pronounced for the ResNet approximations, where models exhibit
inconsistent approximation performance for ĥγ , βγ

u#
and u. Furthermore, highly regularized ICNN approximations

outperform ResNet approximations by an order of magnitude, especially for M3 and M4 closures.

Finally, we measure the combined neural network approximation and regularization error in Table 4, i.e.,

eĥ0,p =
1

Ttest

Ttest∑
i=1

∥∥∥ĥγ=0(u#,i)− ĥp(u#,i)
∥∥∥2 , (76)

eβ0,p
u#

=
1

Ttest

Ttest∑
i=1

∥∥∥βγ=0
u#,i
− βp

u#,i

∥∥∥2 , (77)

eu#
0,p =

1

Ttest

Ttest∑
i=1

∥∥∥u#,i −ψ
γ=0(βp

u#,i
)
∥∥∥2 . (78)
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Table 5: Setup for the numerical test cases
Test-Case CFL tf ∆t ∆x

Line source 0.3 0.75 1.68e−3 1e−2
Hohlraum 0.2 2 9.5e−4 5e−3

(a) ICNN-based M2 (b) Rotated, ICNN-based M2 (c) Newton-based M2, reference

Figure 4: Line source test case. (a) ICNN-based M2 simulation with γ = 1e− 3 of the line source test case. The test
case dynamic at tf is captured well by the ICNN-simulation. At the wavefront, slight asymmetries are observed since
rotational invariance is not enforced by the neural network-based simulation. (b) Rotatationally invariant ICNN-based
simulation with γ = 1e− 3 of the line source test case. (c) Reference solution computed with a Newton optimizer.

Using Theorem 4 for the fruncated moments, the approximation error in u# can be reformulated as∥∥∥u# −ψγ=0(βp
u#,i

)
∥∥∥ ≤ ∥∥∥u# − uγ

#

∥∥∥+ ∥∥∥uγ
# −ψ

γ=0(βp
u#,i

)
∥∥∥ ≤ γM + n

(
1− exp

(
−γ

2
M2
))

+
∥∥∥uγ

# −ψ
γ=0(βp

u#,i
)
∥∥∥ .

(79)

Considering Table 4 and Table 3, we observe that
∥∥∥uγ

# −ψγ=0(βp
u#,i

)
∥∥∥ ≤ γM . Therefore we expect the regularization

error to have a larger influence on the simulation than the neural network approximation error for γ > 1e−3. A trade-off
between neural network approximation and regularization errors is required.

6.2 Line source test case

The line source benchmark [20] is a torture test for numerical methods for kinetic equations and exposes the advantages
and disadvantages of different velocity space discretizations [21, 8, 27, 46, 49, 35]. We test the proposed neural
network-based entropy closures on this problem. The physical setup is given by an initial pulse of particles distributed
isotropically along an infinite line in three-dimensional space. The particles travel through a homogeneous material
medium with a constant scattering kernel σs = 1. The collision operator is given by

Q(f)(v) =

∫
S2
[f(v∗)− f(v)]dv∗. (80)

When the x3 axis is aligned with the infinite line, the flux in the x3 direction is zero and thus the resulting particle
distribution is constant in the x3 direction. Therefore, we consider a reduced moment system in the remainder of this
section, in which the spatial domain is reduced to two dimensions on the x1-x2 plane. The reduced moment system is
given by

∂tu+∇x · ⟨v ⊗mfp
u⟩ = ⟨mQ(fp

u)⟩ , (81)

where the analytic initial condition is the moment u0 = ⟨mf0⟩ of an isotropic Dirac pulse f0. For numerical simulations,
f0 is approximated by a steep Gaussian

f0 ≈ max

{
ϵ,

1

4πc
exp

(
−∥x∥2

4πϵ

)}
, ∀x ∈ X,v ∈ S2, (82)
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with c = 0.0032 and floor value ϵ = 1e − 4. The computational domain is chosen as X = [−1, 1]2, such that the
wavefront does not reach the domain boundary at the final time tf . We use zero-value Dirichlet boundary conditions.
The solver settings are displayed in Table 5. In general, the MN methods perform comparatively well in the line source
test case [21] and accurately track the wavefront, whereas linear Galerkin-type closures as PN tend to oscillate and
nodal methods as SN exhibit ray effects.

We compare the M2 entropy closure computed with a Newton optimizer with γ = 1e− 3 to an ICNN-based approxima-
tion in Fig. 4(c) and (a). The test case dynamic at tf is captured well by the ICNN-based solution. However, slight
asymmetries are observed near the wavefront since rotational invariance is not enforced by the ICNN-based simulation.
In Fig. 4(b), we show the result from an ICNN-based M2 entropy closure with rotational invariance enforced via
post-processing. When compared to the standard ICNN-based solution in Fig. 4(a), the rotationally invariant solution
is qualitatively closer to the reference solution in Fig. 4(c), which illustrates the importance of preserving structural
properties of the underlying system in the closure procedure. The current post-processing technique we used to generate
the rotationally invariant solution in Fig. 4(b) does not maintain the entropy dissipation property and does not extend to
general three-dimensional problems. The development of an efficient, rotationally-invarant, entropy-based closure is in
the scope of the future work.

6.3 Hohlraum test case

(a) Hohlraum Geometry

Region σt σs σa

white 0.1 0.1 0.0
red 100.0 95.0 5.0

green 100.0 90.0 10.0
blue 100.0 0.0 100.0
black 100.0 50.0 50.0

(b) Material properties

0.0

0.1

0.2

0.3

0.4

0.5

0.6

(c) S60 reference solution

Figure 5: Setup and reference solution for the hohlraum test case.

The hohlraum test case [13] is a simplified version of hohlraum configurations used in nuclear fusion devices. Originally
proposed in [8] was a coupled system of radiative transfer and an energy equation for the background material. A
subsequently simplified version is described in [28, 11, 12], where the nonlinear thermal absorption and re-emission of
radiation are replaced by particle scattering. The corresponding test-case design is displayed in Fig. 5. The collision
operator is given by

Q(f)(v) =

∫
S2
σs(x) [f(v∗)− f(v)] dv∗, (83)

where the isotropic collision kernel k(x,v · v∗) = σs(x) has a spatial dependence as specified in the color-coded areas
described in Fig. 5a and Table 5b. Together with the space-dependent absorption σa(x) this model yields the moment
system

∂tu+∇x · ⟨v ⊗mfp
u⟩ = ⟨mQ(fp

u)⟩ − σau, (84)

with the collision operator Q given by Eq. (83). We have σt = σa + σs. The spatial domain X = [−0.65, 0.65]2 is
two-dimensional. The initial condition is the moment u0 = ⟨mf0⟩ with f0 = ϵ = 1e− 4. The boundary conditions are
zero valued Dirichlet conditions on all boundaries marked in blue. On the left hand side boundary, the incoming data is
described by fBC(x,v, t) = 1.0 for x = [x1 = −0.65,−0.65 ≤ x2 ≤ −0.65], v · [0, 1] > 0 and t ≤ 0.

The reference solution for the hohlraum test case is a discrete ordinates simulation of order 60, i.e. S60, [43] and is
displayed in Fig. 5c.

6.3.1 Simulation quality of the regularized, ICNN-based MN method

First, we evaluate the difference between the order zero moment of an ICNN-based entropy closure, Newton-based
entropy closure with regularization parameter γ = 1e− 3 and the S60 reference solution in Fig. 6. For the ICNN-based
simulation, Algorithm 2 is used. One sees that the difference between ICNN and Newton-based regularized M2

simulation is smaller than the absolute difference between the Newton-based solution and the S60 reference solution. In
the case of the regularized M3 closure, both errors are in the same order of magnitude.
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(a)
∣∣uICNN

0 − uNewton
0

∣∣ (b)
∣∣uref

0 − uNewton
0

∣∣ (c)
∣∣uICNN

0 − uNewton
0

∣∣ (d)
∣∣uref

0 − uNewton
0

∣∣
Figure 6: Regularized entropy closures with γ = 1e−3. M2 closure is displayed in a) and b), and M3 in c) and d). Fig.
a) and c) display the absolute difference between Newton-based and ICNN-based simulation, and Fig. b) and d) display
the absolute difference between Newton-based simulation and the S60 reference solution. The network approximation
error (a) and (c) is much smaller than the difference between MN and SN models (b) and (d).

(a) γ = 0 (b) γ = 1e−3 (c) γ = 1e−2 (d) γ = 1e−1

(e) γ = 0 (f) γ = 1e−3 (g) γ = 1e−2 (h) γ = 1e−1

Figure 7: ICNN-based M2 closures with different regularization (top row) and their absolute difference to the S60

solution (bottom row). The γ = 1e−3 model has the smallest error followed by the γ = 0 model, where regularization
and neural network approximation errors have the best trade-off. The heavily regularized model γ = 1e−1 experiences
larger errors due to regularization in the absorption region on the right side of the domain increasing the model deviation
to the S60 solution.
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(a) γ = 0 (b) γ = 1e−3 (c) γ = 1e−2 (d) γ = 1e−1

(e) γ = 0 (f) γ = 1e−3 (g) γ = 1e−2 (h) γ = 1e−1

Figure 8: ICNN-based M3 closures with different regularization (top row) and their absolute difference to the S60

solution (bottom row). The γ = 1e−3 model has the smallest error followed by the γ = 1e−2 model, where
regularization and neural network approximation errors have the best trade-off. The heavily regularized model
γ = 1e−1 experiences larger errors due to regularization in the absorption region on the right side of the domain.

(a) γ = 0 (b) γ = 1e−3 (c) γ = 1e−2 (d) γ = 1e−1

(e) γ = 0 (f) γ = 1e−3 (g) γ = 1e−2 (h) γ = 1e−1

Figure 9: ICNN-based M4 closures with different regularization. The absolute difference to the S60 solution between
ICNN-based M4 closure is displayed in the bottom row. The γ = 1e−2 model has the smallest error followed by the
γ = 1e−3 model, where regularization and neural network approximation errors have the best trade-off. The heavily
regularized model γ = 1e−1 experiences regularization errors in the absorption region on the right side of the domain
and the non-regularized model experiences artifacts in the inflow region on the left.
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Table 6: Relative integrated errors erel,u0
of ICNN-based entropy closures corresponding to the S60 hohlraum simulation.

Particularly higher-order closures benefit from regularized surrogate models. A large regularization, i.e. γ = 1e−1,
dominates the neural network and method errors. The best trade-off between the numerical errors is γ = 1e−3.

γ M2 M3 M4

0 7.76e−2 3.60e−2 4.07e−2
1e−3 7.1e−2 3.34e−2 2.01e−2
1e−2 1.06e−1 3.86e−2 6.33e−2
1e−1 1.88e−1 1.66e−1 1.57e−1

Next, we compare the simulated order zero moment u0 for various closure orders and regularization levels to the S60

reference solution uref
0 . We consider the pointwise absolute difference

e(tf ,x) =
∣∣uref

0 (tf ,x)− u0(tf ,x)
∣∣ (85)

at final time tf of the given numerical method. Figure 7, 8 and 9 show the corresponding evaluations of u0 of the
ICNN-based M2, M3 and M4 closures in the first row and additionally e(tf ,x) in the second row. We see that with
increased closure order, the errors in the streaming regions near the left side inflows are significantly reduced and the
solution quality on the right half of the simulation increases by almost an order of magnitude. Considering Fig. 8 and 9,
we further see that the difference to the S60 solution increases for γ = 0.1 in the M3 and M4 simulations compared
to smaller γ, which is an effect of the regularization error of the entropy closure, see Theorem 4. Consequently, a
trade-off between training performance and regularization error has to be made when configuring a simulation: Higher
order entropy closures yield lower differences to the reference solutions but are harder to train. Higher regularization
increases training performance but introduces the regularization error if γ is significantly bigger than the grid resolution.
Table 6 shows the best regularization level for each closure order and we see, that γ = 1e−3 yields the best results for
∆x = 7.5e−3. The displayed errors are computed as

erel,u0
=

∫
X

∣∣uref
0 (tf ,x)− u0(tf ,x)

∣∣ dx∫
X

∣∣uref
0 (tf ,x))

∣∣ dx . (86)

Note that the neural network validation results in Table 4 further support this regularization range.

6.3.2 Performance comparison to the PN and SN methods

Common other methods for radiative transport simulations are the PN and SN methods. The former is a moment
method with a different closure. Instead of using the entropy-based closure, a simple truncation closure is used, which
yields a linear reconstruction of the kinetic density fu from the moment basis,

fu(v) = u ·m(v). (87)

The PN closure can also be viewed as the special case of a quadratic entropy density η(g) = g2. Although computation-
ally highly efficient, the pitfalls of the PN method are oscillations and negative solutions, which can be seen in Fig. 10.
Furthermore, higher moment orders are required to ensure the same order of accuracy as MN closures. Figure 10 shows
that especially in the shielded regions on the right-hand side of the computational domain, the PN method experiences
higher numerical errors than the MN simulation.

The SN method discretizes the velocity space directly using a tensorized Gauss-Legendre quadrature rule of order N .
The resulting transport system is of size equal to the number of quadrature points and the system’s equations are coupled
only by the collision operator. Consequently, the SN method has the lowest computational cost in comparison to PN

and MN systems of similar size. However, the required quadrature order for a high-quality simulation is much higher
than the moment order of PN and MN methods since low-order SN methods typically exhibit ray-effect artifacts. The
number of quadrature points scales quadratically with the quadrature order, which results in a large system of equations
for high-order SN methods. On modern high-performance clusters, the performance bottleneck is typically the memory
footprint of the simulation. An overview of SN simulations of the hohlraum test case for different N is given in Fig. 11.

Thus a comparison between PN , SN , MN , and neural network-based MN methods needs to consider computational
time and memory footprint besides the difference to the reference solution. To this end, we measure the wall-time of
a hohlraum simulation with the setup given by Table 5 for all previously discussed non-regularized, regularized, and
neural network-based MN , as well as the PN and SN methods. Each simulation is computed on the same, isolated
hardware, using a 16-core CPU with 64 GB Memory, such that each test case fits entirely into the system’s memory.
Figure 12 compares the computational performance of all methods with different moment, respectively quadrature
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(a) P3 (b) P5 (c) P7 (d) P9

(e) P3 (f) P5 (g) P7 (h) P9

Figure 10: PN closures (top row) and their absolute difference to the S60 solution (bottom row). The white areas in the
solution plots denote unphysical negative solution values. The PN closure displays higher numerical errors compared to
SN and MN simulations with similar degrees of freedom.

orders. Note that the computation time and memory footprint of neural network-based MN methods only depends
on the size of the neural network, thus we only report the performance of one neural network-based simulation per
moment order, i.e. the best neural network-based run of the reported regularization levels. The displayed errors are
computed with Eq. (86). We denote the neural network-based methods by NMN in the illustration. We see in Fig. 12a
that the neural network-based entropy closure accelerates the MN method to be computationally competitive, compared
to the PN and SN methods. Note, that simulation time is a function of the code. The KiT-RT framework is constructed
such that spatial and temporal discretizations use the same implementation across all macroscopic methods. However,
remark that an MN implementation leaves plenty of opportunities [34, 21] for advanced code optimization that may
improve the methods timings.

Figure 12b compares the size of the transport system and computational time of the different methods showing that
even for higher order closures, neural network-based MN methods have the same simulation time as S20 simulations,
whereas the memory footprint of the neural network-based MN method is smaller by almost two orders of magnitude.
Neural network-based entropy closure accelerates the Newton-based MN method by more than an order of magnitude in
terms of computational time, while keeping the memory footprint the same. Figure 12c shows the simulation error over
the system size of the different methods. Here, the neural network-based M3 and M4 methods have the best trade-off
between memory footprint and simulation accuracy.

7 Summary and conclusion

We have presented a framework for regularized, structure-preserving neural network surrogate models for the entropy-
based closure of the moment system of linear kinetic equations. Regularization addresses the challenge of training and
inference of neural network-based surrogates near the boundary of the realizable set, and thus enables the creation of
robust surrogates for high-order closures in two spatial dimensions. We have provided an error analysis for regularized
network approximations and put it into the context of numerical errors of commonly used schemes for the kinetic
equation. The presented methods are tested on synthetic and simulation test cases, with applications to radiation
transport. The neural network-based entropy closure leads to a computationally competitive simulation method with an
advantageous trade-off between memory footprint and numerical error, compared to the PN , the traditional MN , and
the SN method.
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(a) S11 (b) S21 (c) S31 (d) S41

(e) S11 (f) S21 (g) S31 (h) S41

Figure 11: SN simulations (top row) and their absolute differences to the S60 solution (bottom row). The numerical
artifacts are ray effects, which can be mitigated by very high order SN schemes or diffusive rotation methods [25, 18].
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Figure 12: Comparison of memory footprint, simulation wall-time, and relative simulation error of PN , SN , MN and
ICNN-based MN (denoted by NMN ) solutions. Less is better. The neural network-based MN method has a particularly
small memory footprint, paired with a competitive wall-time efficiency relative to the numerical error.
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A Additional material to Section 2

A.1 Proof of Theorem 1

As a remineder we redefine weak convergence and a Dirac sequence as a prerequisite for the proof of Theorem 1.
Let µn, n ∈ N and µ be measures on the interval [−1, 1]. The sequence of measures µn converges weakly to µ, if∫
[−1,1]

ϕ dµn
n→∞−−−−→

∫
[−1,1]

ϕ dµ∀ϕ ∈ Cb where Cb denotes the set of bounded and continuous functions.

For the purpose of proving Theorem 1, we consider the sequence of (kinetic) densities fn : [−1, 1, ] 7→ R+ under the
Lebesque measure on [−1, 1], i.e. the velocity space in slab geometry, as the sequence of measures µn. The target
measure µ is here a Dirac distribution at v∗ ∈ [−1, 1], which we write as δv∗ dv.

Further, a sequence fn is called Dirac sequence, if

1.
∫
[−1,1]

ϕfn dv
n→∞−−−−→

∫
[−1,1]

ϕδv∗ dv ∀ϕ ∈ Cb

2.
∫
[−1,1]

ϕfn dv = 1 ∀n ∈ N

Proof of Theorem 1. Consider the fact that fu for u ∈ ∂R consists of a positive, linear combination of Dirac distribu-
tions for D = [0,∞) and [−1, 1] as the velocity space[47, 14].

First, consider weak convergence to a single Dirac distribution δv∗ at an arbitrary point v∗ ∈ [−1, 1] . We show that the
Maxwell-Boltzmann entropy of a Dirac sequence fn converging weakly to δv∗ diverges to infinity. Consider

fn(v) = n1Bv∗
n
(v), n ∈ N (88)

where Bv∗

n ⊂ [−1, 1] is a subdomain of measure 1
n and 1(v) is the indicator function. Then fn is a Dirac sequence.

Moreover, ∫
[−1,1]

fn(v) log fn(v)− fn(v) dv =

∫
[−1,1]

n1Bv∗
n
(v) log n1Bv∗

n
(v)− n1Bv∗

n
(v) dv (89)

=

∫
Bv∗

n

n log n dv − n

∫
Bv∗

n

1 dv (90)

= log n− 1. (91)

This term diverges to infinity as n→∞, which concludes the proof.

Now consider the case, where fn converges to a positive combination of p Dirac distributions at points v∗i , i = 1, . . . , l.
Then, the proof works analogously up to Eq. (90), where we consider the sum of the integrals of the components of
the linear combination. Since v∗i are finitely many distinct points, there is an n ∈ N such that Bv∗

i
n ∪B

v∗
j

n = ∅ for all
1 ≤ i ̸= j ≤ l. Then the intregrals over the corresponding sets can be considered individually and the remainder of the
proof follows in analogy to the case p = 1.

B Additional material to Section 3

B.1 Proof of Theorem 2

Proof. From the fact that hγ(u) = −ϕγ(αγ
u;u) and the definition of ϕγ in (34), the gradient of hγ can be expressed as

∇uh
γ(u) = αγ

u −
γ

2

[
∥(αγ

u)#∥2,0⊤]⊤ −∇uα
γ
u

(
∇αγ

u
ϕγ(αγ

u;u)
)
. (92)

Since αγ
u is defined as the minimizer of ϕγ in (33), ∇αγ

u
ϕγ(αγ

u;u) = 0. Thus the last term in (92) vanishes, which
proves the claim.

B.2 Proof of Lemma 1

Proof. Recall that, by definition, u0 = 1. The first order optimality condition of (33) leads to

∇αϕ
γ (αγ

u;u) = ⟨m exp (αγ
u ·m)⟩ − u+ γ

[
0, (αγ

u)
⊤
#

]⊤
= 0 . (93)
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The first element of this vector equation implies that ⟨m0 exp (α
γ
u ·m)⟩ = u0 = 1. Since αγ

u#
=
[
αγ
u,0, (α

γ
u)

⊤
]⊤

,

1 = ⟨m0 exp (α
γ
u ·m)⟩ = exp

(
m0α

γ
u,0

)〈
m0 exp

(
(αγ

u)# ·m#

)〉
, (94)

which, together with the definition of ϑ given in Eq. (40), proves the claim.

B.3 Proof of Lemma 2

Proof. The first claim that

ϕ̂γ(β;w) =
1

m0
+

1

m0

(
log(m0) + log(⟨exp (β ·m#)⟩)

)
− β ·w +

γ

2
∥β∥2 , (95)

follows directly from the definitions of ϕ̂γ , ϕγ , and ϑ given in Eqs. (41), (34), and (40), respectively. From Eq. (95),
it is clear that ϕ̂γ is twice differentiable with respect to β. To show that ϕ̂γ is convex, we use the fact that sums of
convex functions are convex and prove that log (⟨exp(β ·m#⟩) satisfies Jensen’s inequality, thus is convex. We prove
Jensen’s inequality by using the monotonicity of the logarithm and Hölder’s inequality with 1/p = t and 1/q = (1− t).
Specifically, for t ∈ (0, 1) and β1,β2 ∈ Rn with β1 ̸= β2, we have

log(⟨exp((tβ1 + (1− t)β2) ·m#)⟩) = log(⟨exp(tβ1 ·m#) exp((1− t)β2 ·m#)⟩)

≤ log(⟨exp(β1 ·m#)⟩t ⟨exp(β2 ·m#)⟩(1−t)
) (Hölder’s ineq.)

= log(⟨exp(β1 ·m#)⟩t) + log(⟨exp(β2 ·m#)⟩(1−t)
)

=t log(⟨exp(β1 ·m#)⟩) + (1− t) log(⟨exp(β2 ·m#)⟩).

Further, for γ > 0, ϕ̂γ is strictly convex since γ
2 ∥β∥

2 is strictly convex.10

B.4 Proof of Lemma 3

Proof. Since ϕ̂γ is strictly convex, there exists a unique minimizer βγ
u#

in (42) that satisfies the first order optimality
condition, i.e.,

0 = ∇βϕ̂
γ(βγ

u#
;u#) =

1

m0

〈
exp(βγ

u#
·m#)

〉−1〈
m# exp(βγ

u#
·m#)

〉
− u# + γβγ

u#

=
〈
m# exp([ϑ(βγ

u#
), (βγ

u#
)⊤]⊤ ·m)

〉
− u# + γβγ

u#
.

(96)

On the other hand, the first order optimality condition of (33) is given by

0 = ∇αϕ
γ(αγ

u;u) = ⟨m exp(αγ
u ·m)⟩ − u+ γ

[
0, (αγ

u)
⊤
#

]⊤
. (97)

Using Eq. (96) and Lemma 1, it is straightforward to verify that [ϑ(βγ
u#

), (βγ
u#

)⊤]⊤ satisfies the optimality condition
in Eq. (97). The equivalence ofαγ

u and [ϑ(βγ
u#

), (βγ
u#

)⊤]⊤ then follows directly from the strict convexity of ϕγ , which

implies uniqueness of the minimizer. Finally, the fact that ϕγ(αγ
u;u) = ϕ̂γ(βγ

u#
;u#) is a direct consequence of the

definition of ϕ̂γ in Eq. (41).

B.5 Proof of Lemma 4

Proof. It follows from the formulation of ϕ̂γ in (44) that Ĥγ(β) = Ĥγ=0(β) + γI. Thus, the condition number of
Ĥγ(β) can be written as

cond(Ĥγ(β)) =
λ̂max + γ

λ̂min + γ
, (98)

where λ̂max and λ̂min are the maximum and minimum eigenvalues of Ĥγ=0(β), respectively. According to Lemma 2,
ϕ̂γ is strictly convex even when γ = 0. Hence, λ̂min ≥ 0, and cond(Ĥγ(β)) is upper bounded by 1 + γ−1λ̂max.

10It turns out that the function ϕ̂γ(·;w) is strictly convex even when γ = 0. This can easily be shown by verifying that Hölders
inequality is strict unless β1 = β2.
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B.6 Proof of Theorem 3

Proof. According to Lemma 3, αγ
u = [ϑ(βγ

u#
), (βγ

u#
)⊤]⊤. Thus, we first show that αγ

u = [αγ
u,0 +

log u0

m0
, (αγ

u)
⊤
#]

⊤.
The first order optimality condition of (33) at u and u (see, e.g., (97)) gives

u = ⟨m exp(αγ
u ·m)⟩+ u0γ

[
0, (αγ

u)
⊤
#

]⊤
and u = ⟨m exp(αγ

u ·m)⟩+ γ
[
0, (αγ

u)
⊤
#

]⊤
, (99)

respectively. Multiplying the second equation above by u0 yields

u = u0 u = ⟨u0 m exp(αγ
u ·m)⟩+ u0γ

[
0, (αγ

u)
⊤
#

]⊤
=

〈
m exp

([
αγ
u,0 +

log u0

m0
, (αγ

u)
⊤
#

]⊤
·m

)〉
+ u0γ

[
0, (αγ

u)
⊤
#

]⊤
.

(100)

Therefore, [αγ
u,0 + log u0

m0
, (αγ

u)
⊤
#]

⊤ satisfies the optimality condition at u given in (99), we have αγ
u = [αγ

u,0 +
log u0

m0
, (αγ

u)
⊤
#]

⊤.

We next show that ĥγ : Rn → R is strictly convex. By the definition of ĥγ and the formulation of ϕ̂γ in (44),

ĥγ(u#) = sup
β∈Rn

[
−ϕ̂γ(β;u#)

]
= sup

β∈Rn

[
β · u# −

(
ϕ̂γ(β;u#) + β · u#

)]
. (101)

Thus ĥγ is the Legendre dual of the function β 7→ ϕ̂γ(β;u#)+β ·u#, which is strictly convex by Lemma 2. Therefore,
ĥγ is also strictly convex. As for the gradient of ĥγ , since ĥγ(w) := −ϕ̂γ(βγ

w;w) and −∇wϕ̂γ(β;w) = β,

∇wĥγ(w) = βγ
w −∇wβ

γ
w

(
∇βγ

w
ϕ̂γ(βγ

w;w)
)
. (102)

Since βγ
w minimizes ϕ̂γ , the last term in (102) vanishes, which proves the claim.

To derive the relation between hγ and ĥγ , see Definition 2 and 3, we start with

hγ(u) = −ϕγ(αγ
u;u) = −⟨exp(αγ

u ·m)⟩+αγ
u · u−

u0γ

2
∥(αγ

u)#∥2, (103)

see Eq. (35). Plugging αγ
u = [αγ

u,0 +
log u0

m0
, (αγ

u)
⊤
#]

⊤, where αγ
u = [ϑ(βγ

u#
), (βγ

u#
)⊤]⊤, into the above equation then

gives

hγ(u) = −

〈
exp

([
αγ
u,0 +

log u0

m0
, (αγ

u)
⊤
#

]⊤
·m

)〉
+

[
αγ
u,0 +

log u0

m0
, (αγ

u)
⊤
#

]⊤
· uu0 −

u0γ

2
∥(αγ

u)#∥
2

= −u0 ⟨exp(αγ
u ·m)⟩+ u0

m0
log u0 + u0α

γ
u · u−

u0γ

2
∥(αγ

u)#∥
2

= − u0

m0
+

u0

m0
log u0 + u0ϑ(β

γ
u#

) + u0 β
γ
u#
· u# −

u0γ

2
∥βγ

u#
∥2

= u0ĥ
γ(u#) +

u0

m0
log u0 ,

(104)
where the last equality uses the first equality in (101) and the definition of ϑ in (40). Finally, hγ(u) = ĥγ(u#) is a
direct consequence of the relation between hγ and ĥγ given in (104).

B.7 Proof of Theorem 4

Proof. First, it follows from (46) and (47) that (αγ
u)# = (αγ

u)# = βγ
u#

, which when combined with the first equation
in (99) implies that

ũγ = u− u0γ [0, (β
γ
u#

)⊤]⊤. (105)

Since βγ
u#
∈ BM , (52) immediately holds. In addition, since gγ

u = αγ
u−

γ
2

[
∥(αγ

u)#∥2,0⊤]⊤ (see (36) in Theorem 2),

uγ = ⟨mfγ
u ⟩ = ⟨m exp(gγ

u ·m)⟩ = ⟨m exp(αγ
u ·m)⟩ exp

(
− γ

2
∥βγ

u#
∥2m0

)
= exp

(
− γ

2
∥βγ

u#
∥2m0

)
ũγ . (106)
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Further, (106) implies

∥uγ − ũγ∥ =
(
1− exp(−γ

2
∥βγ

u#
∥2m0)

)
|∥ũγ∥ ≤

(
1− exp(−γ

2
M2m0)

)
∥ũγ∥ ≤

(
1− exp(−γ

2
M2m0)

)
u0 (n+ 1).

(107)

The fact that

max
{
|mi(v)| : v ∈ S2, i = 0, . . . , n

}
≤
(
n+ 1

|S2|

)1/2

, (108)

see [5, Section 2.1.3], where
∣∣S2∣∣ is the measure of the unit sphere. Normalization of the moment vector and the triangle

inequality gives ∥∥∥∥ ũγ

u0

∥∥∥∥ ≤ (n+ 1)3/2

|S2|1/2
(109)

which yields the last inequality of Eq. (107). The bound in (53) a direct consequence of the triangle inequality.

B.8 Proof of Theorem 5

Proof. For entropy dissipation, we first show that the integrability condition holds for the entropy/entropy-flux pair hγ

and jγ with the flux term F(u) = ⟨v ⊗mfγ
u ⟩. For i = 1, 2, 3, let jγi := ⟨viη(fγ

u )⟩ and Fi(u) := ⟨vi mfγ
u ⟩, then

∇uj
γ
i (u) = ⟨vi∇uη(f

γ
u )⟩ = ⟨viη′(fγ

u )∇uf
γ
u ⟩ = ⟨viη′(η′∗(gγ

u ·m))∇uf
γ
u ⟩ = gγ

u·⟨vim∇uf
γ
u ⟩ = ∇uh

γ(u)·∇uFi(u),
(110)

where we have used the chain rule, the definition of fγ
u in Eq. (37), the Legendre duality, and the fact that gγ

u = ∇uh
γ(u).

To derive the entropy dissipation law, we multiply the moment system from the left with∇uh
γ(u) and obtain

∇uh
γ(u) · ∂tu+∇uh

γ(u) ·
3∑

i=1

∂xiFi(u) = ∇uh
γ(u) · ⟨mQ(fγ

u )⟩ . (111)

From the reverse chain rule and Eq. (110), this leads to

∂th
γ(u) +∇x · jγ(u) = ∇uh

γ(u) · ⟨mQ(fγ
u )⟩ . (112)

Entropy dissipation requires non-positivity of right-hand side term, which is given by

∇uh
γ(u) · ⟨mQ(fγ

u )⟩ = ⟨gγ
u ·mQ(fγ

u )⟩ = ⟨η′(η′∗(gγ
u ·m))Q(fγ

u )⟩ = ⟨η′(fγ
u )Q(fγ

u )⟩ ≤ 0, (113)

where the equalities follow from similar properties used in Eq. (110) in the reversed order, and the inequality is from
the entropy dissipation law in Eq. (6).

We next show that the closed moment system is hyperbolic. Note that the hyperbolicity follows from the entropy
dissipation property of the moment system. Consider again the flux function of the moment system

F(u) = ⟨v ⊗mfγ
u ⟩ = ⟨v ⊗m η′∗ (g

γ
u ·m)⟩ . (114)

We define ji,∗(g) = ⟨viη∗(g ·m)⟩, i = 1, 2, 3, such that ∇gji,∗(g
γ
u) = Fi(u), and denote

Ji = ∇2
gji,∗(g

γ
u), i = 1, 2, 3, and K = ∇2

uh
γ(u) = ∇ug

γ
u, (115)

where K is symmetric positive definite by the strict convexity of hγ(u). By using chain rule, the flux term in Eq. (56)
can be written as

∇x ⟨v ⊗mfγ
u ⟩ =

3∑
i=1

∂xi
Fi(u) =

3∑
i=1

∂xi
(∇gji,∗(g

γ
u)) =

3∑
i=1

∇2
gji,∗(g

γ
u) · ∇ug

γ
u · ∂xi

u =

3∑
i=1

JiK∂xi
u . (116)

The symmetric positive definite matrix K then symmetrizes [19] the closed moment system (56); that is, after
multiplication on the left by K,

K∂tu+

3∑
i=1

KJiK∂xi
u = K ⟨mQ(fγ

u )⟩ , (117)

where the matrix KJiK is symmetric for each i ∈ {1, 2, 3}.
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