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Nöthnitzer Str. 61, 01187 Dresden, Germany
2Fraunhofer Institute for Photonic Microsystems IPMS, Center Nanoelectronic

Technologies, An der Bartlake 5, 01099 Dresden, Germany
3Chair of Circuit Design and Network Theory (CCN), Faculty of Electrical and

Computer Engineering, Technische Universität Dresden, Helmholtzstr. 18, 01069

Dresden, Germany

Abstract. Organic electrochemical transistors (OECTs) serve as the foundation

for a wide range of emerging applications, from bioelectronic implants and smart

sensor systems to neuromorphic computing. Their ascent originates from a distinctive

switching mechanism based on the coupling of electronic and ionic charge carriers,

which gives rise to a multitude of unique characteristics. Notably, various OECT

systems have been reported with significant hysteresis in their transfer curve. While

being a feature sought after as non-volatile memory in neuromorphic systems,

no universal explanation has yet been given for its physical origin, impeding its

advanced implementation. Herein, we present a thermodynamic framework that

readily elucidates the emergence of bistable OECT operation through the interplay of

enthalpy and entropy. We validate our model through three experimental approaches,

covering temperature-resolved characterizations, targeted material manipulation, and

thermal imaging. In this context, we demonstrate the exceptional scenario where the

subthreshold swing deviates from Boltzmann statistics, and we provide an alternate

view on existing data in literature, which further supports our model. Finally, we

leverage the bistability in form of a single-OECT Schmitt trigger, thus compacting

the complexity of a multi-component circuit into a single device. These insights

offer a revised understanding of OECT physics and promote their application in non-

conventional computing, where symmetry-breaking phenomena are pivotal to unlock

novel paradigms.

Introduction

Organic electrochemical transistors (OECTs) are at the foundation of numerous

emerging technologies, ranging from bioelectronic implants1,2 to analog neuromorphic

computing3–6, and have recently also expanded into the realm of complementary

circuitry7. This track record is tied to a unique switching mechanism, based on the

coupling of ionic and electronic charge carriers in an organic mixed ionic-electronic
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conductor (OMIEC)8–10. Connected with two electrodes, source and drain, polarons can

be driven along the channel by applying a corresponding voltage VDS. By immersing

the system in an electrolyte along with a gate electrode, a second voltage VGS enables

control over the ion flow between electrolyte and channel, and as such, the doping

level of the latter (Fig. 1d). The benchmark channel material of OECTs is the polymer

blend poly(3,4-ethylenedioxythiophene) polystyrene sulfonate (PEDOT:PSS), where the

transistor switching can be described by

PEDOT:PSS + C+ +A− −−⇀↽−− PEDOT+:PSS + C+ +A− + e−, (1)

with PEDOT:PSS and PEDOT+:PSS as the initial and doped state of the OMIEC.

C+ and A– are the electrolyte cat- and anions and most commonly are given by

liquid electrolytes such as aqueous NaCl solution. For a long time, OECTs have

been understood by concepts borrowed from field-effect transistor (FET) theories, in

particular based on the foundational work by Bernards and Malliaras11. At the same

time, however, charge formation and transport in FETs differs fundamentally from those

in OECTs. While in the former, charges are induced at the semiconductor interface

and form a quasi-2D layer, doping in OECTs happens throughout the entire channel,

where the formation of electrical double layers at the polymer strands results from

an electrochemical process12. Cucchi et al. have set out to resolve this mismatch by

describing OECTs in terms of thermodynamics, thereby resolving several deficiencies

of traditional approaches13. In particular, this work describes the process of Eq. 1 as

being driven by entropy, where the gate voltage VGS determines the electrochemical

potential and as such shifts the equilibrium charge carrier concentration in PEDOT.

However, these considerations are limited to the unidirectional operation of the OECT

and pertain to the edge case where minimal or no interactions are assumed.

In this work, we move beyond this limitation. We consider the interactions in

terms of mixing enthalpy, which allows us to reveal the peculiar situation of a bistable

switching behavior. We do so by moving away from aqueous electrolytes to a solid-

state system, in order to expose otherwise screened interactions and their effect on the

Gibbs free energy. We establish a mathematical condition for the degree of bistability

and underpin our reasoning with three sets of experimental evidence. Among others,

we show the exceptional scenario in which the subthreshold swing behaves contrary to

what would be expected from Boltzmann’s law. We re-interpret results from literature

in the context of this framework, which further support our model and which allows

for an alternative view on material properties for neuromorphic applications. Finally,

our insights culminate in showing how the bistable switching behavior can be leveraged

to realize the functionality of a Schmitt trigger–a multi-component circuit–through a

single device, laying the foundation for more complex circuitry in neuromorphic and

asynchronous computing.
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Results & Discussion

Theoretical Framework

The Gibbs free energy is defined as the difference between enthalpy and entropy scaled

by temperature, according to

G = H − TS, (2)

where H is enthalpy, T is temperature, and S is entropy. Similar to Cucchi et al.13, we

consider the Gibbs free energy as a function of an intensive state variable, the doping

parameter ψ. If the channel is composed of doping subunits, where one subunit is the

smallest entity that satisfies Eq. 1, then ψ describes the ratio of doped units (Ndoped) to

the total number available (Ntot). In other words, it serves as a statistical measure and

reflects the probability distribution of doped units across all microstates:

ψ =
Ndoped

Ndoped +Nundoped

=
Ndoped

Ntot

. (3)

The OECT switching can be understood as controlling this very ratio. For such a

process, the Gibbs free energy (per unit) follows as

G(ψ) = H0(ψ) +Hmix(ψ)− TSmix(ψ), (4)

where H0(ψ) is the standard enthalpy. Hmix(ψ) and Smix(ψ) are the mixing enthalpy

and entropy, defined as

Hmix(ψ) =
1

2

(
hddψ

2 + huu(1− ψ)2 + 2hduψ(1− ψ)
)

and (5)

Smix(ψ) = −kB (ψ ln(ψ) + (1− ψ) ln(1− ψ)) . (6)

Here, hdd, huu, and hdu denote the intra- and interspecies interaction strength of doped

and undoped sites and kB is the Boltzmann constant (see Supplementary Note 1 for a

comprehensive derivation). Both, the doping parameter ψ and the Gibbs free energy

G(ψ) can be translated into device-level quantities. ψ is proportional to the polaron

density and therefore electrical conductivity, while the chemical potential µ(ψ) links

G(ψ) to the gate-source voltage over the electrochemical potential µ̄:

(
∂G(ψ)

∂ψ

)

p,T

= µ(ψ) ↔ µ̄ = µ(ψ) + fe(VGS − VCh). (7)

Here, f is a fudge factor related to the effective modulation of the chemical potential

through the gate-source voltage, e is the elementary charge, and VCh is the channel

potential. Consequently, the switching characteristics of OECTs appear as a natural

consequence of their underlying Gibbs free energy profile.

For a system of negligible interaction between the doping subunits, entropy is

the underlying driving force. As depicted in Fig. 1a (orange), such systems possess
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Fig. 1: Bistability emerges from the interplay of enthalpy and entropy. (a-c) The Gibbs

free energy function G(ψ) governs the chemical potential µ(ψ), which itself determines the transfer

curve of an OECT. In case of dominating entropy, the system is monostable with a monotone chemical

potential and an accordingly shaped transfer curve (orange). For rising enthalpy, the system gets

bistable, causing a non-monotonous chemical potential, which results in a bistable switching behavior

(blue). (d) Schematic setup of an OECT. (e) Chemical structures of the OECT solid-state electrolyte

and channel material used to study the bistability, with a representative transfer curve in (f). (g)

Two distinct drain current levels are found when operating the OECT and holding a 0V gate bias,

approaching either from the on- or the off-state.

a single minimum in G(ψ), i.e., a single equilibrium state at ψ0. It follows a monotonic

chemical potential (Fig. 1b), which translates to the transfer curve and determines the

characteristic saturation in the on- and off-states of OECTs, as previously shown by

Cucchi et al. (Fig. 1c)13. This situation changes distinctively, when particle interactions

are taken into account. As derived in Supplementary Note 1, the single equilibrium

state in G(ψ) bifurcates for
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λ =
(hdd + huu − 2hdu)

kBT
· ψ(ψ − 1) ≥ 1 with ψ ∈ [ψi, 1− ψi], (8)

whereG(ψ) has a negative curvature. Doping concentrations in this ψ-range are unstable

and break into two coexisting equilibrium states, where ψi and 1 − ψi define the local

extrema of the non-monotonic chemical potential. This thermodynamic instability goes

along with a dynamic instability (Supplementary Note 2), which inevitably suggests

a bistable switching behavior (Fig. 1a-c, blue). The quantity λ sets the enthalpic and

entropic contributions into relation and thus serves as a bifurcation parameter, reflecting

the degree of bistability present in the system (Fig. S3). We provide an interactive

simulation tool under Ref. 14 to illustrate the relationships outlined.

Theoretical Implications

The bistability appears as the result of dominating enthalpy over entropy, which itself

originates from the interactions underlying Eq. 5. It is reasonable to assume that

their impact is most observable in a non-aqueous system, where dielectric shielding

is minimized. At the same time, the ionic species themselves would benefit from

a particularly strong dipole moment in order to penetrate and dope the OMIEC

in the absence of water. For this purpose, we turn to the previously reported

OECT system (Fig. 1d, e) of PEDOT:PSS and 1-ethyl-3-methyl-imidazolium-ethylsulfat

([EMIM][EtSO4]) in a matrix of poly(N-isopropylacrylamide) (PNIPAm)15, offering

multiple advantages: First, the solid-state system can be channeled into an inert

gas atmosphere without degradation, providing a controlled, water-free environment.

Second, [EMIM][EtSO4] offers among the highest dielectric permittivity of commercially

available ionic liquids16, and third, is known to provide an exceptionally low-lying off-

state in OECTs15, allowing for a particularly large modulation of the charge carrier

concentration. That is, a large range over which the ψ-axis can be probed.

As demonstrated in previous reports15,17, this system does in fact show a significant

hysteresis in its transfer curve (Fig. 1f), which has been shown to remain even for scan

rates below 10−4V s−1 (Ref. 15) and is similarly present with a non-capacitive Ag/AgCl-

gate electrode (Fig. S1). Both of these findings suggest a reason beyond ion kinetics

or capacitive effects18–20 and motivate to study the presence of coexisting equilibrium

states. To this end, we operate an OECT multiple times before holding a 0V gate bias,

approaching either from the on- or the off-state (Fig. S2). As Fig. 1g shows, after a short

stabilizing period (∼ ms), two distinct drain current levels are present over the course

of hours, differing more than one order of magnitude. This result clearly indicates the

presence of two separate doping states of the channel, present at the same gate bias but

originating from different initial states.

We validate the hypothesis of a bistable Gibbs free energy function based on the

consequences that this situation would entail. To this end, three hypotheses are derived

(Fig. 2).
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Fig. 2: Implications of a bistable Gibbs free energy function. (a) The bistability is expected

to decrease for rising entropy (TSmix) and falling enthalpy (Hmix), which should reflect in the transfer

curve by an abating hysteresis. (b) The course of µ(ψ) can be considered an idealized cycle process,

assembled of processes with dT = 0 and dµ = 0. Following a Maxwell construction, the integrals

correspond to the chemical work performed (|WCh|), from which an in- and outflow of heat Q is to

be expected. (c) The bistability suggests a non-monotonic progression of the subthreshold swing (SS)

with temperature, where the conventionally expected positive slope only occurs once entropy dominates

over enthalpy and the chemical potential is sufficiently monotone (Eq. 9).

To begin with, given that the bistability is attributed to the balance between

entropy and enthalpy (Eq. 8), we conclude that tweaking these quantities should allow

for a targeted manipulation of the hysteresis in the transfer curve. Both an increasing

entropy (TSmix) and a decreasing enthalpy (Hmix) should cause the hysteresis to abate,

as λ decreases (Fig. 2a).

Second, as shown in Supplementary Note 3, it is possible to think of the course of

µ(ψ) as an idealized cycle process built up from processes of dT = 0 and dµ = 0. With a

non-monotonic chemical potential µ(ψ), and using the concept of Maxwell constructions,

the enclosed area (per switching operation) then corresponds to the chemical work

performed (|WCh|), which in turn should be reflected in an in- and outflow of heat Q

(Fig. 2b).

Finally, these considerations can be extended to the subthreshold behavior. With

the total chemical potential remaining constant during the transition between the on-

and off-state, it follows that in this region (ψ ∈ [ψi, 1−ψi]), the non-monotonic chemical

potential counterweights the electrostatic potential from the gate voltage (Eq. 7). As

the non-monotonicity decreases with temperature, this balancing effect is expected to

decrease similarly, until it vanishes completely once entropy balances out. As shown in

Supplementary Note 4, we infer that for a bistable system, such a behavior should reflect
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in the subthreshold swing (SS) being subject to two effects: the counterbalance of the

non-monotonic chemical potential as well as the classical influence of diffusion through

thermal energy. Since the former is expected to decrease with rising temperature, while

the latter scales with kBT , a non-monotonic progression of the subthreshold swing with

temperature follows. This relationship can be expressed through

SS(T ) ≈ ln(10)

e



(
∂G(ψ, T )

∂ψ

∣∣∣∣
ψ=ψi

)

p,T

+ kBT


 , (9)

where the chemical potential is examined at the lower inflection point of G(ψ), i.e.,

at its local maximum, based on the depletion mode operation of PEDOT:PSS. This

equation is modelled in Fig. 2c, showing that the conventionally expected increase of

the subthreshold swing with temperature only occurs once the bistability is sufficiently

suppressed by entropy. By the same token, we suggest a decreased subthreshold swing

for a system of reduced enthalpy, which similarly lessens the non-monotonic nature of

the chemical potential profile.

Experimental Validation

We verify these three hypotheses experimentally. To start with, we study the impact of

entropy via temperature-dependent transfer measurements in quasi-steady state21. As

shown in Fig. 3a, these clearly confirm a decreasing bistability for rising temperature,

which is also particularly apparent in logarithmic scale (Fig. S4a). To validate the same

for lowered enthalpy, we modify the electrolyte system by including KCl as a hygroscopic

additive22, thus shielding the interactions underlying Hmix. As evidenced in Fig. 3b, this

attempt likewise confirms our hypothesis. Strikingly, the modification does not alter

the on- or off-state of the OECT (Fig. S4b) and solely causes the hysteresis curve to

close, which also passes the long-term validation (Fig. S5). Note that while the increase

in temperature causes a mostly uniform shift in the hysteresis branches as bistability

ceases, the experiment involving altered enthalpy primarily affects the dedoping branch.

Accordingly, we conclude that the material modification predominantly alters the

energetics involved in extracting charge carriers, while temperature exerts a more

uniform influence on both charging and discharging.

Normalizing these data sets with respect to ψ and symmetry around µ(ψ) = 0 eV

(Fig. 3c), we reconstruct the experimental Gibbs free energy profiles and extract the

interaction parameters with the methods laid out in Supplementary Note 5. As Fig. 3d

and e show, both experiments can be traced back to double-minima Gibbs free energy

profiles, where either increasing entropy or decreasing enthalpy cause the local maxima

to decrease as anticipated. Remarkably, other works have interpreted the non-volatility

of OECTs in a similar, though only conceptual way, without direct evidence of the

underlying potential function3,23. Here, we can demonstrate and prove for the first time

the bistability of an OECT that gives rise to its long-term stable non-volatile behavior.
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TSmix
Hmix

Enthalpy-
dominated

Entropy-
dominated

Fig. 3: Experimental validation. (a,b) Bistability decreases with (a) rising entropy and (b)

falling enthalpy (Hmix high: untreated device, Hmix low: device with added KCl), in line with the

expectations from Fig. 2a. (c) Chemical potential profiles are normalized with symmetry around

(ψ, µ(ψ)) = (0.5, 0 eV) and partial integrals of equal size. Analytic continuation was performed to

account for the asymmetry of the on- and off-state (light blue data points). The fit corresponds to the

chemical potential derived from the fitted Gibbs free energy. (d,e) Reconstructing and fitting G(ψ)

reveals decreasing local maxima for both experiments of (a) and (b), with the extracted interaction

parameters summarized in (f). (g) Thermal imaging reveals the in- and outflow of heat during device

operation, affirming the conclusion from Fig. 2b. (h) The non-monotonic progression of the subthreshold

swing with temperatures confirms the hypothesis of Fig. 2c. Further, the subthreshold swing decreases

for reduced enthalpy as suspected.

Fig. 3f shows the interaction parameters extracted from the data sets of Fig. 3d

and e. We find that in all samples, both intraspecies interaction energies (hdd and huu)

are of similar small magnitude and for the samples of high enthalpy (green and blue

bars), are strongly outweighted by the interspecies parameter hdu. For the deliberately

modified sample (orange bar), there is a reduction across all parameters, with the

most notable decrease in hdu, underscoring the effective suppression of the interactions
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between doped and undoped sites. Given these parameters, we can further confirm that

both bistable systems fulfill the condition of Eq. 8 with λ > 1, which decreases with

rising temperature and does not apply to the sample of lowered enthalpy, where we

find λ < 1 (Table S2). These findings reinforce the understanding that the bistability

arises from the balance between entropy and enthalpy. We want to stress though, that

the interaction parameters as shown here yet contain another quantity Z, which is the

coordination number originating from the derivation of the model and which can be

seen to describe the microstructure of the assumed doping units (Supplementary Note

1). While Z itself is unknown, it is expected a constant in the range typical for three-

dimensional structures (i.e., 2 to ∼ 8) and therefore will not change the relative weight

of the parameters.

Regarding their physical significance, the interaction energies measure the

attraction and repulsion of the doping units among and with each other. Accordingly, we

posit hdu to be coupled to the macroscopic transport properties of the semiconductor

film, in line with previous reports highlighting the critical role of domain blending

and interaction24,25. It is reasonable to assume that this blending improves with

rising temperature, from which a decreased impact of hdu would follow, consistent

with the framework presented here (Fig. 3d). Similarly, we observe this parameter

to decrease with electrostatic screening (Fig. 3e). We interpret this finding to reflect

the situation of OECTs measured with aqueous electrolytes, where typically no

bistability is observed. Complementing this, Ji et al. have shown the significant

enhancement of hysteresis by adding low-polar polytetrahydrofuran (PTHF) to

a poly(3,4-ethylenedioxythiophene):tosylate (PEDOT:Tos) channel26. This finding

readily aligns with our model and can be interpreted as follows: Given the aqueous

NaCl electrolyte used in their study, a high water content can be expected in the

channel, causing little hysteresis in the pristine system due to dielectric screening.

That is, the system is ruled by entropy. By adding PTHF to the channel, a highly

hydrophobic component is introduced, reducing the exposure to water. It follows a

lowered dielectric screening and an increasing impact of enthalpy, which gives rise to a

distinctive bistability. In this sense, their study appears as a direct counterpart to our

experiment of Fig. 3b.

Our second approach regards the Maxwell construction of Fig. 2b, where the non-

monotonic chemical potential is expected to cause a heat exchange. We validate this

hypothesis through in-operando thermography studies, which are, to the best of our

knowledge, the first of their kind performed at an OECT. As shown in Fig. 3g, we

find a heat input equivalent to 1.57K in temperature difference when switching the

device on. Switching off again, we note a decreased flux, indicating slower kinetics

for dedoping. These findings confirm our hypothesis of an underlying cycle process,

where the performance of chemical work is associated with a heat flux changing sign

between the two sweeps. At the same time, however, it is obvious that the OECT’s

transfer curves lack the sharp transition expected from Fig. 2b. This divergence can

be attributed to two factors: First, unlike the idealized two-reservoir model, the actual
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system is not isolated but in thermal contact with its environment. Second, the voltage

across the channel is not constant and contributes to the slope of the transition, as

shown in Supplementary Note 6. Lastly, we want to stress that for the time being, it is

challenging to derive further quantities from this experiment, as the precise energetics

of the doping reaction underlying this particular OECT system are unknown. While

Rebetez et al. have examined the thermodynamics of the doping process of PEDOT:PSS,

their study refers to an aqueous electrolyte and should thus not be transferred to the

present system without further ado27. Nonetheless, our experiment clearly confirms the

anticipated heat flux, attributable to the non-monotonic chemical potential.

The third hypothesis finally addresses the subthreshold behavior. We propose

that a bistable Gibbs free energy function would manifest itself in a non-monotonic

progression of the subthreshold swing with temperature, driven by the balance between

enthalpy and entropy (Fig. 2c). In fact, we can prove this exceptional phenomenon

experimentally as shown in Fig. 3h (left panel), where the tipping point can be identified

at around 30 ◦C. Expectedly, this trend is accompanied by a continuous decrease in

hysteresis, while the transconductance shows a similar non-monotonic progression as

the subthreshold swing (Fig. S6). We can further confirm the conjecture of a decrease

under reduced enthalpy (Fig. 3h, right panel). As in the former case, this change is

driven by a reduced bistability, from which a less pronounced counterbalance from the

non-monotonic chemical potential towards the electrostatic potential follows.

Single-OECT Schmitt Trigger

In view of these results, we consider the bistability for the given OECT system as

sufficiently substantiated. This finding unlocks a range of promising applications,

in particular for the purpose of neuromorphic computing, where the exploitation

of hysteresis as a memory function has already been demonstrated thoroughly3,23,26.

Considering its extent (Fig. 1f), the bistability also appears attractive for another

application fundamental in digital and auspicious to neuromorphic electronics: the

Schmitt trigger28,29. Schmitt triggers are hysteretic devices with separate threshold

voltages for rising and falling input. Since the upper and lower output states are only

obtained by exceeding these thresholds, suppressive zones are created, making such

devices effective noise filters and one-bit analogue-to-digital converters (ADCs)30,31. In

neuromorphic computing, such systems can similarly be leveraged to mimic the behavior

of biological neurons, which fire only upon exceeding a certain input threshold32–35.

Conventionally, however, Schmitt triggers are implemented via comparator circuits,

often including at least two transistors and six resistors.

We explore the applicability of the bistable OECT as a single-device Schmitt trigger,

using gate and drain as in- and output (Fig. 4a). Shifting a white noise signal in offset

for input, the device shows the expected transfer response, while also clearly reflecting

the input fluctuations by corresponding output swings (Fig. 4b). Crucially, however, we

can identify four distinct regimes of how the noise translates to the output. During
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Fig. 4: Single-OECT Schmitt trigger. (a) The bistable OECT functions as a Schmitt trigger,

allowing for noise suppression and analogue-to-digital conversion. (b) Transfer curve of an OECT

with offset-shifted white noise input signal (Gaussian noise with f = 400Hz, Vpp = 10V). Insets:

Four distinct regimes of output noise. (c) Input vs. output noise as extracted from (b) against an

analytical reference (Fig. S7). (d) The device functions as an ADC despite severe input noise. (e)

Fourier transformation of a first-order Butterworth filter revealing higher harmonics in the output.

the transitions between the on- and off-state, the noise merges noticeably into the

output signal (II and IV), whereas in the sections before transition, there is significant

suppression of the same (I and III). In the context of our framework, these transition

points appear as being defined by the inflection points ψi and 1 − ψi, where µ(ψ) tips

into its inverse slope. There, the physical system enters its unstable regime, causing

the transfer curve to no longer be determined by the chemical potential alone, and

consequently, the output signal more susceptible to a fluctuating input. These regions

can be seen even more clearly in Fig. 4c, where the noise has been extracted against an

analytical reference (Fig. S7). The even stronger suppression in III compared to I can

thereby be attributed to the off-state being susceptible to only one direction of input

deflection.

With these results already demonstrating the applicability as a noise filter, the time-

resolution of the output further demonstrates the use case as an ADC. Taking a noisy

triangular function as the input (Fig. 4d, upper panel), the non-steady response allows

conversion to bits within a short input window upon exceeding the threshold (Fig. 4d,

lower panel). The output states 0 and 1 are each retained over an extended input window

despite severe noise. The temporal asymmetry of these states is thereby due to the

asymmetric input, to which we bound ourselves for not exhausting the electrochemical

window given.

Finally, we analyze the output in the frequency domain by performing the Fourier
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transformation of an extended switching cycle. Given an underlying bistable potential

function, a periodic perturbation is expected to induce nonlinear oscillations that

manifest as higher harmonics (Supplementary Note 7). We can confirm this for the

OECT system to be the case as well. The fundamental and odd harmonics are clearly

visible as well as several even harmonics with lower amplitude, caused by the non-

ideal rectangular shape of the lower half-wave of the output signal. Hence, the signal

reveals multiple underlying frequencies, indicating oscillations as expected for a bistable

system. To single out one distinct oscillation frequency, an analogue or digital filter

can be utilized, e.g., a first-order Butterworth filter, of which the spectrum is shown in

Fig. 4e.

Taking these results together, it is evident that the OECT’s inherent bistability

allows it to operate as a Schmitt trigger, merging the functionality of a multi-component

circuit into a single device. As in other cases36,37, this is permitted by the key difference

between organic electrochemical and conventional devices, namely the use of different

charge carrier types and phase systems, inherently allowing for complex operation

mechanisms on multiple time scales.

Conclusion

In this work, we demonstrate, model, and harness bistable OECTs. We set out with

a thermodynamic framework, from which we derive the occurrence of bistability as the

consequence of enthalpic effects dominating over entropy. We deduce the consequences

this situation would entail and prove these experimentally at an appropriately chosen

material system. Among others, we show the exceptional scenario in which the

subthreshold swing deviates from Boltzmann statistics. Building on these findings,

we demonstrate the functionality of a multi-component circuit with a single OECT

device, providing a vital building block for advanced organic circuitry. These insights

significantly enhance the understanding of OECT physics and set the stage for their

application in non-conventional computing, where bistable systems bear enormous

upside38–40.

Methods

Device fabrication. Solid-state OECTs were fabricated as described in Ref. 15.

Transfer curves were recorded for devices with dimensions of L = 30 µm, W = 100 µm.

Thermography measurements and Ag/AgCl-gating was performed with devices of

L = 300 µm, W = 150 µm. The channel thickness (PEDOT:PSS) was d = 100 nm.

Electrolyte printing. The precursor solution for the electrolyte was prepared as

described in Ref. 15, with adding 1mL of ethylene glycol and 2 drops of Triton X-100.

For the enthalpy-modified system, 1mL of aqueous KCl solution was added. Before

application, filtration was carried out through a 0.45 µm PVDF-filter. Placement on

the substrate was carried out with a Dimatix Materials DMP-2800 Inkjet Printer, each
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droplet having a volume of 2.4 pL and a spacing of 15 µm. Solidification took place

under UV light for 120 s.

Electrical characterization. Electrical characterizations were performed in a N2-

filled glovebox with two Keithley 236 SMUs. Temperature-dependent measurements

were performed in a N2-filled Janis ST-500 Probe Station with continuous flow cryostat

(LN2 cooling), connected to a Scientific Instruments Model 9700 temperature controller

and an Agilent HP 4145B. For Schmitt-trigger experiments, a white noise signal was

applied through an Agilent 33600A waveform generator. Any setup was controlled by

the software SweepMe! (sweep-me.net). All transfer curves were recorded at sufficiently

low scan rates (∼ 10−2V s−1) to minimize kinetic effects.

Thermography measurements. Thermography measurements were performed

using an InfraTec ImageIR 9420 thermal camera, installed on a semiautomatic wafer

probe station Formfactor CM300. Thus it was possible to align, contact, and

measure the samples electrically using single probes while recording the infrared image

simultaneously. Electrical biasing and measurements were done via a Keysight B1500

semiconductor parameter analyzer.

Fits and simulations. Fits and simulations were carried out with customised Python

scripts. Gibbs free energy functions were reconstructed by the methods laid out in

Supplementary Note 5.
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Supplementary Figures

a b

Fig. S1: Solid-state OECT with Ag/AgCl gate. (a) Verification of hysteresis when operating

with an Ag/AgCl gate. (b) Imprint of 80µm diameter gate verifies that the Au side-gate was not in

contact.

I

II

I

II

On à Off

Off à On

Fig. S2: Bistability in time domain. Operating an OECT and holding a 0V gate bias approaching

from the (a) on- or (b) off-state reveals (c) two coexisting equilibrium states.
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Fig. S3: Bifurcation diagram. For λ > 1 (Eq. 8), enthalpic contributions to the Gibbs free energy

G(ψ) dominate over entropic contributions, which leads to a bifurcation of the equilibrium state at ψ0.

Shown here is the case of huu = hdd = 0 for ψ = 0.5.

Fig. S4: Suppressing the bistability via entropy and enthalpy (log scale). Data of (a) Fig. 3a

and (b) Fig. 3b in logarithmic scale. Note also the change in subthreshold swing for both cases.
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On à Off

Off à On

III

II

I

Fig. S5: Long-term validation of suppressed bistability. The experiment of Fig. 1d and S2 was

carried out with the system of lowered enthalpy (hygroscopic KCl additive). (a) Approaching from

the on-state. (b) Approaching from the off-state. (c) Both tracks approach the same current level,

confirming the transition from bi- to monostability.
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Fig. S6: Non-monotonic dependence of the subthreshold swing on temperature. (a, b)

Temperature-dependent transfer measurements (VDS = −0.1V) reveal a non-monotonic progression

of the subthreshold swing, going along with a steadily decreasing bistability. (c) Similarly, a non-

monotonic dependence of the transconductance on temperature is found.
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Fig. S7: Noise extraction of Schmitt trigger. (a) Analytical function overlaying the output. (b)

The analytical function reflects the transfer curve with on- and off-state saturation, without overfitting

the output noise.

For noise analysis, the output noise is determined against an analytic reference for practical

reasons, namely a polynomial fit of order 12. Such high order was necessary to adequately

represent the shape of the sweeps, including the saturation of the on- and off-states. The

function shows good, balancing overlay with the raw data (Fig. S7a), while at the same time

does not over-fit the noise, which would indicate a disproportionately strong noise reduction

(Fig. S7b).
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Supplementary Notes

Supplementary Note 1: Theoretical Framework

Similar to Cucchi et al.1, we consider the Gibbs free energy function, defined as

G = H − TS, (S1)

where H is enthalpy, T is temperature, and S is entropy. Let the channel be composed of

doping subunits, where one subunit is the smallest entity that satisfies the doping equation

PEDOT:PSS + C+ +A− −−⇀↽−− PEDOT+:PSS + C+ +A− + e−, (S2)

where PEDOT:PSS and PEDOT+:PSS are the initial and doped state of the OMIEC, and C+

and A– are the electrolyte cat- and anions. Given this, we can regard Eq. S1 as a function of

the relative share of doped units ψ:

ψ =
Ndoped

Ndoped +Nundoped
=
Ndoped

Ntot
, (S3)

where Ndoped and Nundoped are the number of doped and undoped sites and Ntot is the total

number available. For the binary system, the Gibbs free energy function follows as

G(ψ) =
G̃(ψ)

Ntot
= H0(ψ) +Hmix(ψ)− TSmix(ψ), (S4)

with the enthalpic and entropic terms as

H0(ψ) = ψµ0d + (1− ψ)µ0u, (S5)

Hmix(ψ) =
Z

2

(
wddψ

2 + wuu(1− ψ)2 + 2wudψ(1− ψ)
)
, and (S6)

Smix(ψ) = −kB(ψ ln(ψ) + (1− ψ) ln(1− ψ)), (S7)

following the framework of Flory and Huggins2,3. Here, µ0d and µ0u are the standard chemical

potentials of doped and undoped sites, Z is the coordination number, wdd, wuu, and wud
express the interaction strength between doped sites, undoped sites, and between the two, and

kB is the Boltzmann constant. The chemical potential follows as

µ(ψ) =

(
∂G(ψ)

∂ψ

)

p,T

= µ0d − µ0u + Z (wddψ + wuu(ψ − 1)− wud(2ψ − 1)) + kBT ln

(
ψ

1− ψ

)
(S8)

and relates to the gate-source voltage VGS via the electrochemical potential as defined in

Eq. 7. Since the doping parameter ψ translates to the drain current ID, the transfer curve of

an OECT can be seen as a direct consequence of the underlying Gibbs free energy function.

For an entropy-dominated system, G(ψ) is a parabola-shaped potential with a single minimum,

i.e., a single thermodynamic equilibrium state (Fig. 1a). However, for a system of dominating

enthalpy, the single equilibrium state bifurcates, given rise to a partially negative curvature in
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G(ψ):
(
∂2G(ψ)

∂ψ2

)

p,T

≤ 0 (S9)

Z(wdd + wuu − 2wud) ≤ kBT

ψ(ψ − 1)
(S10)

λ =
Z(wdd + wuu − 2wud)

kBT
· ψ(ψ − 1) ≥ 1 with ψ ∈ [ψi, 1− ψi], (S11)

where ψi and 1− ψi are the inflection points of G(ψ). Doping concentrations in this ψ-range

are unstable and decompose into two coexisting equilibrium states with positive curvature in

G(ψ). In this situation, the chemical potential is non-monotonic, having a range of inverted

slope between its local extrema at ψi and 1− ψi that cannot contribute to the static transfer

curve of an OECT. The quantity λ can in this sense be interpreted to express the degree of

bistability present in the system, as it sets enthalpic and entropic contributions in relation

to one another. We provide an interactive simulation tool under Ref. 4 to illustrate these

relationships.

Given that a single doping unit will involve multiple individual components (e.g., PEDOT

units, PSS units, ions), we approximate the standard chemical potentials with µ0d ≈ µ0u, from

which an equilibrium at ψ = 0.5 follows for the ideal gas scenario. Apart from that, it is worth

noting that the approach we take here is based on the assumption of a lattice structure, where

Z is the according coordination number. Obviously, the OMIEC’s microstructure does not

correspond to a period lattice but is instead of a much more disordered nature, which translates

to the interlacing of doping units. Accordingly, Z appears as an unknown quantity that we

cannot explicitly separate from the interaction parameters, but only consider the product with

hi = Z · wi ∀ i ∈ {uu, dd, ud}, (S12)

where for Z we expect values of typical scale for three-dimensional systems, i.e., 2 to ∼ 8.
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Supplementary Note 2: Dynamic Instability

VCh VE

VGS

Channel Electrolyte

Fig. S8: Ionic circuit of an OECT.

With ψ describing the relative proportion of doped units in the channel, the associated charge

follows as

φ = ψ · e ·Ntot. (S13)

As the chemical potential µ(φ) is related to VGS through Eq. 7, the inverse derivative of µ(φ)

has the character of a capacitance,

∂φ

∂µ(φ)
= C(φ). (S14)

From this, we can express the time dependence of φ through

∂φ

∂t
= C(φ)

∂µ(φ)

∂t
. (S15)

To now understand the dynamic behavior of the channel during a transfer scan, we take the

approach of Bernards et al.5 and describe the system as a series connection of capacitor and

resistor, where we assume a non-polarizable gate electrode (e.g., Ag/AgCl) for the sake of

simplicity (Fig. S8). Given this system, ∂φ
∂t (Eq. S15) corresponds to the gate current IG,

which itself is determined by the effective voltage through the electrolyte VE:

IG ↔ ∂φ

∂t
(S16)

=
1

RE
VE (S17)

=
1

RE
(VGS − VCh). (S18)

Obviously, the dynamic behavior of IG during a VGS-sweep also determines the charge in

the channel and therefore, ID. When further considering that the channel potential is

predominantly determined by the chemical potential µ(φ), the OECT dynamics can be

described through the first-order differential equation

ID ↔ ∂φ

∂t
=

1

RE
(VGS − µ(φ)). (S19)

For a given bistability (Eq. 8), one can approximate the bistable potential function as a

polynomial of order 4, namely

G(ψ) ↔ V (x) = αx4 − βx2, where α, β > 0. (S20)

Given such a potential (Fig. S9a), one can understand the dynamic behavior of the bistable



10

Stable Instable

Stab
le

Stable

Stable

Instable

Stable

Fig. S9: Dynamic instability. (a) G(ψ) is approached by a fourth-order polynomial V (x), according

to Eq. S20 (α = 0.25, β = 0.5). (b) Increasing β effects a pitchfork bifurcation of the equilibrium state

for β > 0. (c) For an external force γ, stable and instable equilibrium regimes occur, yielding a

hysteresis. (d) Phase portrait visualizing the dynamics of the bistable system, showing an unstable

fixed point in between two stable fixed points.

system by comparing it to a damped, non-linear oscillator. With including a damping

proportional to the velocity, it follows from Newton’s second law that

ẍ = −∂V (x)

∂x
− ηẋ, which for strong damping leads to (S21)

ẋ = −∂V (x)

∂x
= −4αx3 + 2βx (S22)

on the new time axis t → tη−1. Eq. S22 is equal to the force driving the system into its

equilibrium states, i.e., the chemical potential µ(ψ), and as such, is a gradient system. This

implies asymptotically stable fixed points of V (x) at x0 = ±
√
β(2α)−1 and an instable point

at x0 = 0, leading to bifurcation depending on β (Fig. S9b). With the two stable points being

separated by an instable point, bistable operation follows. When the system is deflected from

equilibrium by a constant, external force γ, Eq. S22 turns to

ẋ = −∂V (x)

∂x
= −4αx3 + 2βx+ γ, (S23)

leading to bistability in the interval of γ ∈ (−γi, γi) with γ2i = 8β3(27α)−1 (Fig. S9c). The

parameter γ will push the system always on a stable path, until either γi (from the bottom)

or −γi (from the top) is reached, upon which the transition follows on a very short time scale.

This dynamic behavior is visualised by the phase portrait in Fig. S9d, showing the two stable

fixed points sideways to the unstable fixed point. We further expand on this reasoning in

Supplementary Note 7 to study the dynamic response of the system to a periodic bias.

Transferring this understanding to the OECT system is now straightforward. The double-
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well potential V (x) approximates the Gibbs free energy function G(ψ), having its equilibrium

state at ψ0 for the monostable (entropy-dominated) system and at ψ0 and 1 − ψ0 for the

bistable (enthalpy-dominated) case. The bifurcation parameter β relates to the balance

between these forces, entropy and enthalpy, and thus to λ of Eq. 8, while the external force γ

corresponds to the gate voltage VGS. It follows that any system obeying the first-order ordinary

differential equation derived above will show bistable operation, if the underlying potential

function features the topology of Eq. S20 (double-well potential). It further follows from this

argumentation that a depletion mode device must necessarily show non-volatile hysteresis in

the loop direction of Fig. 1c. That is, a low-resistance state followed by a high-resistance state,

when switching from on to off.
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Supplementary Note 3: Maxwell Construction

1

F1

2

34

F2

1 → 2: dµ ~ 0
2 → 3: dT ~ 0
3 → 4: dµ ~ 0
4 → 1: dT ~ 0

Fig. S10: Chemical potential profile as a cycle process.

We show that the profile of µ(ψ) can be considered as a cycle process6. As laid out in the

main text and in Supplementary Note 1, we assume similar standard chemical potential for

doped and undoped units, which allows us to approximate the idealized chemical potential

point-symmetric around (ψ, µ(ψ)) = (0.5, 0 eV). The first law of thermodynamics dictates

that

dU = δQ+ δW, (S24)

with the internal energy U and δQ and δW the heat exchanged and work performed. The

second law of thermodynamics demands for a reversible process that

δQ = TdS, (S25)

while the performed chemical work corresponds to

δW =

∫
µ(ψ)dψ, yielding (S26)

dU = TdS +

∫
µ(ψ)dψ and (S27)

d(U − TS) = −SdT + µ(ψ)dψ. (S28)

With the Helmholtz free energy defined as

F = U − TS, it follows that (S29)

dF = −SdT + µ(ψ)dψ, (S30)

where the first term expresses the exchanged heat and the second the performance of chemical

work, corresponding to F1 and F2 in Fig. S10:

F1 = F2 (S31)
∫ 2

1
µ1→2(ψ) dψ =

∫ 4

3
µ3→4(ψ) dψ. (S32)

This reasoning is similar to the concept of Maxwell constructions in the context of phase

transitions of non-ideal gases, where the work done during expansion and compression must

be equal. Here, however, we refer to the chemical work. From Eq. S30 follows that the
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performance of such work must necessarily be associated with the consumption/release of

heat, which we validate experimentally in Fig. 3g and S11.

Fig. S11: In-operando thermography study of a solid-state OECT. Heat consumption is

observed when switching the OECT from off to on (VGS = 1.5 to −1.0V, VDS = −0.1V). For the time

being, differences between source and drain electrodes are omitted and the temperature is averaged

over the channel. We attribute the temperature difference, which in the on-state is ∼ 0.3K, to a shift

of the doping process towards the source electrode, at which charge injection takes place.
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Supplementary Note 4: Subthreshold Swing

T

Fig. S12: Subthreshold swing of a bistable OECT (simulation). With a bistable Gibbs free

energy function (a), the chemical potential (b) is non-monotonic. During the transition between the

on- and off-state, the total electrochemical potential is constant, implying that chemical potential

and electrostatic potential balance (Eq. S33). This effect decreases with rising temperature, causing a

non-monotonic progression of the subthreshold swing with temperature. We express this relationship

through Eq. S34, which is modelled in (c).

As laid out before, for a present bistability, we can assume a Maxwell construction for µ(ψ) in

the regime ψ ∈ [ψi, 1 − ψi], where the total electrochemical potential is constant during each

transition (Fig. S10). Following Eq. 7, this is the result from a balance between the chemical

potential resulting from G(ψ) and the electrostatic potential from the gate voltage VGS:

µ̄ =
∂G(ψ)

∂ψ
+ fe(VGS − VCh) = const. (S33)

This understanding can be transferred to the subthreshold swing SS, which defines the

minimum gate voltage required to change the drain current by one order of magnitude in

the subthreshold region. In the ideal case, the subthreshold swing is a purely diffusion-

controlled quantity, being inversely proportional to the thermal voltage kBT
e , which defines the

typically expected increase with temperature7: As the temperature increases, a progressively

larger gate potential is required to change the drain current by one order of magnitude, since

diffusion deprives charge carriers from their effective modulation. For the bistable OECT

system, however, another effect is to be considered: With the non-monotone chemical potential

compensating the electrostatic gate potential, the subthreshold swing is subject to a second

influence, which ought to be stronger at lower temperatures. Thus, the subthreshold swing is

expected to obey

SS(T ) ≈ ln(10)

e



(
∂G(ψ, T )

∂ψ

∣∣∣∣
ψ=ψi

)

p,T

+ kBT


 , (S34)

where we can assume a doping efficiency of f ≈ 1, motivated by the low state occupancy in

the subthreshold region. The chemical potential is evaluated at its local maximum ψi, which

is due to the fact that the subthreshold swing for the PEDOT:PSS-based depletion mode

OECT is considered for its transition from on to off (Fig. S12a,b). ψi in this case is the first

thermodynamically stable point, where at the same time, chemical and electrostatic potential

are just balanced. Eq. S34 is modelled in Fig. S12c, showing the non-monotonic dependence
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on temperature: As long as enthalpy is dominant and bistability is present, the subthreshold

swing decreases with rising temperature. From the point on where enthalpic and entropic

contributions are balanced, however, the subthreshold swing increases with kBT .
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Supplementary Note 5: Fitting of Gibbs Free Energy

Calculating and fitting the experimental Gibbs free energy data was carried out on the basis

of the procedures of Ref. 1. However, certain refinements were necessary to account for the

bidirectional device operation and the resulting bistability underlying this work. In particular,

we model the Gibbs free energy profiles of the data sets of Fig. 3a (entropy-controlled) and

b (enthalpy-controlled). G(ψ) can be extracted from the transfer curve measurements via

integration. Especially for the low-temperature regime, however, the given electrochemical

window does not allow to capture both the on- and the off-state symmetrically, which may

hinder appropriate data integration. To account for this, we perform an analytic continuation

of the data in the on-state, by fitting the two branches with a generalized logistic function of

the form

f(x) =
Ion

(1 + e−b·(x−c))v
+ Ioff , (S35)

where x refers to VGS and the fitting parameters b, c, and v account for the fitting functions

slope, midpoint, and sharpness. The normalized data sets are then extended in an equidistant

manner to achieve symmetry around the midpoints at ψ = 0.5. An example is shown in

Fig. 3c, where the dark blue data set is continued with the light blue data points. Obviously,

this approach preempts any processes potentially occurring at more negative gate voltages that

are not covered by the experimental data, like the formation of bipolarons. However, since such

processes are not described by our model anyway at this point, the analytic continuation of

the on-state as carried out here represents a valid approximation. Given this, the reasoning of

Supplementary Note 3 is applied by shifting the data sets to have partial integrals of equal size

around µ(ψ) = 0 eV (Fig. 3c). Note that this approach is underpinned by the approximately

equal heat exchange for the two sweeps in the thermography study (Fig. 3g and S11). Data

integration then yields the experimental Gibbs free energy profiles shown in Fig. 3d and e with

hollow points.

For fitting, the model equations (Eq. 4-6) were subjected to polynomial decomposition to

then fit the equation

g(ψ) =
1

α

(
kBT (ψ ln(ψ) + (1− ψ) ln(1− ψ)) + pψ2 + qψ + r

)
(S36)

with a weighted Levenberg-Marquardt algorithm, where α accounts for the fudge factor of

Eq. 7. Data points were weighted according to

wi =

(
dµi
dψi

)2

, (S37)

before being normalized. From Eq. S36, the h-parameters can be extracted by considering that

the Gibbs free energy function can be fully described by three points

g0 = G (ψ = 0) = µ0u +
1

2
huu, (S38)

g1 = G (ψ = 1) = µ0d +
1

2
hdd, and, (S39)

g2 = G

(
ψ =

1

2

)
= (hdd + huu − 2hdu) = −8

[
G

(
ψ =

1

2

)
− 1

2
(g0 + g1) + ln(2)kBT

]
, (S40)

from which hdd, huu, and hdu follow. The results are summarized in Table S1 and S2, together
with the degree of bistability λ, as calculated from Eq. 8 for ψ = 0.5.
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Table S1: Fitting parameters and extracted interaction parameters h. The data set-crossing

h-parameters are obtained by a global fitting approach. Accurate λ values are given in Table S2.

System hdd (meV) huu (meV) hdu (meV) λ

TSmix (Fig. 3d) 3.124± 0.023 4.036± 0.034 61.625± 0.142 > 1

Hmix high (Fig. 3e) 2.195± 0.013 6.560± 0.055 68.853± 0.070 > 1

Hmix low (Fig. 3e) 2.194± 0.025 2.391± 0.038 42.336± 0.512 < 1

Table S2: Extracted doping efficiencies α and degrees of bistability λ. λ is calculated

following Eq. 8 with ψ = 0.5.

System Temperature α (eVV−1) λ

TSmix (Fig. 3d) 263K 0.0078± 0.0001 1.281

268K 0.0161± 0.0001 1.257

273K 0.0179± 0.0001 1.234

278K 0.0138± 0.0001 1.212

283K 0.0132± 0.0001 1.191

288K 0.0177± 0.0001 1.170

293K 0.0211± 0.0001 1.150

298K 0.0264± 0.0002 1.131

303K 0.0320± 0.0003 1.112

Hmix high (Fig. 3e) 293K 0.0223± 0.0002 1.277

Hmix low (Fig. 3e) 293K 0.0506± 0.0005 0.793

We note that visually, the entropy-controlled data sets (Fig. 3d) have poorer agreement

with the fits than the enthalpy-controlled ones (Fig. 3e). This is due to the fact that, for the

time being, the model presented herein does not assume any temperature-dependence of the

h-parameters, for which the only free fitting parameter for each individual data set is α. The

h-parameters, on the other hand, must cover all data sets concurrently. The fitting of the

enthalpy-controlled data sets is not subject to such constraints, which allows for the better

match.

As can already be inferred from the order of magnitude of the fundamental model equations,

there is a scaling involved between theoretical and experimental findings. This is reflected

by the α-parameters of Table S2. While these appear rather low at first glance, they can be

readily understood by following reasoning:

Let the OECT gating be considered as the capacitive addition of charges. The charge

carrier density n then changes as

n = n0 +
C∗ · V
e

(S41)

with the applied voltage V , where n0 is the initial charge carrier concentration and C∗ is the

volumetric capacitance. Similarly, n is changed by changing the chemical potential µ, which

can be expressed through the linear approximation of

n = n0 +
dn

dµ

∣∣∣∣
µ=µ0

· (µ0 +∆µ) +O(∆µn), (S42)
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Fig. S13: Extracted and fitted doping efficiencies α. The doping efficiencies α from Table S2

are fitted with α(T ) = kBTe
−1 · b+ c, according to Eq. S46 and S47 (b = 8.55 · 10−19, c = −0.11).

where µ0 is the initial chemical potential. The state occupation can be approximated by a

Boltzmann distribution with

n = Neff · exp
(
E − µ

kBT

)
, (S43)

where Neff is the effective density of states in the valence band, E is the according energy, and

µ is the Fermi level (i.e., chemical potential). Note that this expression refers to (electron)

holes. With Eq. S42 it follows

n = Neff · exp
(
E − µ0
kBT

)

︸ ︷︷ ︸
n0

− 1

kBT
·Neff · exp

(
E − µ0
kBT

)

︸ ︷︷ ︸
n0

· (µ0 +∆µ) (S44)

= n0

(
1− µ0 +∆µ

kBT

)
. (S45)

With Eq. S41, the change in chemical potential can then be linked to the applied voltage:

µ0 +∆µ = −kBT
e

· C
∗

n0
· V (S46)

= −α · V. (S47)

Assuming a volumetric capacitance of C∗ = 40F cm−3, a charge carrier concentration of

n0 = 1·1021 cm−3, and kBT = 25.7meV (T = 298K), the scaling factor results as 0.006 eVV−1,

close to the estimated factors of Table S2. Note that this is only an approximate estimate to

indicate the order of magnitude of the scaling factor. In fact, it is not unlikely that the

actual volumetric capacitance is noticeably larger, as has been shown for the treatment of

PEDOT:PSS with ionic liquids8, which would result in values even closer to the ones found.

The estimated relation also reflects the temperature-dependence of α we see in the data

(Fig. S13), where the fitted factor of approximately 10−20 is sufficiently matching the ratio

of C∗ to n0. Not surprisingly, the data from Table S2 finally also shows that the material

composition has a notable influence on the doping efficiency (Hmix high vs. Hmix low). Not

least, we infer a connection here to the capacitance described in Eq. S14.

Finally, it is worth pointing out that the above calculation is valid within the Boltzmann

approximation, assuming an effective density of states model for the valence band. This

applies to the on-state of the OECT, where the number of holes present in the valence band
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is lower than the effective density of states. However, this approximation does not hold in

the subthreshold region, where the presence of intra-gap states (i.e., tail states) are causing

an exponential rise in current. Here, a significantly higher doping efficiency must be assumed,

which is reflected experimentally by the low subthreshold slope (e.g., Fig. 3h).
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Supplementary Note 6: Effect of the Drain Voltage

a b

c d

1 2

34

Fig. S14: Effect of the drain voltage. Given a bistability (a), the chemical potential is non-

monotonic, with the four indicated points in (b) defining the transition points across the instable range

of inverted slope. (c) During a transfer sweep, the physically stable points result in two branches for

each sweep. Note that the orange path (dedoping) is partially covered by the green path (doping). (d)

As the drain current is also a function of the drain voltage, the transition within each sweep deviates

from a perpendicular leap.

The Gibbs free energy function of the bistable system results in a non-monotonic chemical

potential profile, as derived above (Fig. S14a,b). Since the range of inverted slope is instable,

there are four points to consider for understanding the shape of the experimental transfer

curve. During doping (ψ = 0 → ψ = 1), the profile of the chemical potential is followed until

point 1 in Fig. S14b is reached. With VGS being continuously raised, the next possible point on

this curve is point 2, having the same chemical potential µ(ψ) at higher ψ. During dedoping

(ψ = 1 → ψ = 0), the same applies to points 3 and 4, respectively. This gives rise to two

stable branches for each sweep, as shown in Fig. S14c. Note that the orange track (dedoping) is

largely covered by the green track (doping). To understand the transition within each sweep,

one needs to consider that the drain current ID results from the integral of ψ(µ) from VGS to

(VGS −VDS), as discussed in Ref. 1. The slope of the transition is accordingly affected by VDS,

leading to a deviation from the perpendicular leap that one might expect from other bistable

systems9–11 (Fig. S14d).
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Supplementary Note 7: Schmitt Trigger

Fig. S15: Dynamic response of a bistable system. (a) V (x) with α = 0.25, β = 0.5 under an

external bias γ. (b) Upper panel: Periodic external bias as defined in Eq. S51 with A = 2, T = 200.

Lower panel: Time-dependent response of the system as calculated by solving the set of differential

equations with ϵ = 0.5. (c) Response of the system as a function of external bias. (d) Response of the

system in frequency space, given by the Fourier transformation over a cycle of 100 periods.

We use the proxy system of Supplementary Note 2 to study the dynamics of the bistable

OECT system. As before, we approach the Gibbs free energy function by the fourth order

polynomial

V (x) = αx4 − βx2 with α = 0.25, β = 0.5. (S48)

The dynamic response of this system is described by a set of two first-order differential

equations,

ẋ = v (S49)

v̇ = −∂V (x)

∂x
− ϵv + γ, (S50)

with the damping coefficient ϵ and the external driving force γ. The latter causes a deflection

of the potential function, as shown in Fig. S15a. The external driving force can be considered

as time dependent, for instance by means of a periodic signal

γ(t) = A · sin
(
2πt

T

)
with A = 2, T = 200, (S51)

shown in Fig. S15b (upper panel). Together with a damping coefficient of ϵ = 0.5, we solve

the set of differential equations by numerical integration using the SciPy library12. Fig. S15b

(lower panel) shows the time-dependent response of the system with corresponding damped
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oscillations towards the upper and lower state. This reflects even more in Fig. S15c, showing

the response as a function of external bias. In the frequency domain, the higher harmonics

are clearly visible, as to be expected for a system of intrinsic bistability (Fig. S15d).

With this notion, we study the Fourier transformation of the experimental OECT data using

a Fast-Fourier Transformation (FFT) algorithm. Therefore, the internal MATLAB function

was used in the following form:

% RecordedWaveform consists of time values (column 1) and

current values (column 3)

L=length(RecordedWaveform (1:end ,1));

fs=abs (1./( RecordedWaveform (2,1)-RecordedWaveform (1,1))); %

sample rate

f4 = (fs)*(0:(L/2))/L;

SpeIn4=fft(RecordedWaveform (1:end ,3));

P2in = abs(SpeIn4/L);

P1in = P2in (1:L/2+1);

P1in (2:end -1) = 2*P1in (2:end -1);

Note that the FFT assumes the signal in time domain with infinite iterations, i.e., the first

value of the recorded waveform is seen as the follow-up of the last and vice versa. Hence,

the recorded waveform including beginning and ending should result in an integer value to

avoid spurs in the spectrum. Furthermore, a higher number of cycles should be recorded for a

higher precision. A longer recording duration leads to a higher accuracy at lower frequencies,

while a higher sample rate increases the accuracy at higher frequencies. We considered the

above mentioned points for the calculation of the spectrum shown in Fig. 4. Thus, we used a

measurement consisting of 16 periods (653 seconds recorded) with a sample rate of 19.6Hz as

shown in Fig. S16a. The unfiltered spectrum is shown in Fig. S16b, showing higher harmonics,

in line with our preliminary considerations of the proxy system.

a b

Fig. S16: OECT oscillation. (a) Recorded waveform of output current and (b) corresponding

spectrum using an FFT algorithm in MATLAB.

For the filter design, we calculated several types of filters including higher order Butterworth
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and Elliptic filters. However, for an easy hardware realization, a simple filter structure ought

to be used, e.g., a first-order Butterworth filter. This filter can be realized utilizing only two

passive components, e.g., one resistor and one capacitor. For the design, we again used an

internal MATLAB function as follows:

fc4=6e-2; %corner frequency

[ym ,xm] = max(P1in (2:end)); %skip dc

fc5 = f4(xm);

Wn4 =2*fc4/fs;

[b4 ,a4] = butter(1,Wn4 ,'low'); %1st order Butterworth low -

pass filter

nv4=filter(b4,a4 ,RecordedWaveform (1:end ,3));

SpeOut4F=fft(nv4);

P2outF = abs(SpeOut4F/L);

P1outF = P2outF (1:L/2+1);

P1outF (2:end -1) = 2* P1outF (2:end -1);

[h_calc4 , w_calc4] = freqz(b4,a4 ,L,fs); %filter 's frequency

response

This results in a filter function with a 3 dB-corner frequency of 60mHz, a passband gain of 0 dB

(passive filter), and a stop band attenuation of 20 dBdec−1 as shown in Fig. S17a. There, the

filtered spectrum is also shown in frequency domain, while the filtered and unfiltered signals

in time domain are shown in Fig. S17b.

a b

Fig. S17: First-order Butterworth filter. (a) Filtered spectrum in frequency domain using a first-

order Butterworth filter (transfer function shown as dashed line) and recorded and filtered waveforms

of the output current in time domain (b).

The obtained filter coefficient can be implemented, e.g., by a 24 kΩ resistor and a 1.1mF

capacitor, both of which are commercially available.
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