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ON THE ASYMPTOTIC NUMBER OF LOW–LYING STATES IN

THE TWO–DIMENSIONAL CONFINED STARK EFFECT

LARRY READ

Abstract. We investigate the Stark operator restricted to a bounded domain Ω Ă

R
2 with Dirichlet boundary conditions. In the semiclassical limit, a three-term as-

ymptotic expansion for its individual eigenvalues has been established, with coeffi-

cients dependent on the curvature of Ω. We analyse the accumulation of eigenvalues

beneath the leading-order terms in these expansions, establishing Weyl-type asymp-

totics. Furthermore, we derive weak asymptotics for the density of the spectral

projector onto these low-lying states.

1. Introduction

Consider the operator

Lh “ ´h2∆ ` x1 in L2pΩq (1.1)

with Dirichlet boundary conditions, where Ω Ă R
2 is an open, bounded and connected

region. Suppose that there is a unique point X0 “ px0, y0q P BΩ that minimises the

first coordinate, and that around X0 the boundary is smooth with positive curvature

at X0. Then, as the semiclassical parameter h tends to zero, the bound states of

(1.1) cluster near the boundary at X0, where the repulsive potential is smallest. The

confined Stark effect is characterised by the splitting of the energy levels in this limit.

In [1] Cornean, Krejčiřík , Pedersen, Raymond and Stockmeyer examined this split-

ting. They determined that for any fixed k ě 1 the kth eigenvalue of (1.1) satisfies

λkpLhq “ x0 ` z1h
2{3 ` p2k ´ 1q

c
κ0

2
h` OhÑ0`ph4{3q (1.2)

where ´z1 « ´2.338 is the first zero of the the Airy function and κ0 ą 0 is the

curvature of the boundary of Ω at X0. We note that a higher-dimensional analogue

of this expansion has been found in [2].

The idea behind the expansion (1.2) is that as the bound states of (1.1) become

concentrated near X0, the curvature in the boundary acts as an effective harmonic

oscillator in the tangential component, whilst the orthogonal component produces the

Airy zero. Indeed, the approach taken in [1] was to construct quasi-states using the

eigenfunctions of the Airy operator and harmonic oscillator in tubular coordinates

around X0 on a suitable scale in h.

In this work, we are concerned with the directly related question of how many

eigenvalues accumulate below the different levels in (1.2). To introduce this, first
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consider the general case of a Schrödinger operator ´h2∆ `V in L2pωq with Dirichlet

conditions, on an open set ω Ă R
d with suitably regular potential V . The well-known

Weyl’s law states that the counting function,

Np´h2∆ ` V,Λq “ #
 
k P N : λkp´h2∆ ` V q ă Λ

(
,

satisfies the asymptotics

lim
hÑ0`

hdNp´h2∆ ` V,Λq “ Lcl
0,d

ż

ω

pΛ ´ V pxqqd{2

` dx (1.3)

where a˘ “ p|a| ˘ aq{2 and Lcl
0,d is an instance of

Lcl
γ,d “ Γpγ ` 1q

p4πqd{2Γpγ ` 1 ` d{2q . (1.4)

We investigate this limit for the Stark operator (1.1), where for the counting function

we take Λ as a function of h, choosing either

x0 ` µh2{3 or x0 ` z1h
2{3 ` µhα,

with µ ě 0 and α P p2{3, 1q. In doing so, we count the number of low-lying eigenvalues,

corresponding to the expansion (1.2). We note that a similar regime was considered

by Frank in [3], who determined the asymptotic number of edge states for a magnetic

Laplacian with Neumann boundary conditions.

1.1. Main results. Before stating our main results, we establish the construction of

tubular coordinates about X0. For the latter, we follow [1] and its notation as closely

as possible. Without loss of generality, we will assume that x0 “ 0.

Consider an arc-length parameterisation γpsq of BΩ in the vicinity of X0, such that

γp0q “ X0. The outward normal at any point on this curve can be represented by

npsq “ pcospθpsqq, sinpθpsqqq and the curvature by κpsq “ θ1psq, with κ0 :“ κp0q. We

can then fix δ ą 0 to be sufficiently small so that the mapping τ : p´δ, δq ˆ p0, δq Ñ Ω

defined by

τps, tq “ γpsq ´ tnpsq (1.5)

establishes a diffeomorphism between the strip and its image in Ω, where the deter-

minant of its Jacobian is given by 1 ´ κpsqt.
Our first result reveals Weyl-type asymptotics for the γ´Riesz means of the Stark

operator (1.1), Tr pLh ´ Λqγ´, for which we identify γ “ 0 with the counting function.

Theorem 1.1. Let γ ě 0, α P p2{3, 1q and µ ě 0, then

lim
hÑ0`

hp1´2γq{3 Tr
`
Lh ´ µh2{3

˘γ
´

“ 4πLcl
γ,2?

2κ0

ÿ

k“1

pµ ´ zkqγ`1

` , and

lim
hÑ0`

h1´αp1`γq Tr
`
Lh ´ z1h

2{3 ´ µhα
˘γ

´
“ 4πLcl

γ,2?
2κ0

µγ`1

where ´zk is the kth zero of the Airy function and Lcl
γ,2 is given by (1.4).
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The approach we employ involves the use of Dirichlet–Neumann bracketing and

a rescaling of tubular coordinates around X0. The former operation is carried out

exclusively in the parallel coordinate, whilst in the orthogonal component we con-

struct quasi-states, as in [1]. These quasi-states approximate the eigenfunctions of the

operator

´ d2

dt2
` t in L2pR`q

with Dirichlet boundary conditions, R` “ p0,8q, which arises from the Taylor series

of τ near X0. The eigenvalues of this operator are the absolute values of the zeros of

the Airy function, zk. We denote the corresponding normalised eigenfunctions by ak,

which are given by

akptq “ Aipt´ zkq
}Aip¨ ´ zkq}2

2

for k ě 1, (1.6)

where Ai denotes the Airy function.

Now, let ρhp¨; Λq denote the density of pLh ´ Λq0
´. Recall that for a trace class

operator T represented by its Schmidt decomposition T “ ř
k“1 skp¨, ϕkqϕk the den-

sity is defined as ρT “ ř
k“1 sk|ϕk|2. Then, in our second result we find weak-type

asymptotics for ρh in tubular coordinates rescaled in R
2
` :“ tps, tq P R

2 : t ą 0u.

Theorem 1.2. Let α P p2{3, 1q and µ ě 0, then as h Ñ 0`

h4{3ρhpτph1{3s, h2{3tq;µh2{3q á 1

π

ÿ

k“1

´
µ ´ κ0

2
s2 ´ zk

¯1{2

`
akptq2, and

h5{3´α{2ρhpτphα{2s, h2{3tq; z1h
2{3 ` µhαq á 1

π

´
µ ´ κ0

2
s2
¯1{2

`
a1ptq2

in the sense of distributions on R
2
`, where τ is given by (1.5).

The structure of the paper is as follows. In Section 2 we start with an approach

using Dirichlet–Neumann bracketing to obtain a semiclassical result. In Section 3

we then proceed to prove a generalised version of Theorem 1.1 with the addition

of a potential, which we achieve by rescaling and splitting more accurately in the

orthogonal component. Finally, in Section 4 we make use of this generalisation and

proceed to prove Theorem 1.2.

2. Semiclassical approximation for the counting function

Our aim in this section is to deduce asymptotics for the counting function by brack-

eting in the tubular coordinates defined by (1.5). According to the semiclassical ap-

proximation, it is suggested that

NpLh, µh
3{2q « p2πq´2

ˇ̌ 
pξ, xq P R

2 ˆ Ω: h2|ξ|2 ` x1 ă µh3{2
(ˇ̌
.
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Thus for sufficiently small h only the region near X0 becomes relevant in the estimate,

due to the positive curvature of Ω at X0. Taking τ “ pτ1, τ2q as in (1.5), we note from

[1] that the Taylor series expansion for τ1 about p0, 0q is given by

τ1ps, tq “ t ` κ0

2
s2 ` OtÑ0,sÑ0p|s|3 ` |ts2|q. (2.1)

It follows that

NpLh, µh
3{2q « 1

4πh2

ż δ

0

ż δ

´δ

pµh2{3 ´ τ1ps, tqq`p1 ´ κpsqtq ds dt

« 1

4πh2

ż δ

0

ż δ

´δ

´
µh2{3 ´ t ´ κ0

2
s2
¯

`
p1 ´ κpsqtq ds dt

“ 4

15π
?

2κ0

µ5{2h´1{3 ` OhÑ0`ph1{3q.

Though this appears to contradict the statement of Theorem 1.1, we find that it holds

for large µ. The consistency is evident from the known asymptotics for the Airy zeros,

which satisfy

zk “ 1

4
p3πq2{3p4k ´ 1q2{3p1 ` okÑ8p1qq.

Thus as µ unlocks the levels in the leading order term the number of eigenvalues

becomes semiclassical.

We start by restricting Lh to some region about X0, sufficiently proportional to h,

with Neumann and Dirichlet conditions. We fix η P p0, 1{15q and define the region

Wh “ p´h1{3´η, h1{3´ηq ˆ p0, h2{3´ηq, then it results from the variational principle that

Lh ´ µh2{3 ď
`
´∆D

τpWhq ` x1 ´ µh2{3
˘

‘
`
´∆D

ΩzτpWhq ` x1 ´ µh2{3
˘
, and

Lh ´ µh2{3 ě
`
´∆N

τpWhq ` x1 ´ µh2{3
˘

‘
`
´∆N

ΩzτpWhq ` x1 ´ µh2{3
˘

in the sense of quadratic forms, where ´∆D
ω and ´∆N

ω denote the Dirichlet or Neumann

Laplacians on ω Ă R
2. (In the case of the latter, we have the option to maintain

or substitute the existing Dirichlet boundary conditions without altering the above

relationship). Consequently, noting that tx P Ω: x1 ă µh2{3u Ă τpWhq for sufficiently

small h, it follows that

N
`
´∆D

τpWhq ` x1, µh
2{3
˘

ď N
`
Lh, µh

2{3
˘

ď N
`
´∆N

τpWhq ` x1, µh
2{3
˘
. (2.2)

Each of these operators, which are restrictions of Lh to τpWhq, can be written in

tubular coordinates as

´h2m´1Bsm´1Bs ´ h2m´1BtmBt ` τ1ps, tq in L2pWh, m ds dtq,
where τ1 is the first coordinate of τ “ pτ1, τ2q and mps, tq “ 1 ´ κpsqt is the Jacobian

of τ . Their quadratic forms correspond to

qhrψs “
ĳ

Wh

“
h2

`
m´2|Bsψ|2 ` |Btψ|2

˘
` τ1ps, tq|ψ|2

‰
m ds dt,

considered for suitable classes of ϕ P H1pWhq depending on the boundary conditions.
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At this point, we wish to use our shrinking domain to change the operator to one

on a flat strip, without the curvature term. Given the Taylor expansion (2.1) and the

fact that the boundary of Ω is smooth and κ0 ą 0, we can take h to be sufficiently

small so that for every ps, tq P Whˇ̌
ˇτ1ps, tq ´

´
t` κ0

2
s2
¯ˇ̌
ˇ À h1´3η and ´ h2{3´η À mps, tq ´ 1 ď 0,

with implicit constants that are independent of h. Then we use the above estimates to

approximate qh from above and below correspondingly. To simplify notation, where

we have used implicit constants above, we bound them by h´η and assume that h is

sufficiently small. We find that for any ψ P H1pWhq

qhrψs ´ h1´4η}ψ}2

2 ď
`
1 ´ h2{3´2η

˘´1
ĳ

Wh

h2
`
|Bsψ|2 ` |Btψ|2

˘
`
´
t ` κ0

2
s2
¯

|ψ|2 ds dt,

and

qhrψs ` h1´4η}ψ}2

2 ě
`
1 ´ h2{3´2η

˘ĳ

Wh

h2
`
|Bsψ|2 ` |Btψ|2

˘
`
´
t` κ0

2
s2
¯

|ψ|2 ds dt.

Thus we reduce to operators in L2pWh, ds dtq and using the estimates (2.2) together

with those for qh above, we see that

NpLh, µh
2{3q ě N

´
´h2∆D

Wh
` κ0

2
s2 ` t, h2{3pµ ´ h1{3´5ηq

¯
and

NpLh, µh
2{3q ď N

´
´h2∆N

Wh
` κ0

2
s2 ` t, h2{3pµ ` h1{3´5ηq

¯
.

(2.3)

In the following section, we will represent the errors in the preceding expression in a

different manner. However, it will be crucial for our subsequent discussions that we

are able to express it as h1{3´5η.

Proposition 2.1. The following holds

lim
hÑ0`

h1{3NpLh, µh
2{3q “ 4µ5{2

15π
?

2κ0

`
1 ` OµÑ8pµ´3{4q

˘
.

Proof. We carry out Dirichlet–Neumann bracketing; see, for example, [6]. That is, we

start by further splitting the operators in (2.3) into equal-sized intervals scaled in h,

applying Dirichlet and Neumann boundary conditions. Let ℓ, L ą 0 and define

Ij,kpℓ, L; hq “ h1{3pℓj, ℓpj ` 1qq ˆ h2{3pLk, Lpk ` 1qq
with j P Z and k P N0.

Starting with the Neumann operator constructed above, we restrict it to each in-

terval Ij,k that intersects with Wh and impose Neumann boundary conditions whilst

estimating potential from below. Since the potentials become purely attractive out-

side of Wh, we can trivially extend to all intervals j P Z, k P N0. Using the variational



6 LARRY READ

principle and (2.3) we obtain

NpLh, h
2{3µq

ď
ÿ

pj,kqPZˆN0

N

ˆ
´h2∆N

Ij,kpℓ,L;hq ` min
Ij,kpℓ,L;hq

´κ0

2
s2 ` t

¯
, h2{3

`
µ ` h1{3´5η

˘˙

“
ÿ

j,k

#

#
pm,nq P N

2
0 :
h2π2m2

h2{3ℓ2
` h2π2n2

h4{3L2
` min

Ij,kpℓ,L;hq

´κ0

2
s2 ` t

¯
ă h2{3

`
µ ` h1{3´5η

˘
+

“
ÿ

j,k

ÿ

nPN0

#

#
m P N0 :

h4{3π2m2

ℓ2
ă h2{3

˜
µ´ π2n2

L2
´ min

Ij,kpℓ,L;1q

´κ0

2
s2 ` t

¯
` h1{3´5η

¸

`

+
.

Since each of the sums in j, k and n are finite and independent of h, after discounting

the zero terms, we see that

lim sup
hÑ0`

h1{3NpLh, h
2{3µq ď 1

π

ÿ

j,k,n

ℓ

ˆ
µ ´ π2n2

L2
´ min

Ij,kpℓ,L;1q

´κ0

2
s2 ` t

¯˙1{2

`

.

Integrating with respect to n, j and k appropriately we find that

lim sup
hÑ0`

h1{3NpLh, h
2{3µq

ď 1

π

ÿ

j,k

ℓ

«ˆ
µ´ min

Ij,kpℓ,L;1q

´κ0

2
s2 ` t

¯˙1{2

`

` L

4

ˆ
µ ´ min

Ij,kpℓ,L;1q

´κ0

2
s2 ` t

¯˙

`

ff

ď 4

π
?

2κ0

«ˆ
π

8L
µ2 ` 1

15
µ5{2

˙
` π

4
µ` Lµ3{2

6

ff
` 2ℓ

π

«ˆ
2

3L
µ3{2 ` 1

8
µ2

˙
` ?

µ ` Lµ

4

ff
.

Hence by taking ℓ Ñ 0` we arrive at the following:

lim sup
hÑ0`

h1{3NpLh, h
2{3µq ď 4

15π
?

2κ0

µ5{2 ` 2Lµ3{2

3π
?

2κ0

` π

2Lπ
?

2κ0

µ2 ` 1?
2κ0

µ. (2.4)

For the lower bound, we restrict ourselves to the intervals contained in Wh and

impose Dirichlet boundary conditions. It follows from bracketing and (2.3) that

NpLh, h
2{3µq

ě
ÿ

pj,kq : Ij,kpℓ,L;hqĂWh

N

ˆ
´h2∆D

Ij,kpℓ,L;hq ` min
Ij,kpℓ,L;hq

´κ0

2
s2 ` t

¯
, h2{3

`
µ ´ h1{3´5η

˘˙

“
ÿ

j,k

#

#
pm,nq P N

2 :
h2π2m2

h2{3ℓ2
` h2π2n2

h4{3L2
` max

Ij,kpℓ,L;hq

´κ0

2
s2 ` t

¯
ă h2{3

`
µ ´ h1{3´5η

˘
+

“
ÿ

j,k

ÿ

nPN

#

#
m P N :

h4{3π2m2

ℓ2
ă h2{3

˜
µ´ h1{3´5η ´ π2n2

L2
´ max

Ij,kpℓ,L;1q

´κ0

2
s2 ` t

¯¸

`

+
.
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Similar to before, we use the finiteness of the sums and integrate in n, j and k to get

lim inf
hÑ0`

h1{3NpLh, h
2{3µq

ě 1

π

ÿ

j,k,n

ℓ

ˆ
µ ´ π2n2

L2
´ max

Ij,kpℓ,L;1q

´κ0

2
s2 ` t

¯˙1{2

`

ě 1

π

ÿ

j,k

ℓ

«
L

4

ˆ
µ ´ max

Ij,kpℓ,L;1q

´κ0

2
s2 ` t

¯˙

`

´
ˆ
µ´ max

Ij,kpℓ,L;1q

´κ0

2
s2 ` t

¯˙1{2

`

ff

ě 4

π
?

2κ0

«
µ5{2

15

ˆ
1 ´ L

µ

˙5{2

´ πµ2

8L

ff
´ ℓµ2

4π

ˆ
1 ´ L

µ

˙2

.

Now letting ℓ Ñ 0`, provided that we take L ď µ, we obtain

lim inf
hÓ0

h1{3NpLh, h
2{3µq ě 4µ5{2

15π
?

2κ0

´ 2Lµ3{2

3π
?

2κ0

´ πµ2

2Lπ
?

2κ0

. (2.5)

To see the asymptotics as µ Ñ 8, we combine the limits (2.4) and (2.5) choosing

L proportional to µ. We see that choosing L “ µ1{4 leads to the best order in the

remainder term. �

We note that the asymptotics we derive differ from the classical Weyl asymptotics

(1.3) applied to the potential x1´µh2{3. However, a correct leading-order upper bound

for µ Ñ 8 can be derived using the CLR-type bound found in [7], which is applicable

due to the monotonicity of the potential. In the following section, we demonstrate in

Remark 3.4 that a simpler proof of this result is achievable through rescaling and a

double application of Weyl’s law.

3. Proof of Theorem 1.1

In this section we prove a generalisation of Theorem 1.1. For V P C8
0 pR2

`q we define

the rescaled potential Vh as a function in Ω, zero outside of Wh with

Vhpτps, tqq “ V ph´1{3s, h´2{3tq for ps, tq P Wh. (3.1)

The idea is to introduce a potential that acts on the same scale as the low-lying

eigenvalues we are concerned with. In this case, instead of bracketing in the orthogonal

coordinate t we use separation of variables and the construction of quasi-states to

extract the eigenvalues of the operator

Lpsq “ ´ d2

dt2
` t ` V ps, tq in L2pR`, dtq (3.2)

with Dirichlet boundary conditions, which we denote by tλkps;V quk“1. We note that

for smooth and compactly supported V , these eigenvalues are well-defined continuous

functions of s. Before stating our result, we need a technical lemma from [1].
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Lemma 3.1. Let Λ ą 0 and V P C8
0 pR`q then there exist positive and finite constants

R “ R pΛ, }V }8q and C “ C pΛ, }V }8q such that for any ℓ ą R and any eigenvalue

λ ă Λ of the operator

´ d2

dt2
` t` V ptq in L2p0, ℓq,

with Dirichlet conditions at t “ 0 and Dirichlet or Neumann conditions at t “ ℓ, the

corresponding eigenfunction ϕλ satisfies
ż ℓ

R

´
|ϕ1
λ|2 ` |ϕλ|2

¯
et

3{2

dt ď C}ϕλ}2

L2p0,ℓq.

This result is essentially identical to [1, Proposition 2.1]. The only difference is that

we work on a different scale and use the boundedness of V .

Proposition 3.2. Let γ ě 0, µ ě 0 and V P C8
0 pR2

`q, then

lim
hÑ0`

hp1´2γq{3 Tr
`
Lh ` h2{3Vh ´ h2{3µ

˘γ
´

“ Lcl
γ,1

ÿ

j“1

ż

R

´
µ ´ κ0

2
s2 ´ λjps;V q

¯γ`1{2

`
ds.

Taking V ” 0, it follows that the eigenvalues extracted from (3.2) are just Airy

zeros, independent of s. Putting this into the expression above precisely yields the

first result in Theorem 1.1.

Proof. To ease notation, we label

Lhpµ, V q :“ Lh ` h2{3 pVh ´ µq .
We fix γ ě 0 and start by recalling the construction in the previous section with the

addition of a potential. Due to the boundedness of the potential Vh it follows from

(2.2) and (2.3) that for sufficiently small h,

Tr Lh pµ, V qγ´ ě Tr
´

´h2∆D
Wh

` κ0

2
s2 ` t` h2{3

`
Vh ˝ τ ´ µ` h1{3´5η

˘¯γ
´

Tr Lh pµ, V qγ´ ď Tr
´

´h2∆M
Wh

` κ0

2
s2 ` t` h2{3

`
Vh ˝ τ ´ µ´ h1{3´5η

˘¯γ
´

(3.3)

with M here denoting mixed boundary conditions, where we keep Dirichlet boundary

conditions where t “ 0 and impose Neumann conditions elsewhere. In deriving (3.3)

from (2.3) we have used that
ˇ̌
tκpsqh2{3Vhpτps, tqq

ˇ̌
À h4{3´η}V }8.

Now we carry out a change of scale directly and use separation of variables. Applying

the unitary transformation Uhϕps, tq “ h´1{2ϕph´1{3s, h´2{3tq to the operators on the

right in (3.3) we obtain

´h4{3B2
s ` h2{3

´
´B2

t ` t` κ0

2
s2 ` V ps, tq

¯
in L2pp´h´η, h´ηq ˆ p0, h´ηqq.
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with their respective boundary conditions. It is then helpful to reformulate these,

writing them as one-dimensional Schrödinger operators in s with operator-valued po-

tentials. In this form, the operators with Dirichlet and mixed boundary conditions

are, up to a factor of h2{3, given by

´h2{3 d2

ds2

ˇ̌
ˇ
D

p´h´η ,h´ηq
b I ` κ0

2
s2 b I ` V

D
h psq, and

´h2{3 d2

ds2

ˇ̌
ˇ
N

p´h´η ,h´ηq
b I ` κ0

2
s2 b I ` V

M
h psq

in L2pp´h´η, h´ηq, ds;L2p0, h´ηqq, where for each s

V
D
h psq “ ´ d2

dt2

ˇ̌
ˇ
D

p0,h´ηq
` t` V ps, tq and

V
M
h psq “ ´ d2

dt2

ˇ̌
ˇ
M

p0,h´ηq
` t` V ps, tq

as operators in L2p0, h´ηq, where M symbolises the imposition of Dirichlet conditions

at t “ 0 and Neumann conditions at t “ h´η. Furthermore, we can fix the domain of

the operators in s. Noting that

λkpVM
h psqq ě ´}V }L8pR2

`q

we can restrict the Neumann operator to the interval p´ rR, rRq with

rR “
a

2{κ0p}V }8 ` 2µq1{2 (3.4)

so that the potential is purely repulsive outside of this set. Whilst for the Dirichlet

case we can restrict it to any smaller interval and use domain monotonicity.

Thus, we obtain from (3.3) and the above that for every ε P p1{2, 1q and R ą 0

there exists h1 ą 0 such that for all h ă h1,

Tr Lh pµ, V qγ´ ěh2γ{3
ÿ

k“1

Tr

ˆ
´h2{3 d2

ds2

ˇ̌
ˇ
D

p´R,Rq
` κ0

2
s2 ` λk

`
V
D
h psq

˘
´ εµ

˙γ

´

Tr Lh pµ, V qγ´ ďh2γ{3
ÿ

k“1

Tr

ˆ
´h2{3 d2

ds2

ˇ̌
ˇ
N

p´ rR, rRq
` κ0

2
s2 ` λk

`
V
M
h psq

˘
´ ε´1µ

˙γ

´

.

(3.5)

Moreover, we note that the number of eigenvalues of VM
h psq and VD

h psq that we need

to consider in the sums above are finite, uniformly in s P R and h ă h1, in particular

rN :“ max
εPp1{2,1q

 
NpVD

h psq, εµq, NpVM
h psq, ε´1µq

(
Àµ }V }L8pR2

`q.

The idea now is to use Lemma 3.1 to show that the eigenvalues λkpVDpsqq and

λkpVM psqq converge to the eigenvalues of the Dirichlet operator Lpsq as h Ñ 0`,

uniformly in s. Then we can apply the standard form of Weyl’s law for γ´Riesz

means of Schrödinger operators on finite intervals with Dirichlet and Neumann condi-

tions to each of the operators above; see, for example, [4]. Finally, by taking R Ñ 8
and ε Ñ 1´ we will obtain the result.
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We begin with the eigenvalues of VM
h psq. Fixing s P R, we denote by ϕk,h the

eigenfunction corresponding to λkpVM
h psqq, satisfying Neumann conditions at t “ h´η.

Take χ P C8pRq with 0 ď χ ď 1 with χptq “ 1 for t ă 0 and χptq “ 0 for t ě 1

and such that }Btχ}8 ă 8. Then for 0 ă rη ă η define χhptq “ χpt ´ h´rηq. It follows

that the cut-off functions χhϕk,h lie in the form domain of the operator Lpsq given by

(3.2), after being trivially extended by zero. The min–max principle for eigenvalues

then yields

λ1ps;V q ď
pLpsqϕ1,hχh, ϕ1,hχhq

L2pR`q

}ϕ1,hχh}2

L2pR`q

“
`
VM
h psqϕ1,hχh, ϕ1,hχh

˘
L2p0,h´ηq

}ϕ1,hχh}2

L2p0,h´ηq

ď λ1pVM
h psqq ` Ce´h´3rη{2

with a finite constant C ă 8 that is independent of h and s. In the last line we have

used the decay estimate from Lemma 3.1 together with the boundedness of χ and Btχ,

to show that for all 1 ď k ď rN we haveˇ̌
ˇpVM

h ϕk,h, ϕk,hqL2p0,h´ηq ´
`
V
M
h ϕk,hχh, ϕk,hχh

˘
L2p0,h´ηq

ˇ̌
ˇ À e´h´3rη{2}ϕk,h}2

L2p0,h´ηq, and
ˇ̌
ˇ}χhϕk,h}2

L2p0,h´ηq ´ }ϕk,h}2

L2p0,h´ηq

ˇ̌
ˇ À e´h´3rη{2}ϕk,h}2

L2p0,h´ηq

where the implicit constants depend only on χ, µ and }V }L8pR2
`q.

To deduce a similar statement for the higher eigenvalues, we note that
ˇ̌
ˇpχϕk,h, χhϕj,hq

L2pR`q ´ δjk

ˇ̌
ˇ À e´h´3η{2

,

uniformly in 1 ď j, k ď rN and independent of s. Thus, h can be chosen sufficiently

small so that for all k ď rN the set tχhϕj,hukk“1 forms a k dimensional subspace of

L2pR`q. Therefore, by the min-max principle and the decay estimates above, we have

λkps;V q ď max
ϕPtχhϕ

h
k

uk
j“1

pLpsqϕ, ϕqL2pR`q

}ϕ}L2pR`q

“
`
VM
h psqϕk,hχh, ϕk,hχh

˘
L2p0,h´ηq

}ϕk,hχh}2

L2p0,h´ηq

ď λkpVM
h psqq ` rCe´h´3rη{2

(3.6)

for all k ď rN , with the constant rC ă 8 independent of k, h and s.

We now turn to the Dirichlet operator VD
h psq. This time we fix s P R and work

with the eigenfunctions of Lpsq, which we denote by ψk. Cutting these off in the set

p0, h´ηq and using estimates analogous to the above from Lemma 3.1 we see that there

exists h sufficiently small so that for all k ď rN

λkpVD
h psqq ď max

ψPtψj uk
j“1

pVD
h psqψ1, ψ1qL2p0,h´ηq

}ψ1}2

L2p0,h´ηq

“ pLpsqψk, ψkqL2p0,h´ηq

}ψk}2

L2p0,h´ηq

ď λkps;V q ` rrCe´h´3η{2

(3.7)

with some constant
rrC ă 8 independent of k, h and s.
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We insert the estimates (3.6) and (3.7) in (3.5), where we incorporate the errors

into ε, noting that we can still take it as close to 1 for all h ă h1 with h1 small. Then

after applying Weyl’s law, it follows that

lim sup
hÑ0`

hp1´2γq{3 Tr Lh pµ, V qγ´ ď Lcl
γ,1

ÿ

k“1

ż

R

´
ε´1µ ´ λkps, V q ´ κ0

2
s2
¯γ`1{2

`
ds

and

lim inf
hÑ0`

hp1´2γq{3 Tr Lh pµ, V qγ´ ě Lcl
γ,1

ÿ

j

ż R

´R

´
εµ´ λkps;V q ´ κ0

2
s2
¯γ`1{2

`
ds,

thus by taking ε Ñ 1` and R Ñ 8 we obtain the result. �

Remark 3.3. The assumption in Proposition 3.2 that V P C8
0 pR2

`q can be relaxed. It

is possible to extend to the class of V P Lγ`1pR2
`q using an approximation argument

similar to that in [6, Section 4.7].

Take a sequence C8
0 pR2

`q Q V pnq Ñ V and denote the rescaling of the former ac-

cording to (3.1) by V
pnq
h . Then for any θ P p0, 1q one can split our operator into

Lhpµ, V q “
´

´h2p1 ´ θq∆D
Ω ` x1 ` h2{3pV pnq

h ´ µq
¯

`
´

´h2θ∆D
Ω ` h2{3pVh ´ V

pnq
h q

¯
.

and see that NpLhpµ, V q, 0q is bounded from above by

N
´

´h2p1 ´ θq∆D
Ω ` x1 ` h2{3V

pnq
h , h2{3µ

¯
` N

´
´h2θ∆D

Ω ` h2{3pVh ´ V
pnq
h q, 0

¯
.

For the first term, we can apply Proposition 3.2 and for the second term, use the

CLR type bound found in [5] to control the limit as h Ñ 0`. Taking n Ñ 8 and

θ Ñ 0` yields the correct upper bound. The argument for the lower bound and for

the γ´Riesz means is similar.

Remark 3.4. The above analysis leads to a simpler proof of Proposition 2.1. To see

this, note that if we don’t approximate using quasi-states then Weyl’s law applied to

the statement (3.5) yields that for any R ą 0

lim inf
hÑ0`

h1{3N
`
Lh, µh

2{3
˘

ě
ż

R

ÿ

k“1

´
µ ´ κ0

2
s2 ´ λkpVD

R q
¯1{2

`
ds

“
ż

R

Tr
´

V
D
R ` κ0

2
s2 ´ µ

¯1{2

´
ds

“
ż

R

Tr

ˆ
d2

dt2

ˇ̌
ˇ
D

p0,R´ηq
` t ` κ0

2
s2 ´ µ

˙1{2

´

ds.

Applying Weyl’s law again for the trace of the operator in t as µ Ñ 8 one obtains

a bound from below with the same leading-order term as Proposition 2.1. The same

argument applied to the Neumann operator gives the result.
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Next, look at the asymptotic number of eigenvalues between the second and third

levels in (1.2). Let α P p2{3, 1q, then we consider for V P C8
0 pR2

`q a modified form of

rescaled potential Vh,α, supported in τpWhq, with

Vh,αpτps, tqq “ V ph´α{2s, h´2{3tq. (3.8)

To simplify the notation, we employ

Lhpµ, V ;αq :“ Lh ´ z1h
2{3 ` hα pVh,α ´ µq

and find asymptotics for the sums of its negative eigenvalues. The crucial element

here is that we find an explicit dependence on the normalised Airy function a1 given

by (1.6). That is, the eigenfunction of the operator Lpsq given in (3.2), which arises

in the following result from linear perturbation theory.

Proposition 3.5. Let γ ě 0, α P p2{3, 1q, µ ě 0 and V P C8
0 pR2

`q, then

lim
hÑ0`

h1´αp1`γq Tr L pµ, V ;αqγ´ “ Lcl
γ,1

ż

R

ˆ
µ ´ κ0

2
s2 ´

ż

R`

V ps, tqa1ptq2 dt

˙γ`1{2

`

ds.

Proof. We begin by fixing γ ě 0 and choosing η P p0, p1 ´ αq{5q. The latter ensures

that the errors introduced in (2.3) can be kept on a scale of ohÑ0`phαq. Then we find

that for any ε P p1{2, 1q there exists h1 such that for all h ă h1

Tr Lhpµ, V ;αqγ´ ě Tr
´

´h2∆D
Wh

` κ0

2
s2 ` t ´ z1h

2{3 ` hα pVh,α ˝ τ ´ εµq
¯γ

´

Tr Lhpµ, V ;αqγ´ ď Tr
´

´h2∆M
Wh

` κ0

2
s2 ` t ´ z1h

2{3 ` hα
`
Vh,α ˝ τ ´ ε´1µ

˘¯γ
´

where we have used the boundedness of V in R
2
`.

Applying a change of scale induced by the unitary transformation Uh,αϕps, tq “
h´1{3´α{4ϕph´α{2s, h´2{3tq to the operators above we obtain

´h2´αB2
s ` hα

κ0

2
s2 ` h2{3

`
´B2

t ` t` hα´2{3V ps, tq
˘

in the rescaled domain, with their respective boundary conditions. We then think of

these operators as one-dimensional Schrödinger operators in s with operator-valued

potentials. We find that operators with Dirichlet and mixed boundary conditions are,

up to a factor of h2{3, given by

´h4{3´α d2

ds2

ˇ̌
ˇ
D

p´h1{3´α{2´η ,h1{3´α{2´ηq
b I ` hα´2{3κ0

2
s2 b I ` VDhpsq, and

´h4{3´α d2

ds2

ˇ̌
ˇ
N

p´h1{3´α{2´η ,h1{3´α{2´ηq
b I ` hα´2{3κ0

2
s2 b I ` V

M
h psq
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in L2pp´h1{3´α{2´η, h1{3´α{2´ηq, ds;L2p0, h´ηqq, where for each s

V
D
h ps;αq “ ´ d2

dt2

ˇ̌
ˇ
D

p0,h´ηq
` t ` hα´2{3V ps, tq and

V
M
h ps;αq “ ´ d2

dt2

ˇ̌
ˇ
M

p0,h´ηq
` t ` hα´2{3V ps, tq

as operators in L2p0, h´ηq, with M denoting mixed conditions as before.

Therefore, together with domain monotonicity we see that for every ε P p1{2, 1q and

R ą 0 there exists h1 ą 0 such that for all h ă h1, Tr Lh pµ, V ;αqγ´ is bounded from

below by

h2γ{3
ÿ

k“1

Tr

ˆ
´h4{3´α d2

ds2

ˇ̌
ˇ
D

p´R,Rq
` hα´2{3

´κ0

2
s2 ´ µ

¯
` λk

`
V
D
h ps;αq

˘
´ z1

˙γ

´

(3.9)

and bounded from above by

h2γ{3
ÿ

k“1

Tr

ˆ
´h4{3´α d2

ds2

ˇ̌
ˇ
N

p´ rR, rRq
` hα´2{3

´κ0

2
s2 ´ µ

¯
` λk

`
V
M
h ps;αq

˘
´ z1

˙γ

´

(3.10)

where rR is given by (3.4). The approach now is to use Lemma 3.1 to show that the first

eigenvalues of VD
h ps;αq and VM

h ps;αq converge to the first eigenvalue of the operator

Lhps;αq :“ ´ d2

dt2
` t` hα´2{3V ps, tq

in L2pR`q with Dirichlet conditions, as h Ñ 0`, uniformly in s. To do this, we use

regular perturbation theory for the eigenvalues of Lhps;αq, see, for example, [8, Section

XII.2]. It follows that for any fixed k ě 1, if ϕk is the normalised kth eigenfunction of

L0ps;αq, then

λkpLhps;αqq “ λkpL0ps;αqq ` hα´2{3

ż

R`

V ps, tqϕkptq2 dt` OhÑ0`

`
h2α´4{3

˘

“ zk ` hα´2{3

ż

R`

V ps, tqakptq2 dt ` OhÑ0`

`
h2α´4{3

˘
.

(3.11)

The fact that for any given k the error term in (3.11) is uniformly finite in s can be

seen from the boundedness and compact support of V . It is then clear from (3.11)

that we only need to consider the first eigenvalue in both (3.9) and (3.10), since all

other terms will be zero for suitably small h.

Then we perform the same cutting off of the eigenfunctions of VM
h ps;αq and of

Lhps;αq as in the proof of Proposition 3.2. With the exponential decay estimate from

Lemma 3.1 and the min–max principle we obtain that

λ1pVM
h ps;αqq ě z1 ` hα´2{3

ż

R`

a1ptq2V ps, tq dt´ Ch2α´4{3

λ1pVD
h ps;αqq ď z1 ` hα´2{3

ż

R`

a1ptq2V ps, tq dt` Ch2α´4{3

(3.12)
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with a finite constant C ă 8 that is independent of h and s.

Inserting (3.12) into (3.9) and (3.10), absorbing the error into ε, we conclude that

Tr Lhpµ, V ;αqγ´ ěhαγ Tr

ˆ
´h2´2α d2

ds2

ˇ̌
ˇ
D

p´R,Rq
` κ0

2
s2 ´

ż

R`

V ps, tqa1ptq2 dt ´ εµ

˙γ

´

Tr Lhpµ, V ;αqγ´ ďhαγ Tr

ˆ
´h2´2α d2

ds2

ˇ̌
ˇ
N

p´ rR, rRq
` κ0

2
s2 `

ż

R`

V ps, tqa1ptq2 dt ´ ε´1µ

˙γ

´

.

Then by applying Weyl’s law to these operators and taking ε Ñ 1` and R Ñ 8 we

obtain the result. �

Applying Proposition 3.5 to V ” 0 completes the proof of Theorem 1.1.

4. Proof of Theorem 1.2

In this final section, we culminate our results from previous sections to deduce

asymptotics for the density of the spectral projector onto low–lying states. The argu-

ment follows from that used by Frank in [4] and uses regular perturbation theory as

in Proposition 3.5.

Proof of Theorem 1.2. Let ρh denote the density of Γh “ pLh ´ h2{3µq0
´. Then we fix

V P C8
0 pR2

`q and take Vh as the rescaling of V according to (3.1). It follows from the

variational principle that

h2{3

ż

Ω

Vhpxqρhpxq dx “ Tr
`
Lh ` h2{3Vh ´ h2{3µ

˘
Γh ´ Tr

`
Lh ´ h2{3µ

˘
Γh

ě ´ Tr
`
Lh ` h2{3Vh ´ h2{3µ

˘
´

` Tr
`
Lh ´ h2{3µ

˘
´

where we have used equality in the second term. Thus, from Proposition 3.2 we have

lim inf
hÑ0`

h1{3

ż

Ω

Vhρh ě 2

3π

ÿ

k“1

ż

R

´
µ ´ κ0

2
s2 ´ zk

¯3{2

`
´
´
µ ´ κ0

2
s2 ´ λkps;V q

¯3{2

`
dx,

and applying it again after replacing V by ´V we see that

lim sup
hÑ0`

h1{3

ż

Ω

Vhρh ď 2

3π

ÿ

k“1

ż

R

´
µ ´ κ0

2
s2 ´ λkps; ´V q

¯3{2

`
´
´
µ ´ κ0

2
s2 ´ zk

¯3{2

`
dx.

Then, considering εV instead, it follows from the above that the lim inf term is

bounded from below by

lim sup
εÑ0

Lcl
1,1

ÿ

k“1

ż

R

1

ε

„´
µ ´ κ0

2
s2 ´ zk

¯3{2

`
´
´
µ ´ κ0

2
s2 ´ λkps; εV q

¯3{2

`


dx.

Given that the sum in k is finite, we can use

d

dε

´
µ ´ κ0

2
s2 ´ λkps; εV q

¯3{2

`

ˇ̌
ˇ
ε“0

“ 3

2

´
µ ´ κ0

2
s2 ´ zk

¯1{2

`

d

dε
λkps; εV q

ˇ̌
ˇ
ε“0
,

where from perturbation theory it follows that

d

dε
λkps; εV q

ˇ̌
ˇ
ε“0

“
ż 8

0

V ps, tqakptq2 dt



ON THE ASYMPTOTICS OF LOW–LYING STATES IN THE STARK EFFECT 15

uniformly in s, which follows from the boundedness and compact support of V . Per-

forming the same calculation for the lim sup yields

lim
hÑ0`

h1{3

ż

Ω

Vhρh dx “ 1

π

ÿ

k“1

ż

R2
`

´
µ ´ κ0

2
s2 ´ zk

¯1{2

`
akptq2V ps, tq ds dt. (4.1)

Now we note that the integral on the the left-hand side can be written as
ż

Ω

Vhρh “
ż

Wh

Vhpτps, tqqρhpτps, tqqmps, tq ds dt

“ h

ż h´η

´h´η

ż h´η

0

V ps, tqρhpτph1{3s, h2{3tqqp1 ´ h2{3tκph1{3sqq ds dt.

Thus, using the boundedness of the curvature κ and combining this with (4.1) we

conclude that

lim
hÑ0`

h4{3

ż

R2
`

V ps, tq rρhps, tq ds dt “ 1

π

ż

R2
`

ÿ

k“1

´
µ ´ κ0

2
s2 ´ zk

¯1{2

`
akptq2V ps, tq ds dt

where rρhps, tq :“ ρhph1{3s, h2{3tq. Since this holds for any V P C8
0 pR2

`q, we obtain

the first statement in Theorem 1.2. The proof of the second part follows by the same

argument using the rescaled potential (3.8) and Proposition 3.5. �
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