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Abstract—Integrated sensing and communication (ISAC) net-
works are investigated with the objective of effectively balancing
the sensing and communication (S&C) performance at the
network level. Through the simultaneous utilization of multi-
point (CoMP) coordinated joint transmission and distributed
multiple-input multiple-output (MIMO) radar techniques, we
propose an innovative networked ISAC scheme, where multiple
transceivers are employed for collaboratively enhancing the S&C
services. Then, the potent tool of stochastic geometry is exploited
for characterizing the S&C performance, which allows us to
illuminate the key cooperative dependencies in the ISAC network
and optimize salient network-level parameters. Remarkably, the
Cramer-Rao lower bound (CRLB) expression of the localization
accuracy derived unveils a significant finding: Deploying N
ISAC transceivers yields an enhanced average cooperative sensing
performance across the entire network, in accordance with the
In? N scaling law. Crucially, this scaling law is less pronounced
in comparison to the performance enhancement of N2 achieved
when the transceivers are equidistant from the target, which
is primarily due to the substantial path loss from the distant
base stations (BSs) and leads to reduced contributions to sensing
performance gain. Moreover, we derive a tight expression of the
communication rate, and present a low-complexity algorithm to
determine the optimal cooperative cluster size. Based on our
expression derived for the S&C performance, we formulate the
optimization problem of maximizing the network performance
in terms of two joint S&C metrics. To this end, we jointly
optimize the cooperative BS cluster sizes and the transmit power
to strike a flexible tradeoff between the S&C performance.
Simulation results demonstrate that compared to the conventional
time-sharing scheme or a non-cooperative scheme, the proposed
cooperative ISAC scheme can effectively improve the average
data rate and reduce the CRLB, hence striking an improved
S&C performance tradeoff at the network level.

Index Terms—Integrated sensing and communication, ISAC
networks, network performance analysis, stochastic geometry,
cooperative sensing, distributed radar.

I. INTRODUCTION

The integration of sensing and communication (ISAC)
emerges as a promising paradigm for next-generation networks
[2], [3]. It employs unified spectrum, waveforms, platforms,
and networks to address the spectrum scarcity and circumvent
interference caused by separate sensing and communication
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(S&C) systems relying on shared wireless resources [4]], [S].
Through enabling data transmission to a communication re-
ceiver while extracting target information from all the scattered
echoes, ISAC can significantly enhance the spectrum-, cost-,
and energy-efficiency of S&C functionalities [6]. Most existing
studies on this topic in the literature primarily concentrate on
the ISAC design at the link/system level, with an emphasis on
waveform optimization, echo signal processing, and resource
allocation for a single base station (BS) [7]|—-[|10]], while only
limited attention has been dedicated to the ISAC design at the
network level [11].

The network-level ISAC is expected to provide several
pronounced benefits over conventional single-cell ISAC. In
terms of sensing, the ISAC network can expand its coverage
to encompass larger surveillance areas, diverse sensing angles,
and richer target information. Contrary to interference-limited
communications, the sensing benefits can be harnessed by
forming multi-static sensing in dynamic clusters [[12], [13]].
On the communications front, ISAC transceivers may collab-
oratively harness advanced coordinated multi-point (CoMP)
transmission/reception techniques to connect a single user
with multiple BSs for enhanced inter-cell interference man-
agement/exploitation [14]. Strategically incorporating S&C
cooperation techniques holds significant promise in terms of
achieving an enhanced and flexibly balanced S&C perfor-
mance within ISAC networks. Despite the above advantages,
networked ISAC also brings new challenges in terms of
wireless resource allocation and user/target scheduling among
multiple transceivers. In addition, cooperative ISAC networks
inevitably increase the signaling overhead and resource con-
sumption due to the high demand for information exchange
between transceivers. Therefore, it is necessary to strike a
balance between the S&C performance gains and control
signalling costs. This motivates the exploration of innovative
ISAC cooperation approaches to effectively manage/exploit the
interference and to significantly improve the cooperation gain,
paving the way for further ISAC network optimization.

Effectively capturing the impact of S&C cooperation and
gaining insights into the associated network-level tradeoffs
requires a precise quantitative description of the average S&C
performance across the entire cooperative ISAC network.
However, this task becomes significantly more challenging
in the presence of numerous random variables, including the
BS locations, transmission/reception topologies, and fading
values. Stochastic geometry provides a powerful mathematical
tool for the analysis of multi-cell wireless networks, and
has been widely used in various communication-only settings



[15]-[17]]. For instance, [[15] proposed a general framework
for the analysis of the average data rate and the coverage
probability in multi-cell communication networks. Moreover,
[18] proposed an interference management strategy, where cer-
tain time-frequency resource blocks at certain BSs are muted
based on the path loss incorporating the blockage effect, i.e.,
reduce interference by actively decreasing resource utilization.
In addition to evaluating the performance of communication-
only networks, stochastic geometry can also be employed
for analyzing the sensing performance of radar and wireless
sensor networks [19]—[21]. For example, the authors of [22]
studied a sensing metric based on the signal-to-interference-
plus-noise ratio (SINR) to establish a relationship between the
sensing accuracy and the number of BSs transmitting signals
with sufficient power to effectively participate in a localization
process. In [21]], by exploiting stochastic geometry methods, it
was demonstrated that increasing the BS density is capable of
enhancing the distance-based localization accuracy in wireless
sensor networks.

Furthermore, based on the literature of separate sensing
networks and communication networks, the authors of [23]]
studied beam-alignment aided THz ISAC networks, where
a reference signal and a synchronization signal block are
jointly designed to improve the beam alignment performance,
and stochastic geometry is utilized to analyze the coverage
probability and network throughput. Furthermore, in [24], the
BS serves as a dual-functional transmitter that supports both
radar and communication functionalities on a time-division
basis. In such ISAC networks, it is verified in [24] that efficient
radar detection is capable of augmenting the communica-
tion throughput in ISAC networks. In a more recent study
[25]], coordinated beamforming was harnessed for mitigating
interference within ISAC networks, offering useful insights
into the optimal allocation of spatial resources. However, the
existing literature hardly touched upon mitigating the inter-
cell S&C interference by the tight cooperation of the BSs for
enhancing the performance of ISAC networks. Furthermore, it
is noteworthy that the assessment of the sensing performance
in the existing literature typically relies on metrics like the
SINR or mutual information due to their analytical tractability
[22]-[25]. But the sensing performance analysis of other
metrics of estimation theory, such as the Cramér-Rao lower
bound (CRLB) [26], [27], has seldom been considered for
network performance analysis, primarily due to the more
complex operations involved, including matrix inversions.

Based on the above discussions, we propose a cooperative
ISAC scheme that integrates CoMP-based joint transmission
and multi-static sensing to strike a balance between the sensing
performance and communication performance at the network
level. As shown in Fig. [T} multiple BSs cooperatively transmit
the same communication data to the served user, while another
set of BSs collaborates with the objective of offering localiza-
tion services for each target. In such cooperative ISAC net-
works, new degrees of freedom (DoF) can be explored for opti-
mizing the cooperative BS cluster sizes for S&C for achieving
satisfactory S&C performance. Too small clusters will fail to
provide full cooperation gains from CoMP transmission and
multi-static sensing. On the other hand, an excessive cluster

size will achieve better data rate and higher sensing accuracy,
albeit at the cost of additional signal processing, increased
feedback, and excessive signalling overhead. Therefore, the
cooperative S&C cluster size should be dynamically adjusted
to account for changes in channel conditions, user/target pro-
files, and service quality requirements. Moreover, optimizing
the cooperative cluster sizes for S&C should take into account
the constraints imposed by the backhaul link capacity [28]].
Intuitively, a larger cooperative cluster size brings with it
higher backhaul requirements, and thus the limited backhaul
capacity may become a new bottleneck, failing to enhance
the cooperative S&C performance gain, which motivates our
investigation.

In this work, we quantify the ISAC performance both
in terms of the data rate and CRLB, and apply stochastic
geometry techniques to conduct our performance analysis,
shedding light on vital cooperative dependencies within the
ISAC network. This analysis yields insights concerning both
the data rate and CRLB upon increasing the cooperative
S&C cluster size. By using stochastic geometry, the S&C
performance of the entire cellular network can be described
more fairly, even in the presence of an infinite number of
random variables such as BS locations and fading values.
Then, based on the expression derived, we aim for optimizing
maximize the data-rate-CRLB region and the weighted sum
of data rate and the inverse CRLB. In contrast to the most
similar studies, which however dispense with cooperation [29],
[30], in this work, both the cooperative cluster sizes and the
power allocation of S&C are optimized for further improving
the whole network’s performance and achieve a more flexible
tradeoff between the S&C performance at the network level.
The main contributions of this paper are summarized as
follows:

« Firstly, we propose a cooperative ISAC networking frame-
work, enabling the realization of CoMP-based joint trans-
mission and distributed radar within the constraints of
limited backhaul capacity. Employing our proposed cooper-
ative ISAC network model and stochastic geometry tools,
we analytically describe the S&C performance through
tractable expressions, unveiling essential insights into the
inherent dependencies within ISAC networks. Furthermore,
we demonstrate that cooperative S&C significantly enhances
both the average data rate and the sensing accuracy.

« Secondly, upon considering random sensing directions, we
reveal a squared geometry gain of N2 for multi-static
sensing associated with N BSs. Furthermore, by relying on
random BS locations, we derive tractable expressions for the
expected CRLB. The scaling law of the CRLB with respect
to the number of sensing BSs is established, specifically
following a logarithmic square relationship, i.e., In? N. The
primary reason for the diminished scaling law of the CRLB
as compared to the geometric gain is that despite the distant
BSs offering improved sensing diversity, their contributions
to sensing gain is reduced due to their higher propagation
loss.

o Thirdly, we derive the effective channel gain as well as the
Laplace transform of the useful signals and of the inter-cell
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interference. Based on this, a tractable expression of the

communication is derived for flexible cooperative cluster

sizes. Moreover, the optimal cooperative communication
cluster size taking into account the BS’s acceptance proba-
bility is derived.

« Finally, we formulate a performance boundary optimization
problem for ISAC networks, whose performance is com-
pared to an inner bound to verify that cooperative transmis-
sion and sensing in ISAC networks can effectively improve
the S&C gain and strike a more flexible tradeoff between
the S&C performance. Moreover, it is revealed by our
simulations that when provided with more time/frequency
resource blocks and increased backhaul capacity, the pro-
posed cooperative scheme exhibits a higher performance
improvement than the time-sharing scheme.

Notation: B(a,b,c) = [;'t®=1(1 — t)*1dt is the in-
complete Beta function. Lowercase letters in bold font will
denote deterministic vectors. For instance, X and X denote
one-dimensional (scalar) random variable and random vector
(containing more than one element), respectively. Similarly,
x and x denote scalar and vector of deterministic values,
respectively. E,[-] represents statistical expectation over the
distribution of x, and [-] represents a variable set.

II. SYSTEM MODEL
A. Cooperative ISAC Network Model

In the network considered, each BS is equipped with M;
transmit antennas and M, received antennas. The BS’ location
follows a homogeneous Poisson point process (PPP) spanning
the two-dimensional (2D) space, denoted by ®;. Similarly,
®,, and P, respectively represent the point processes mod-
eling the locations of communication users having a single
antenna and of the targets in the ISAC network. It is assumed
that ®;, ®,,, and ¢, are mutually independent PPPs having
intensities Ay, Ay, and \,, where ®, = {d; € R?,Vi € N*t},

and Ay, As; > X\p. Following Slivnyak’s theorem and the
standard practice in stochastic geometric analysis [15], [31]],
the typical user is assumed to be located at the origin, and
its performance is analyzed for characterizing the average
performance of all users [[15]. Similarly, we assess the average
sensing performance of the typical target located at the origin,
where the distance from the typical target and the sensing
transceivers are analyzed based on their location distribution.

Focusing on a single time-frequency resource block, each
communication user is served by a cluster of L > 1 cooper-
ative BSs that jointly transmit the same communication data,
where the cooperative BS cluster is dynamically formed based
on the user’s location. Similarly, we adopt the target-centric
clustering method, relying on N > 1 BSs collaboratively
providing localization service for each target, hence forming a
distributed multi-static multiple-input multiple-output (MIMO)
radar system. Here, the BSs of the cooperative cluster can
exploit the target-reflected signals over both the direct links
(BS-to-target-to-originated BS links) and the cross-links (BS-
to-target-to-other BSs links) for cooperative sensing, as shown
in Fig. [I} Each BS utilizes transmit beamforming for sending
information-bearing signal s® to the corresponding served
user, together with a dedicated radar signal s for the sensed
target. In line with the assumptions in [32f], [33], there is no
correlation between the communication signal and the radar
signal, i.e., E{s(s¢)H} = 0. Upon letting s; = [s%,s]", we
have E [s;s7] = I,. Then, the signal transmitted by the ith
BS is given by

> c.C 3 S .S
x; = W;s; = /pSWis; + /pSWj s}, (1
where w¢ and wi € CM*1 are normalized transmit beam-
forming vectors, i.e., |w¢|| =1 and ||w{| = 1. Furthermore,

p® and p° represent the transmit power of the S&C signals, and
W, = [p°w$, p*w?] € CM+*2 is the transmit precoding matrix
of the BS at d;. To avoid the interference between S&C, we
adopt zero-forcing (ZF) beamforming for the sake of making
the analysis tractable. Then, the beamforming vector of the
serving BS 7 is given by

W, = H,;(HITH,) @
where H; = [(hf))T, (a”(6;))"]". Here, b, € CMx!
denotes the communication channel spanning from BS ¢ to
the typical user, and a? (6;) € C™¢*! represents the sensing
channel impinging from BS ¢ to the typical target. Upon using
ZF beamforming, we have p* + p¢ = P!, where P! is the BS
transmit power.

Remark 1: As illustrated in Fig. [T] there may be an overlap
between different cooperative S&C BS clusters. Hence, a BS
within a certain communication cluster may send data to
the served user, while also providing cooperative localization
services within another set of BSs. Despite this overlap,
each BS consistently adopts transmit beamforming following
equation (2)) from its individual perspective. Consequently, the
overlap does not affect the analysis of S&C performance.

B. Cooperative Sensing Model

The location of the typical target is denoted by v; =
[z¢,7¢]T. Assuming that unbiased measurements can be made,



the CRLB is an exemplar benchmark for the theoretical local-
ization accuracy in terms of the mean squared error (MSE)
which can be expressed as

var{¢;} = E{|¢y — ¢4|*} > CRLB, 3)
where &t = [Zy, gt}T represents the estimated location of the
typical target. In general, time synchronization in coherent
distributed MIMO radar is an expensive task, but fortunately a
synchronization error corresponding to the propagation delay
of the cell is adequate for non-coherent processing [34].
Hence, non-coherent MIMO radar is more practical and thus it
is assumed in this work. The typical target is collaboratively
sensed by N BSs. Let us assume that the transmitted radar
signals {s5}¥, of the BSs in the cooperative sensing cluster
are approximately orthogonal for any time delay of interest
[35]F0r non-coherent MIMO radar, the base-band equivalent
of the impinging signal at receiver j is represented as

N _8 _8 s
yi(t) =3 o lld;| "5 b (0)) [di]~*a¥ (0:) Vprw;
target channel (4)
XS?(t*TiJ)ﬁ*nl(t),

where 8 > 2 is the pathloss exponent between the serving
BS and the typical target, o denotes the radar cross section
(RCS), 7;; is the propagation delay of the link spanning
from BS ¢ to the typical target and then to BS j. Finally,
the term n,(¢) is the additive complex Gaussian noise having
zero mean and covariance matrix X = 02I,.. In @) we
have a’(6,) = [1,---,e/"Me=Dcos(@)]T and b(f;) =
1, edm(Me=1)cos(9;)],

By evaluating the range of each monostatic link and bi-
static link, the target location can be estimated by maximum
likelihood estimation (MLE) [36]]. Then, the Fisher informa-
tion matrix (FIM) of estimating the parameter vector 1, for
the non-coherent MIMO radar considered is equal to [34]]

N N _ — a% azbz
T A S L L I e

Q)

where
a;; = cos0; + cos0;, (6)
bij = sin 91 + sin 9]‘. (7)

In (6) and (7), the angle 6; is the angle of bearing for the i-th
transmitter to the target with respect to the horizontal axis. In
(@), we have [34]
s 2
o =52 ®)
7Tf(! O-S
where G; and G, denote the transmit beamforming gain and
receive beamforming gain, f. is the carrier frequency, and
B? represents the squared effective bandwidth. Furthermore,
|¢| represents the common signal processing gain term. We
assume that the target is stationary during the short signal
processing interval, and thus the RCS distribution obeys a
Swerling-I model [37], i.e., p(o) = ie_ﬁ, where o,
is the mean value of the target RCS. Since the elements of

'Due to the substantial amount of original echo data, the echo signals
received at each BS can be pre-processed (e.g., coherent operations) in a
distributed manner, and then send the processing results to the central unit
through backhaul links, which can significantly reduce the backhaul overhead.

the FIM in (5) are random due to the fluctuation of the target
RCS, this makes the CRLB analysis challenging. Thus, we
aim for analyzing the FIM for the average RCS for ease
of analysis. Then, the FIM of the average RCS is defined
as Fy = E, {Fx}. Given the random location of ISAC
transceivers, the expected CRLB for any unbiased estimator
of the target position is given by

CRLB = Eg, [tr (Fy' (v1))] . 9)

C. Cooperative Communication Model

There are two types of joint CoMP transmission: coherent
and non-coherent transmission. In non-coherent transmission,
each BS of the cooperation set only uses its own channel
information. This regime is supported by 3GPP LTE Release
11. By contrast, coherent transmission assumes the knowledge
of the channel state information (CSI) for all the serving
links to enable joint transmit precoding associated with perfect
phase alignment. Naturally, this inevitably introduces exces-
sive transmission overhead as well as delay. Hence, it is not
explicitly supported by 3GPP. Therefore, in this work, we
consider the more practical non-coherent joint transmission.
We adopt user-centric clustering methods, where the BS clos-
est to the typical user sends collaboration service requests to
the other L BSs closest to the typical user. The set of BSs
receiving the service request from the closest BS is denoted
by ®.. Each BS in this cluster decides whether to accept the
request based on its traffic load, which will be analyzed in
Lemma 2] The set of BSs that do accept the collaboration
request is denoted by ®,.

The index of the closest BS to the typical user is 1. The
large-scale pathloss between the user and the closest BS
obeys ||di||”“, where d; and ||d;|| respectively represents
the location of the closest BS and its distance from the typical
user, while « > 2 is the pathloss exponent. Then, the received
signal of the typical user is given by

ye =|ldi]|”? hi'Wis, +Zi@a ]|~ h{fW;s,

intended signal
tnfended signa collaborative intended signal

Id; ™2 hf'W;s; + nc

noise

(10)
* Zje{éb\%\{l}}

inter-cluster interference

where h ~ CA(0,1,,) is the channel vector of the link
between the BS at d; to the typical user, and ®, is the
cooperative BS set. We focus on evaluating the performance of
an interference-limited network within dense cellular scenar-
ios. The impact of noise is disregarded in this analysis. The
evaluation is based on the signal-to-interference ratio (SIR)
[38]]. The SIR of the received signal at the typical user can be
expressed as

gullda]I7" + 32 gilld[ 7

i€d,
> gl
JE{PL\Pa\{1}}
where g, = p° ’h‘f(wﬂ2 and g; = p° |hflwf|2 denotes the
effective desired signals’ channel gain, > g;||d;||”“ is the
i€,
gjlld; ||~ represents

SIR. =

; (11

cooperative desired signal, >
Je{@p\ P \{1}}



the inter-cluster interference. Flnally, the 1nterference chan-
nel’s gain is g; = p° |hf'w J’ + p* |hl'w ] The average
data rate of users is given by

R, = Eq, 4,[log(1 + SIR,)]. (12)

D. Limited Backhaul Capacity Model

In the system considered, each BS is connected to the
central unit through backhaul links to share both the data infor-
mation and statistical average CSI for CoMP transmission and
to collect the echo signals for cooperative sensing, as shown
in Fig. [I] It is noteworthy that in a cooperative S&C system,
the sizes of cooperative clusters are practically restricted by
the constrained capacity of the backhaul link. This limitation
arises because the data volume of both information sharing
and the echo signal collection escalation as the cluster size.
These exchanges occur through the same link connecting each
BS to the central unit. In this scenario, the realistic back-
haul constraints introduce an additional tradeoff in striking a
balance between the S&C performance. In this first study of
the system, we exclude consideration of the backhaul traffic
related to CSI sharing [39]], focusing solely on evaluating the
influence of data sharing and echo signal transmission on the
constrained capacity of the backhaul link, yielding a best-case
performance given by

R. + e x N < Chackhauls (13)

where R, is the average data rate, e represents the data rate
required for the sensing cooperation, i.e. for sending pre—
processed results (i.e., auto-correlation of the signal {s{}
transmitted by each BS), and Chycknan denotes the backhaul
capacity limitation.

To strike a flexible tradeoff between the S&C performance
at the network level, we aim for optimizing the cooperative
cluster sizes of S&C under the above backhaul capacity
constraints. Our approach focuses on an analytical method for
determining the optimal cooperative cluster sizes. This makes
it more practically appealing compared to existing clustering
schemes employing iterative algorithms, which are more com-
plex and computationally heavy. The optimal cluster parameter
can be readily calculated offline from the prior knowledge
of the BS load, the ratio of BSs to user densities, and path
loss exponents. Since the parameters L and N do not vary
significantly, they can still be updated online, reducing both
the system overhead and computational complexity compared
to existing iterative algorithms.

III. SENSING PERFORMANCE ANALYSIS

In this section, we first analyze the sensing geometry-based
gain and localization accuracy gain attained by the cooperative
BSs, when there are sufficient resource blocks. In this case,
each BS always accepts the cooperative localization requests.
Then, in Section [[II-C| we analyze the optimal cluster size of
cooperative BSs subject to limited resource block availability.

A. Geometry Gain of Cooperative Sensing

In practice, it is non-trivial to derive a tractable expression
for the expected CRLB due to the complex operations in-
volved, including matrix inversions. To this end, following the

process adopted in [34], we first study the sensing geometry-
based gain where all transceivers are assumed to be placed at
the same distance from the target, i.e. d; = dj, Vi,j,€ N,
and N' = {1, .-, N}. Then, by ignoring the measurement
gain of each link, i.e., and d;, we analyze the cooperative
localization performance improvement purely gleaned from
the direction at diversity of transceivers. To this end, we define
a new matrix based on the FIM by removing |¢| and d; in ,

yielding
. N N a2 ;b
— 1] 1] 7]
Fn = Ziﬂ Zj*l { a;jbij b2 }
Following the definition in [40], let tr(F ') be termed the

geometric dilution of precision (GDoP) in non-coherent dis-
tributed MIMO radar, which can be formulated as follows:

tr(Fy') =

(14)

Zz 12] 1alj+ZL 12] 1 2]

2
(quil Z;\/:l aij) (Zz 123 1 u) (Zz 12 —1 Qij U)
15)
Providing a direct characterization of the geometry-based gain
resulting from cooperative localization remains challenging,
primarily due to the unpredictable nature of sensing direc-
tions. Hence, we adopt some tight approximations to derive a
tractable expression, aiming for offering an intuitive illustra-
tion of the geometry-based gain.
Proposition 1: The expected GDoP can be approximated

as = 2N +2
[ (F5')] ~ o= (16
Proof: Please refer to Appendix A. ]

Building upon the conclusion in Proposition (1} the scaling
law associated with an infinite number of ISAC BSs can be
derived as follows.

Corollary 1: For an infinite number of BSs involved
in cooperative sensing, the expected GDoP can be further
reformulated from (I6) as

B[ (57)] - o 25 L an
Corollary [I] states that the expected GDoP is inversely pro-
portional to the square of the number of BSs involved. The
analysis above provides insights into the geometric-based gain
for cooperative sensing by only considering random sensing
directions. In the following section, we will further detail the
expected CRLB derivation and compare the localization gain
and geometry-based gain.

B. Performance Gain of Cooperative Sensing

In this subsection, we derive the closed-form CRLB expres-
sion under the assumption of random locations of both the
BSs and targets. Based on this, the scaling law of localization
accuracy may be obtained. First, the CRLB expression can be
equivalently transformed into

CRLB = Eg, ||¢]7%x

23N S did P (1+ cos (6 — 0)))

I Rt ik (kg v (i i)~ H(apibis —aisbi)?
(18)



where d; i ™?. To obtain a more tractable CRLB
expression, we resort to a simple yet tight approximation. Then
the following conclusion is proved.

Proposition 2: The expected CRLB can be approximated

as 2
CRLB = — —. 19)
[C1232E, Sk Eldi] ™ Eldi] ™
Proof: Please refer to Appendix B. |

Interestingly, we found that the expected CRLB in Propo-
sition [2] is only determined by the expected distance from the
BS to the typical target. It maybe readily verified that
achieves a good approximation by Monte Carlo simulations,
as shown in Section @ Furthermore, the expected distance
from the nth closest BS to the typical target can be expressed

as 1
I'in+3
E[d,] = M ~ @ (20)
)\mrf(n) )\bﬂ'
By substituting (20) into (I9), the CRLB expression can be
further approximated as

CRLB ~ 2

[RYLED DI el
For 3 = 2, we further derive the scaling law of the localization
accuracy as follows.
Theorem 1: For an infinite cooperative cluster size N, the
expected CRLB is given by

21

1
li LB x In’N = ———. 22
aim CRLE > In RBEE 22)
Proof: Please refer to Appendix C. |

Remark 2: The CRLB scaling law of the random BS
location formulated in Theorem [I] is useful for cooperative
sensing design. In contrast to the case that arises in Proposition
as the number of participating BSs increases, the perfor-
mance gain diminishes. The main reason is that even though
the distant BSs do provide improved sensing diversity, these
measurements only modestly contribute to the localization
accuracy gain due to the excessive propagation loss. According
to Theorem [I] it can be found that the root mean square error
follows vVCRLB ~ ﬁ To the best of our knowledge, this is
the first work to derive the scaling law of localization accuracy
CRLB for random sensing transceiver locations.

C. Cooperation Acceptance Probability for Limited Resource
Blocks

Using the target-centric clustering model of [41]], the center
unit sends localization service requests to the N closest BSs
in the vicinity of the typical target. In practice, enlarging the
cluster size may lead to some BSs declining requests due to
their limited availability of time/frequency resource blocks.
Let ¢ be an integer representing the maximum load, i.e., the
maximum number of targets that can be simultaneously served
by the BS. Then, if a BS receives N requests, it will randomly
choose 1) targets to provide services to. In this case, the
cooperation acceptance probability of the BS which receives
service requests is given by Lemma [T}

Lemma 1: When each target requests N BSs to provide
localization services, the acceptance probability of the BS can
be expressed by:

w,us ¥
S s , 23
) + Zw;_l n x n' (23)
_ 2
where Hs = i—; and N = %

Proof: Please refer to Appendix D. ]
According to LemmalT} the acceptance probability is mono-
tonically increasing with the number of resource blocks 1, and
it is monotonically decreasing with both the target-BS density
ratio s and the cluster size N. We assume that the number of
requests received by different BSs is an independent random
variable. Then, the expected CRLB under the consideration of
the acceptance probability can be expressed as
CRLB, = ;

K2|¢[2A272In® N

It can be inferred that  is decreasing with L, and we have
k=1 when 2:£ < ). Hence, the CRLB, will first decrease
and then i 1ncrease upon increasing N.

Remark 3: In general, the optimal cluster size generally
satisfies that ks ~ 1 and % < 1. The primary rationale
behind this lies in the fact that the average number of services
provided by each BS throughout the entire network must not
surpass ¥. When the average number of collaboration requests
’\/\ L becomes less than one, indicating that the
BS must deny some requests. As a result, the average distance
of participating BSs from the typical target in the cooperative
cluster increases, thereby eroding the collaboration gain.

(24)

IV. COMMUNICATION PERFORMANCE ANALYSIS

In this section, we derive a tractable expression of commu-
nication performance, and present an approximated expression
to acquire the optimal cluster size for cooperative transmission.

A. Expression of Communication Rate

To support CoMP-based joint transmission, the closest BS
sends service requests to the other L — 1 BSs closest to the
typical user. Similarly, if a BS receives more than 1) requests,
we assume it will randomly choose ¢/ — 1 users for providing
services to besides the typical userE] In this case, the analysis
of the acceptance probability for service requests received by
the BSs is formulated as follows:

Lemma 2: When each user requests L BSs to provide com-
munication services for him/her, the acceptance probability of
the BS can be formulated as:

P(ucl) o~ @—1) (ul)" _, ;
= < 2
e = 1) *;ﬂ m—Dxnl ¢+ @&
where p, = : and L = (FL(JLF)%)Q

Proof: The proof can be completed in a similar way as
presented in Appendix D, but the detailed proof is omitted
due to page limitation. ]

According to [42], for the uncorrelated variables X and Y,
we have

O

2The closest BS always provides service to the typical user since it sends
the cooperation request.
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In , E [e7*X]] and E [e=*(Y]] are the Laplace transforms
of X and Y. Then, under a given distance r from the typical
user to the closest BS, the conditional expectation of data rate
can be expressed as follows:

E [log (1 + SIRC)‘T]
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where U = Zie@a gir®, I = Zie{@c\éa}gi||di”7a7na’
and I, = .2, . gillds||~*r*. Here, I, represents the
interference emanating from the BSs declining the coop-
eration requests, and I, represents the interference arising
from the BS located beyond the cooperative request cluster.
Furthermore, g; and g; are the effective desired signal’s
channel gain, where ¢;,g; ~ T' (M — 1,p°) [14]. According
to the definition below (TI), we can derive the distribu-
tion of g; based on the moment matching technique [14].
First, due to E[p® [hfwe|*] = p¢ and E[p* |[nfws|’] =
p®, we have Elg;] = p® + p° = P' Then, E[g}] =
B [hfwi[*] + B[ hwe|] + 28 [[nfws|* [nfwe]*] =
0 + ) = (P since B[Jnlwi’ fiws[?] =
E phf wjﬂ E Uhf W;ﬂ Therefore, the interference chan-
nel gain g; can be approximated by a gamma distributed
random variable having a shape parameter of 1 and scale
parameter of P*. Therefore, it follows that g; ~ T' (1, P*).
Based on the above discussions, the useful signal power can
be expressed by
2] [ee) efzmxlwtf2€—pic
Bl = [ oo
)17Mt

(28)
= (1+p°z

b

where M; — 1 refers to the diversity gain provided for the
serving user. Then, we derive tight bounds on the Laplace
transform of the cooperative transmission power and on the
communication interference as follows:

Lemma 3: With the closest BS at a distance r, the Laplace
transforms of U, I;, and I are given by

E[e*ZU] :exp<— mhe Aot Hy (2p°, My — 170"77L)>’ 30)
E [e_dl] =exp <— (1 — Ke) Npr?Hy (th7 1a04a77L))7

(€29

E [e—zlz} — exp < W & (2P, o, 1) >7 (32)

—1+

where H; (z, K, a,np) = n% (1 - (1+w177“)K> + (1+1a:)K

Kot (B (35,12, K+ 2)-B (5255,1- 2, K + 2)),
%B( z 1—3,1+§) +
L

(Ut ang) ™ = 1), n = 2, and rp = dg |

Proof: Please refer to Appendix E. ]

Based on the Laplace transforms of U, I, and I obtained,
the expected data rate is formulated in Theorem [

Theorem 2: The communication performance is character-
ized by (29), as shown at the top of the page.

Proof: Please refer to Appendix F. |

According to (29), the average data rate increases with both
the BS density A, and with the number of resource blocks. We
will show in Section that the tractable expression given
in (29) is closely approximated by Monte Carlo simulations.
Moreover, if L = 1, the interference term I; can be ignored,
and the achievable rate can be simplified to

00 ¢\ (1—My)
1
R, — / A+pz) 7y,
o  2Hp (2Pt )

Hy (@, o, m1) = T

(33)

where we have Hy(z,a) = zaB (zj_l, 1-— %, 14 %) + 1iz.
In contrast to L > 1, the communication rate is independent of
the BS density upon dispensing with cooperation, since both
the signal power and the interference increase with the BS
density. Hence, the SIR remains constant. However, because
R, in Theorem |2 is a complex function of the cooperative
size L, we seek a more tractable expression for R, to find the

optimal cluster size.

B. Optimal Cooperative Cluster Size

To maximize the communication performance, we formulate
problem (P1) to optimize the cooperative cluster size,

(P1): max R (34)
st. p*4+p° < PhLp®>0,p° >0, (B%)
L,N >1, (34b)

R. + e x N < Chacknaul-

3%

To this end, we adopt simplifications for maximizing the
expected SIR. First, we simplify the expected data rate as

S S
ot [ (14 5)] <8 [ (e 3]
e )
~ T n I_r 9

where S, = Es, g;l91 + Zie% gi||di]| "% r] =
My —  1)(rT 4 TReke(1 — 02Tt and
L = B |Sewuenouldl ] =
Pt(;rffb2 — %(1 — 0 2))r=**2,  Then, it follows

that
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where we have

—a TALKe a—2 —a+2
P 4 Thbfe (] — r
SIR = <=2 (L= mt) REY)
(24— a1 ppo-2)) oo

Therefore, we can optimize the SIR instead of R,.. Observe in
that the optimal cluster size is independent of the trans-
mission power allocation. Moreover, in , the optimal coop-
erative cluster size is determined by f(L) = k. (1 — n,*?)
for any given r. If we replace the cooperative cluster size
variable L in k. with the distance ratio n between the Lth
closest BS and r, the optimal 1 can be uniquely found for
any given r. Therefore, we first optimize the optimal distance
ratio n* relative to 7 in the cooperative cluster. After finding
the optimal 7*, the optimal L* can be acquired. To this end,
we define
_92 0
D (¢, pen?) Py

S ]

. - . 3%
To improve the SIR, we maximize the value K. (1 — n"“% .
Then the optimal n* can be found. Hence, the approximated
optimal cooperative cluster size is given by selecting an L,

which makes E [h

(¥ — 1) (pen=2)"

(n—1) xnl!

n=y+1

% ~ n*. The simulation results of Section
will confirm that the cooperative cluster size found closely
aligns with the results of the burst search method based on

Monte Carlo results.

V. TRADEOFF BETWEEN SENSING AND COMMUNICATION

In Sections and we proved that the sensing (com-
munication) performance is monotonically increasing with
the size of the cooperative sensing (communication) cluster.
However, due to the limited backhaul capacity, there exists
a fundamental tradeoff between the S&C performance at the
network level. First, we propose to use the rate-CRLB region
(defined further below) to characterize all the achievable com-
munication rate and sensing CRLB pairs under the constraints
of the transmit power and the backhaul capacity. Without loss
of generality, the rate-CRLB performance region is defined as

Co—s(L,N,p%, p°) :{(fc,cﬂb) : 7o < R, crlb > CRLB,

p*+p¢ < PR, +ex N < Chackhau ¢

(39)
where (f’c,crAlb) represents an achievable rate-CRLB perfor-
mance pair. A direct way to find the boundary of the rate-
CRLB region (as shown in Fig. [J) is to exhaustively search
through the entire of set all feasible variables (L, N, p°, p®)
and calculate the corresponding S&C performance expressions
derived in Sections and However, this operation im-
poses an excessive computational complexity, especially when
the backhaul capacity region is large.

Indeed, it is sufficient to explore the two dimensions of
L and p¢, since the optimal values for N and p°® can be
uniquely derived for any specific L and p°. Then, according
to the optimal cooperative cluster size of communication-
only and sensing-only networks, denoted by L* and N*,

Emin €cs CRLB

Fig. 2. Illustration of the S-C network-level performance region.

the search range can be drastically reduced. Moreover, with
any given L, the optimal N can be expressed as N* =
min(N*, ij) In addition to reducing the search
range of L and N, we can also decrease the search range
of the transmit power according to the characteristics of
the boundary. R. is monotonically increasing with the com-
munication transmit power p°, and CRLB is monotonically
decreasing with the sensing transmit power p®. Accordingly,
the following conclusion may be gleaned for facilitating the
problem solution of this.

Proposition 3: For any given values of L and p°©, it corre-
sponds to a rate-CRLB pair (77, crlb’). If there exists another
rate-CRLB pair (r., crlb) at the current updated boundary of
Co—s(L, N,p¢,p*) satisfying crlb” > crlb and r/, < 7., there
is no need to ex{plore the corresponding transmit power range

. crlb’ (Pt —p°©
[Pt — pe, PP

Proof: The proof can be completed by leveraging the mono-
tonic relationship between the rate/CRLB and the transmit
power. |

Based on Proposition [3] the efficiency of the transmit power
search can be notably improved. Next, the second metric of
ISAC networks is defined as a function of the data rate and
CRLB, given by

1-p
VCRLB’
which represents the weighted sum performance of the ISAC
network, and p € [0, 1]. In , p represents the weighting fac-
tor of the S&C performance. The S&C performance of ISAC
networks can be flexibly balanced by setting the weighting
factor p according to the specific requirements. The problem
formulation can be expressed as

TSAC = pR. + (40)

max TISAC

(PQ) : L7N’ps’pc
st (34) — (34k).

It is not difficult to prove that the S-C performance boundary
is a convex function. Then the optimal total ISAC performance
can be obtained by searching for the target C-S performance
along the boundary. Moreover, it can be found that (P2) is a
monotonic optimization problem and can be optimally solved
by the generic Polyblock algorithm of [43]].

(41)
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VI. SIMULATION RESULTS

Let us now provide some fundamental insights into the
characteristics of ISAC networks and validate the accuracy
of the tractable expression derived by comparing it to our
Monte Carlo simulation results. The numerical simulations are
averaged over various networks and realizations of the small-
scale channel fading. The system parameters are as follows:
the number of transmit antennas is M; = 4, the number of
receive antennas is M, = 5, the transmit power is P, = 1W
at each BS, the average RCS o = 1, the BS density is
Ao = 1/km?2, Ay = 1/km?, Ay = 1/km?, 02 = —80dB,
the pathloss coefficients are &« = 4, = 2. Finally, th
backhaul capacity is Chackhaul = 8.6 bits/s/Hz, and the number
of resource blocks is ¢ = 15.

A. Sensing Performance

To verify the accuracy of our sensing performance analysis,
our Monte Carlo simulations are compared to the closed-
form expression derived in Section [[II} as shown in Fig. [3|
Specifically, the disparity between the results outlined in
Proposition [T] and the simulation results is remarkably small.
This demonstrates the effectiveness of the GDoP expression
presented in Proposition [I] The scaling law of the GDoP
expression derived in Corollary [I] is also consistent with the
simulation results. Typically, when the size of the cooperative
sensing cluster increases from N = 3 to N = 6, the geometry-
based gain increases tenfold.

In Fig. [ the tractable expression derived in Theorem [I]
provides a remarkably tight approximation, especially for a
larger number N of cooperative BSs. It is noteworthy that
when the number of cooperating BSs is relatively small, for
instance, N < 4, the closed-form expressions exhibit a slight
deviation from the Monte Carlo simulations. This is mainly
due to the less precise calculation of the expectation operation
involving trigonometric functions, when the number of ISAC
BSs is small. Furthermore, Fig. [ reveals that increasing the
number of cooperative BSs results in substantial accuracy
improvement when the total number of BSs is limited, but it
yields only incremental performance gains for N > 10. This is
expected, because the participation of more randomly located
BSs in the cooperation leads to increased signal attenuation

O() L

Monte Carlo simulations
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—— Approximated closed-form expression
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Fig. 4. Root CRLB value vs. the number /N of cooperative BSs when the
configuration of the acceptance probability is 1.
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Fig. 5. Root CRLB value vs. the number N of cooperative BSs for the
cooperation acceptance probability derived in @)

for the distant BSs, resulting in a performance gain that is
significantly lower than that observed for nearby BSs. As seen
from Figs. 3| and 4] the expected CRLB, denoted as tr (F]_Vl),
exhibits a slower reduction upon increasing N when com-
pared to the GDoP value, tr(f‘f\,l). This conclusion provides
useful insights into strategic ISAC BS deployments, striking
a compelling tradeoff between the performance improvement
attained and cooperation costs imposed.

Furthermore, Fig. |§] shows that the CRLB decreases first
and then increases for N > 15. The optimal cooperative
sensing cluster size equals ¢ = 15. The main factor is that,
as the average number of service requests per BS exceeds
the number of allocated resource blocks, each BS is likely to
reach its full traffic load. Consequently, some requests sent
from nearby targets may be declined, resulting in the forming
of a cooperative sensing cluster, where the BSs are situated at a
larger distance from the typical target. As the average number
of service requests continues to rise, the distance between
transceivers and targets also increases.

B. Communication Performance

Fig. [f] illustrates that the results of the original expression
for R, in Theorem [2] are consistent with the simulation results,
which validates the accuracy of our analysis in Section [V-A]
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As depicted in Fig. [6] for any given communication power
ratio %i, the communication spectral efficiency R, initially
increases and then decreases with the cooperative cluster
size L. The primary cause for this trend is the increasing
involvement of more users in the service, leading to a reduction
in the average acceptance probability for each user. It is
evident that regardless of the specific power ratios %i, there
is a consistent optimal value L* for the same user-BS density
i—: that maximizes the spectral efficiency. This is consistent
with the analysis of Section [V-B] This optimal value L*
decreases as ’;—: increases. This is attributed to the fact that
for a higher i—z, more users may send service requests to the
BSs, consequently increasing the traffic load of each BS and
reducing the acceptance probability.

To verify the effectiveness of the proposed approximated
optimal cluster size method (namely approximation search)
presented in Section [[V-B] for problem (P1), the optimal
cooperative cluster size L* obtained is compared to that of
other exhaustive searches based on Monte Carlo simulation
results and to the expression in (29), as shown in Fig. [7}
It is evident that the optimal cluster size derived from the
approximate expression closely aligns with the result obtained
through searching based on the Monte Carlo simulation and
the expression derived in Theorem [2] especially when the

number of resource blocks is larger than 10. With a fivefold
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S

increase in the user-BS density ratio, the optimal cluster size
decreases by approximately the same factor, as dictated by the
generally satisfied condition of % = 7). This observation is
consistent with the conclusion discussed in Remark 3

C. Tradeoff between Sensing and Communication

In this subsection, we validate the proposed cooperative
ISAC scheme, encompassing both the performance boundary
Cc_s and the weighted sum performance T™SAC, First, we
compare the effectiveness of the time-sharing scheme based
on two corner points for illustrating the performance of the
cooperative ISAC scheme under various setups. The tradeoff
profile between the average data rate K. and the average
CRLB is depicted in Fig. [§] confirming both the accuracy of
the analytical results and the flexibility of our proposed coop-
erative ISAC networks. As the backhaul capacity increases,
the performance boundaries of S&C expand significantly.
Furthermore, it is observed from Fig. |8 that the (7, crlb)
region of the optimal cooperative scheme becomes much
larger than that of the time-sharing scheme, as the backhaul
capacity increases. For instance, under the backhaul capacity
of Chackhau = 8.6 bits/s/Hz and Chackhaur = 4.3 bits/s/Hz, the
user data rate R, of the proposed cooperative scheme becomes
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up to 300% and 85% higher than that in the time-sharing
scheme, respectively. This outcome stems from the augmented
capacity of backhaul links, enabling the network to effectively
coordinate the transmit power and multi-cell resources, thereby
enhancing the cooperative cluster design gains of S&C.

Fig. 0] shows that the networked ISAC performance can
be substantially extended by exploiting the optimal cooper-
ative strategy under different user-BS densities. Specifically,
the proposed cooperative scheme is capable of improving
the communication performance by up to 78% and 50% as
compared to the time-sharing scheme associated with /\” =1
and ’\ = b, respectively. Similar to the average S&C
performance depicted in Fig. [§] the rate-CRLB region of
the proposed cooperative ISAC scheme significantly expands
compared to that of the time-sharing scheme, as the backhaul
capacity grows. Additionally, as shown in Fig. 0] as the
sensing performance erodes under small root CRLB value,
the communication rate improves more significantly. The main
reason for this is that when the number of BSs is small,
the sensing performance improves rapidly as the number of
BSs increases. Fig. [I0] shows the optimal weighted joint
S&C performance T™AC for problem (P2) under different
weighting factors p. As the weighting coefficient p increases,
the sensing performance monotonically decreases, while the
communication performance increases. Compared to the non-
collaborative scheme, our proposed cooperative ISAC scheme
can flexibly enhance both the S&C performance by appropri-
ately setting the weighting factor. Additionally, it is observed
that T'SAC consistently falls below the maximum of the

metric 1/4/tr(Fy') and the communication data rate. This is
attributed to the fact that the weighted summation value always
resides between the sensing-only and the communication-only
performance.

VII. CONCLUSION

In this paper, we proposed a novel cooperative scheme for
ISAC networks by simultaneously adopting CoMP-based joint
transmission and distributed radar techniques. The S&C per-
formance expressions were analytically derived using stochas-
tic geometry. We revealed that the average cooperative sensing

performance CRLB of the entire ISAC network scales with
In® N, which is lower than the squared geometry gain of N2,
We formulated a profile optimization problem for the ISAC
network performance, and compared it to the time-sharing
scheme to verify that the optimal cooperative cluster design
and power allocation of ISAC networks substantially improves
the cooperative gain at the network level. The simulation
results demonstrated the benefits of the proposed cooperative
ISAC scheme and provided insightful guidelines for designing
practical large-scale ISAC networks.

APPENDIX A: PROOF OF PROPOSITION[I]
For ease of analysis, the numerator of @[) is transformed

as follows:
N N
2
+ Zz 1 Zj 1 b”

N N
Zi 1Zj 1a?-
—2N2+2Zl 12

Furthermore, the denominator of @I) is simplified as

(Zj\;r Zjvzl i> (Z, 12] 1 m)
()
:Zl:1 Zkzl Zizk Z;\;(,H)NH (aribsy — aizb)”.

(43)
By adopting the above transformations, the numerator and
denominator become the sum of a series of angle-related
variables of the same order. In , there are w
items satisfying k& = ¢ with the expected value 05 of
(aribij — aij bkl)z. The trends are also similar for other items,
eg., k =1,1=1,1=7j Then, the expected CRLB can be
simplified, so that becomes only related to N as follows:

E [tr (Fy')]

2N2 42N + 2B [, T, cos (6 — 65)

- N N N N 2
E {Zl:l Dok=1 ik Zj>(k7i)N+l (aribij — aijbri) }
(a) 2N% 4 2N 2N +2

(42)
cos ( ;).

TONiN? _AN'(N-1) N3 _ N2
2 1
(44)
where (a) holds since we have
Elcos(6; —0;)] = 0, Vi # j € N, and

E |(sin (AB;) + sin (Ab;) + sin (Afy;) + sin (AGU))ﬂ R
2. This completes the proof.

APPENDIX B: PROOF OF PROPOSITION[2]

Firstly, the expected transmit beamforming gain can be for-
mulated as E[|aH(0,-)wf|2] = M;—1,ie., Gy = M;—1. Since
the BS’ location follows a homogeneous PPP, the angle 0; and
distance d; are independent for each BS. Thus, it follows that
Eao |tr (F71)] = B4 [Bo {tr (F1)]]- Then, the CrLB
can be transformed as shown in (43)), at the top of the next
page. In ( , D;; =d,; A d; P and the first approximation
is adopted by ignoring the 1tems with lower order, and the
second approximation holds due to the independent distance
of different BSs.
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Firstly, when B = 2, the denominator of @I can be 4, €B\O(0,11)
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This completes the proof.

APPENDIX D: PROOF OF LEMMA ]

Under the proposed clustering model, the average associa-
tion area of each BS is given by A = F(%}”?\,?) Furthermore,
the users are PPP distributed with density A;. Thus the
average number of users associated with a BS is A4\s. The
probability that a BS accepts the localization service request
is equivalent to the probability that the number of users within
the BS association area is less than the maximum load, .
Let AV (JA|\y) be the number of users with density Ay in a
geographical area |.A|. Furthermore, let N = % Then,
ks can be calculated as follows:

w oo
Ko =Y PrIN (Al =n)+ > PriN (AJAl =n)] %
n=0 n=1y+1
) e o () e
_ \ ) VR _|_ Xy
T;) n! ¢ n%;rl n
_W + Z %ef“sﬁ. 47)

n=y+1
This completes the proof.

APPENDIX E: PROOF OF LEMMA [3]

The interference term associated with a given distance r
from the typical user to the closest BS can be derived by
utilizing the Laplace transform. For ease of analysis, we
introduce a geometric parameter 7, = |“gi”‘, defined as the
distance from the closest BS normalized by the distance from
the farthest BS in the cluster for the typical user. When
|[di]] =7 and ||dL|| = 7L, we have

Lr,(2) Y

= Eq, g,[exp (— Ida ||~ bW, )]

L

L ((1 +:m7%)71 - 12 In , (a) follows from the fact
that the small-scale channel ading is independent of the BS
locations and that the interference power imposed by each
interfering BS at the typical user is distributed as T'(1, P?).
To derive (b), we harness the probability generating functional
(PGFL) of a PPP with density ;. To elaborate, (c) comes from
the variable y = 22 and the distribution integral strategies,
while (d) follows from the distribution integral strategies and
nL = ﬁ Similarly, the Laplace transform of useful signals
can be expressed by

E[e Y] :exp<— wheNpr?Hy (2p°, My — 17“»77L)>’ (49)

1
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2 2 2 2 2
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Similarly, for the intra-cluster interference, i.e., for the BSs
declining a service request, the Laplace transform I; can be

formulated by
£1.(2) = Bay, o0 (=P ail” Y, 1007005

=exp < — (1 — ke)Apr®Hy (2P, 1, o,nL) )

where Hy (z, K, o, n1,) = 7%2 (1 o (1+zln

(50)
This completes the proof.

APPENDIX F: PROOF OF THEOREM 2]

According to (26), the data rate under the conditional
distance r is given by (51, as shown at the top of the next
page. Then, the conditional expected spectrum efficiency is
given by

/Oo/l/ool_E[e—Zg1] €xXp (_ﬂ-ﬁc)‘bTQHl(ch? Mt - 1a «, 77L))

z
* exp (_ﬂ- (1 - HC) AerHl (ZPt7 17 «, UL)) exp ( - WAZ)’I"Q

H, (th, Q, 77L) )fnL (n) fr (r)drdndz.
(52)
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