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ABSTRACT
Integration of various electricity generating technologies (such
as natural gas, wind, nuclear, etc.) with storage systems (such as
thermal, battery electric, hydrogen, etc.) has the potential to im-
prove the economic competitiveness of modern energy systems.
Driven by the need to efficiently assess the economic feasibil-
ity of various energy system configurations in early system con-
cept development, this work outlines a versatile computational
framework for assessing the net present value of various inte-
grated storage technologies. The subsystems’ fundamental dy-
namics are defined, with a particular emphasis on balancing crit-
ical physical and economic domains to enable optimal decision-
making in the context of capacity and dispatch optimization. In
its presented form, the framework formulates a linear, convex
optimization problem that can be efficiently solved using a direct
transcription approach in the open-source software DTQP. Three
case studies are considered to demonstrate and validate the ca-
pabilities of the framework, highlighting its value and computa-
tional efficiency in facilitating economic assessment of various
configurations of energy systems. In particular, natural gas with
thermal storage and carbon capture, wind energy with battery
storage, and nuclear with hydrogen are demonstrated.

Keywords: control co-design, integrated energy systems, gener-
ator & storage, capacity & dispatch, techno-economic analysis

1 INTRODUCTION
The ever-changing and increasing energy demand resulting from
various technological advancements, such as renewable energy

∗Corresponding author, saeed.azad@colostate.edu

and vehicle electrification, has significantly affected various as-
pects of the energy market, from energy supply networks to
transportation, storage, and consumption. This increase in elec-
tricity demand coincides with environmental policies that dictate
more stringent requirements on carbon emissions. Furthermore,
the stability of the electrical grid and the profitability of energy
producers will depend on more reliable and flexible production.
To adapt to such policies while meeting the increasing energy
demands of our society, a promising solution is the integration of
various generation and storage systems [1]. This solution offers
an integrated approach towards energy systems and is positioned
to revolutionize the energy market economy [2].

This approach, which is closely related to integrated energy
systems (IES) [1] and hybrid energy systems (HES) [3] offers
an increase in flexibility and robustness of the energy supply/de-
mand [4]. It also promotes new business models for some utility
companies to better adapt to scientific, technological, political,
and socio-economic developments. Since many utility compa-
nies are commercial units, their sustainable operation hinges on
consistent generation of revenue. However, the combination of
higher penetration of renewable energy sources, volatile fossil
fuel prices, more stringent environmental policies, etc. can nega-
tively affect the economic competitiveness of some technologies.

For example, the most expensive per unit electricity, which
is typically produced by nuclear power (due to complexity, cap-
ital intensiveness, construction time, etc.), is purchased last dur-
ing peak demand when other sources are not available. This,
along with other factors such as costs of repair, has resulted in the
retirement of over 12 nuclear power plants (NPP) from February
2013 through April 2021 [5]. The retirement of NPPs, which
roughly produce a fifth of the total electricity generation and half
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of the non-fossil fuel-based electricity in the U.S. (with no inter-
mittency), points to a changing energy landscape in which NPPs
require flexibility in base load to remain competitive [6].

A potential solution is to increase the economic competi-
tiveness of such technologies by configuring them as a part of
integrated energy systems, operating simultaneously with other
generators, functions such as carbon capture and storage (CCS),
and energy storage units. In the case of the NPP, for example, the
plant may supply power to the grid when the electricity prices are
high and store energy during periods of oversupply. Depending
on the storage type, the stored energy can then be directly sold as
electricity or in the form of another energy/commodity, such as
thermal energy or hydrogen. The thermal energy can be directly
sold to chemical plants for use in industrial processes, while hy-
drogen can be either combusted to generate additional electricity
[7] or sold for use in fuel cells, or steel manufacturing industry.

To be economically beneficial, the flexibility added by incor-
porating these generators in the context of integrated energy sys-
tems must be sufficient to overcome the capital and operational
cost of the technology over its lifetime. A techno-economic as-
sessment, presented here as a net present value (NPV) objective,
is often at the core of analyzing how the integration of new units
(such as generator and storage), functions (such as CCS, district
heating/cooling, etc), can affect the economy of the entire sys-
tem. It is also central to any retrofit design efforts within a struc-
tured energy system.

To maximize NPV, optimization of storage capacities
(i.e., plant variables), along with the optimization of requested
power, charge, and discharge decisions (i.e., control variables)
must be performed within the context of capacity and dispatch
optimization. This combination and consideration of design de-
cisions is referred to as control co-design (CCD) [8]. This class
of problems has been explored in the context of integrated energy
systems for natural gas combined cycle (NGCC) with thermal
energy storage (TES) and CCS [9], light water reactor (LWR)
with various TES technologies [6], and nuclear power plant with
hydrogen production [10].

The resulting dynamic optimization problem, when used
with high-fidelity, non-linear technical models, is often compu-
tationally expensive. For example, to reduce the computational
cost, instead of solving the problem for an entire year, Ref. [11]
considered a 24-hour horizon, and solved the problem 365 times.
For effective early-stage decision-making, ideally, only a few as-
sumptions and adjustments need to be added beyond the core
techno-economic ones needed for assessment. Therefore, there
is a need for an efficient and versatile computational framework
that can capture subsystems’ basic dynamics, constraints, and
NPV economic analysis to assess various system configurations
and scenarios for integrated generator and storage energy sys-
tems.

This computational framework is further motivated by the
fact that feasibility studies of various system configurations/ar-

chitectures are often required before selecting the most prof-
itable option. Accounting for subsystems’ basic dynamics of-
fers flexibility in assessing different system architectures with-
out spending an unreasonable amount of resources on the devel-
opment, construction, and optimization of high-fidelity models.
Given that specific system components, characteristics, and per-
formance criteria are often unknown in early-stage design and
will be determined in later steps, the balance of fidelity main-
tained in the proposed framework enables the evaluation of over-
all system performance without the need for the determination of
specific subsystems and components. Finally, a versatile frame-
work should assist in navigating the decision-making process
among engineers with technical expertise in the field and those
with limited backgrounds, such as stakeholders and investors,
who are often among the primary decision-makers in the space.

Therefore, this article presents the development and demon-
stration of an open-source framework in MATLAB for assess-
ing the economic feasibility of generator and storage systems
through CCD, which we refer to as ECOGEN-CCD. Empow-
ered by subsystems’ basic dynamics, ECOGEN-CCD formu-
lates the capacity & dispatch dynamic optimization problem that
can be efficiently implemented and solved using the open-source
MATLAB software DTQP [12, 13], which uses direct transcription
with an automatic problem generation for linear-quadratic dy-
namic optimization problems. This improvement in efficiency
is highlighted by the fact that ECOGEN-CCD, in its current
form, is capable of solving a capacity and dispatch dynamic op-
timization problem with an hourly mesh for 30 years in less than
300 [s]. Compared with the tools utilized in Refs. [14] and [5],
ECOGEN-CCD emphasizes the design and operation of an in-
dividual plant, consisting of a collection of generators, storage
units, and functions. ECOGEN-CCD is an open-source tool that
is made publicly available in Ref. [15].

The remainder of the article is organized in the following
manner: Sec. 2 starts by describing some motivations for the
proposed framework and then discusses framework architecture,
problem elements, techno-economic considerations, and prob-
lem formulation; Sec. 3 is focused on the demonstration of the
proposed framework using three case studies with different gen-
erator and storage technologies including an NGCC with TES
and CCS, wind energy with battery energy storage, and an NPP
with hydrogen generation and storage; and Sec. 4 offers some
remarks regarding conclusions, limitations, and future directions
of the study.

2 PROBLEM DESCRIPTION

In this section, we describe the IES architecture, problem el-
ements, techno-economic considerations, and the capacity and
dispatch optimization problem.
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FIGURE 1: Illustration of an IES architecture with a collection of homogeneous electric power generators, and three types of storage
systems. Primary (such as thermal), electrical (such as battery), and tertiary (such as hydrogen) storage is shown in red, green, and blue,
respectively. The charge and discharge signals, along with their associated efficiencies, are described by −→• , and←−• , respectively.

2.1 IES Architecture
Figure 1 describes the general architecture of an integrated en-
ergy system (IES) considered in this framework. An IES is char-
acterized by various generators (e.g., NGCC power plant, wind
farm, or NPP) and storage unit (e.g., TES, battery energy stor-
age system (BESS), or hydrogen storage). Additional functions
(e.g., CCS, district heating/cooling, etc.) may also be present in
the system and are characterized by the addition of their associ-
ated costs and energy requirements.

The generator, which is described by the subscript •G, is the
unit responsible for producing electricity from an energy vector
(e.g., natural gas) by often converting it first to a primary en-
ergy domain (e.g., thermal energy), and ultimately converting it
to electricity with efficiency of ηG:

generator’s primary energy domain
ηG
−−→ electricity (1)

Based on the desired configuration, the generator may have ac-
cess to three different types of storage systems, distinguished
through the subscript •S . These storage systems are defined
based on their key energy domain. The first storage system uses

the generator’s primary domain, •P, to store energy. As an ex-
ample, in an NGCC power plant, the primary energy domain is
thermal energy. Thus, the primary storage system for this gener-
ator is a TES unit. In this work, the secondary energy domain is
always electrical, •E . Therefore, the second storage type directly
stores energy as electricity (e.g., through a BESS). A third stor-
age facility, •T , is included to enable the usage of electricity to
create a new product, commodity, service, or energy storage in a
distinct medium, such as hydrogen.

The storage system is characterized by charge −→• and dis-
charge←−• signals (noting the arrow directions). The charge signal
can be affected by losses during the transmission. Therefore, its
efficiency is denoted by −→η •. The output efficiency of the storage
is described as←−η •:

charging signal
−→η •
−−→ storage (2a)

storage
←−η •
−−→ discharge signal (2b)

This systematic separation of efficiencies allows us, in the
future, to consider additional factors, such as the distance be-
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tween the facilities, which can affect the efficiency of energy
transmission. An additional revenue-driven control signal, rep-
resented by •R, is responsible for deciding the percentage of the
discharge signal that is immediately turned into revenue through
direct sales. For example, the revenue signal will decide how
much of the discharged hydrogen is sold at current hydrogen
prices. The remaining product will be combusted and sold as
electricity.

The inclusion of various functions may result in the pres-
ence of additional load requirements. For example, in addition
to auxiliary electrical loads, the operation of a CCS unit, which
is assumed to be in operation whenever the generator is on, re-
quires additional thermal and electrical loads. These loads are a
function of the current power level of the generator, presented as
a certain percentage of the power plant power level. Similarly, a
high-temperature steam electrolysis (HTSE) process in a hydro-
gen plant (tertiary storage) requires both thermal and electrical
energy, however, these load requirements are active only when a
decision is made to generate hydrogen from the excess electric-
ity. Therefore, these loads are a function of the tertiary charging
signal, presented as a certain percentage of its current value.

The top part of Fig. 1 highlights some considerations regard-
ing the electric energy technologies, including fuel cost, carbon
tax, and dispatchable versus non-dispatchable type of resources.
The bottom part presents a case for a collection of homogeneous
generators (e.g., a wind farm) in the presence of multiple func-
tions and storage types. The nodes in this figure, which are de-
scribed by n1, . . . , n9 are used to formulate some of the necessary
constraints within the optimization problem and are mathemati-
cally described in Appendix A.

2.2 Problem Elements
This section introduces some problem elements based on the
comprehensive case in which a collection of homogeneous gen-
erators have potential access to all 3 storage types in the presence
of both primary and electrical loads. Adding the capability of
simultaneously working with multiple non-homogeneous gener-
ators will be a future step of this work. Similarly, in the future,
we plan to enable a more advanced integration of storage units
in the toolbox, such that multiple storage topologies (e.g., two
battery storage and one hydrogen storage) can be simultaneously
integrated with ECOGEN-CCD.

Plant Variables: The capacity of each storage type is a sizing
decision that will be determined by the optimizer, and constitutes
the plant optimization variables Σ:

Σ = [ΣP,ΣE ,ΣT ]T (3)
Note that the vector of plant optimization variables reduces in
size if the study does not include all three storage types.

Control Variables: Every energy storage system entails 3 con-
trol variables, one for charging the storage (−→u •), one for dis-

charging the storage←−u •, and one for determining the fraction of
discharge u•R that is directly used to generate revenue without
any intermediate steps. In addition, the operator can request a
specific power from the generator through a control command,
described as uG(t). The vector of control variables can then be
defined as:

u(t) = [uG(t),uS (t)]T

= [uG(t),uS P(t),uS E(t),uS T (t)]T (4)

Here, every storage control vector uS •(t) consists of 3 variables
uS •(t) = [−→u •(t),←−u •(t),u•R(t)]T . Similar to the previous case, the
size of the control vector will be reduced if only some of the
storage types are included in the study.

State Variables: There is one state variable associated with the
generator which describes the power level of the generator using
a ramp rate of τ:

ẋG(t) =
1
τ

(−xG(t)+uG(t)) (5)

Each storage system is characterized by a state variable that
describes the current amount of stored energy in that system. For
the most comprehensive case with 3 different storage facilities,
the storage dynamics are described by:

ẋS (t) =


ẋP(t)
ẋE(t)
ẋT (t)

 =

−→η P
−→u P(t)

−→η E
−→u E(t)

αET
−→η T
−→u T (t)


Charge︷          ︸︸          ︷

−


←−u P(t)
←−u E(t)
←−u T (t)


Discharge︷︸︸︷

(6)

where αET is the conversion rate between electricity and the ter-
tiary commodity. Describing storage states in vector form and
augmenting them with generator state, the dynamics of the prob-
lem is described by:

ẋ(t) =Ax(t)+Bu(t) (7)[
ẋG(t)
ẋS (t)

]
=

[
−1/τ 0

0 0

][
xG(t)
xS (t)

]
+

[
1/τ 0
0 bS

][
uG(t)
uS (t)

]
where bS is the appropriately-sized matrix:

bS =


−→η P −1 0 0 0 0 0 0 0
0 0 0 −→η E −1 0 0 0 0
0 0 0 0 0 0 αET

−→η T −1 0

 (8)

Constraints: This section presents all of the time-independent
and time-dependent constraints in the dynamic optimization
problem.

The storage capacities are non-negative. Therefore, the fol-
lowing constraint is imposed on plant variables:

0 ≤Σ (9)
The requested power from the generator is non-negative and

less or equal to the net nominal capacity of the generator. Simi-
larly, the charge and discharge signals are non-negative and never
greater than the maximum energy transfer rate into and out of
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the storage system, respectively. These maximum and minimum
energy transfer rates are currently input parameters, but will be
added to the set of potential plant optimization variables in the
future, similar to Ref. [9]. These constraints are succinctly de-
scribed in vector form as:

0 ≤ u(t) ≤ umax (10a)
Specifically, the revenue-generating fraction of the control sig-
nal in Eq. (10) is non-negative and equal to or smaller than the
discharge signal:

uPR(t) ≤←−u P(t) (10b)

uER(t) ≤←−u E(t) (10c)

uTR(t) ≤←−u T (t) (10d)
Generator’s power level must remain non-negative and never

exceed its nominal capacity. Requesting a specific (admissible)
power output from the generator is reasonable for technologies
such as nuclear or NGCC under simplifying assumptions like no
temperature-dependence on its operation or maintenance sched-
ules. For intermittent technologies, such as wind and solar, they
are at the mercy of the availability of (renewable) resources. In
other words, the electricity produced by such technologies is not
dispatchable due to the inherent intermittency of the resource.
Thus, it is necessary to ensure that the generator state xG(t) is
bounded by an input signal that represents the level of resource
availability. These result in the following constraint on genera-
tor’s state:

0 ≤ xG(t) ≤ xG,max(t) (11)
where xG(t) refers to the generator’s state, and xG,max(t) is an
upper bound that is established based on nominal capacity, or the
availability of renewable resources. Further details regarding the
construction of xG,max(t) for a wind farm are included in Sec. 3.2.

The amount of stored energy must be non-negative and less
or equal to the capacity of the storage system:

0 ≤ xS (t) ≤Σ (12)
which represents a key coupling between select states and the
plant parameters.

The initial states are prescribed for all the state variables. It
is also assumed that at the final time t f , the storage system has
the same amount of stored energy at t0:

x(t0) = x0 (13a)
xS (t f ) = xS (t0) (13b)

where the latter equation is optional as multiple shorter, sequen-
tial time horizons do not necessitate this assumption [9].

In addition to the upper bound imposed by the maximum
energy transfer rate for charging the storage system (Eq. 10), it is
necessary to ensure that the charging signal is smaller or equal to
the available power in the generator. This is described with the

help of nodes that are placed in Fig. 1:
−→u P(t) ≤ n1(t) (14a)
−→u E(t) ≤ n5(t) (14b)
−→u T (t) ≤ n7(t) (14c)

where the mathematical expressions associated with all of the
nodes n1, . . . , n9 are provided in Appendix A.

In addition, the generator’s load-satisfying signals LGP, LGE ,
and LPT are non-negative. This condition is to ensure that power
does not flow from the storage system into the generator. These
signals are also upper-bounded by the available power in the gen-
erator. These constraints are formulated as:

0 ≤ LGP(t) ≤ n2(t) (15a)
0 ≤ LGPT (t) ≤ n3(t) (15b)
0 ≤ LGE(t) ≤ n5(t) (15c)

Objective Function: The net present value (NPV) objective
function, which enables the assessment of the economic viability
of a given technology, is used in this framework. NPV is calcu-
lated as:

maximize NPV = −Ccap(Σ)+
∫ t f

t0

vprofit(u,x,Σ, t)
D(t)

dt (16)

where Ccap are the capital expenses, vprofit(t) is calculated as a
function of expenses and revenues, and D(t) is the discounting
function (money is ‘worth’ more now than in the future). An
annualized discounting function is considered here as:

D(t) = (1+ r)year(t) (17)
where r is the discount rate and year(t) is the integer number of
years that have passed since t0. These intermediate quantities are
now discussed in detail.

2.3 Techno-Economic Considerations
In order to construct the NPV objective function in Eq. (16), we
first consider the sources of costs and revenues. These cost pa-
rameters are a user-defined input to the ECOGEN-CCD frame-
work.

2.3.1 Expenses All of the costs included in techno-economic
analysis, including capital costs, fixed and variable operation and
maintenance, fuel costs, and carbon cost are described in this
section.

Capital Costs: In this article, we assume that the capital cost,
Ccap consists of overnight capital costs Cocc, and costs over the
period of construction Ccp:

Ccap =Cocc+Ccp (18)
where Cocc assumes that all of the construction occurs overnight.
Therefore, this term exclude changes in the prices of goods and
financial costs (such as loan, inflation, discount rate, etc.). This
allows potential investigations into the impact of construction pe-
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riods, rates of inflation, etc. in the analysis [16]. Cocc consists of
direct construction costs, indirect construction costs, contingen-
cies, and owner’s cost, explained in detail in Ref. [17, 18].

Ccp includes all the costs that are incurred over the construc-
tion period, such as escalation, loan, inflation, etc. Therefore,
this term is sensitive to the choice of financial parameters such
as discount rate, debt-equity ratio, interest rate, interest during
construction (IDC), etc. In this study, we simplify this term, sim-
ilar to the methodology presented in Ref. [19], to account for
the costs over the period of construction through a simple model
characterizing IDC:

Ccap =Cocc(1+Cidc) (19)
where Cidc is calculated as a function of the construction time
Tcon, and the cost of capital rate r, estimated as:

Cidc =
r
2

Tcon+
r2

6
T 2

con (20)

Inclusion of more advanced financial parameters [9], such as
loan, depreciation, etc. are future work items for this framework.
For the entire system, the capital cost is expressed as:

Ccap = [CoccG +CoccPΣP+CoccEΣE +CoccTΣT ](1+Cidc) (21)

Operation and Maintenance (O&M): The main elements
included in O&M costs are associated with fixed and variable
O&M costs. Fixed O&M costs, expressed as Cfom, include reg-
ular system maintenance, decommissioning, component replace-
ment, etc. These costs only depend on the duration of the op-
eration. For storage systems, these costs scale with storage size
(e.g., more frequent and lengthier maintenance for larger capac-
ities). Fixed O&M costs Cfom are then calculated as:

Cfom(t) =CfomG +CfomPΣP+CfomEΣE +CfomTΣT (22)
Variable O&M costs, expressed as Cvom, reflect the non-fuel

portion of the costs that vary by the amount of energy generated
or supplied (such as water, waste disposal, lubricants, chemicals,
and other consumable materials). Therefore, these costs depend
on the power level of the unit, expressed as:

Cvom(t) =CvomG +CvomP (−→η P
−→u p(t)+←−u p(t) ) (23a)

+CvomE (−→η E
−→u E(t)+←−u E(t) ) (23b)

+CvomT (αET
−→η T
−→u T (t)+←−u T (t) ) (23c)

Fuel Costs: Generally, fuel cycle cost, Cfuel(t) includes both
front-end and back-end costs, such as supply, conversion, enrich-
ment, fabrication, transportation, and waste disposal. For fossil
fuels, the cost of fuel only entails the front-end costs, as received
from the market. However, for nuclear power plants, the back-
end costs are also included as a percentage of the front-end costs:

Efuel(t) = ρfuelCfuel(t)xG(t)+Bfuel(t) (24)
where ρfuel is the conversion factor between the power output of
the generator and fuel consumed, Cfuel(t) is the instantaneous fuel
prices, and Bfuel(t) is the back-end cost (again, mainly necessary

for waste management and disposal in nuclear power plants).

Carbon Cost: With the goal of making the societal cost of car-
bon emissions visible, carbon cost, expressed as CCo2 , assumes
a carbon tax rate to incentivize clean electricity generation. The
cost of fuel, is therefore estimated as:

ECo2 (t) =CCo2αCo2ρ f uelxG(t) (25)
where CCo2 is the carbon tax, and αCo2 is the amount of Co2
produced per unit of fuel.

2.3.2 Revenue: Here, the operator can earn revenue by either
directly selling electricity to the grid (without using storage), or
alternatively, using storage to sell primary energy, electricity, or
a tertiary commodity. The total revenue is calculated for all en-
ergy domains as a function of their associated prices. The price
arbitrage between primary, electricity, and tertiary domains de-
termines the optimal flow of energy that maximizes the objective
function. As an example, revenue earned by selling stored ther-
mal energy to chemical plants (first term in Eq. (26)) is calculated
as a function of thermal energy prices CP(t), discharge efficiency
←−η P, and the revenue control signal uPR(t). The revenue control
signal, however, may only become active when the electricity
prices are low and thermal energy prices are high. Note that for
certain commodity types, such as hydrogen, it is also possible to
generate electricity which will then be sold to the grid. Mathe-
matically, the revenue can be described as:

R = RP(t)+RE(t)+RT (t) (26)

= CP(t)←−η PuPR(t)+CE(t)ηG xG(t)−CE(t)ηG−→u p(t)

−CE(t)ηGLPxG(t)+CE(t)ηG←−η P
←−u p(t)

−CE(t)ηG←−η PuPR(t)−CEηGLPT
−→u T −CE(t)−→u E(t)

−CE(t)LE xG(t)+CE(t)←−η E
←−u E(t)−CE(t)−→u T (t)

+αTECE(t)←−η T
←−u T (t)−αTECE(t)←−η T uTR(t)

+CT (t)←−η T uTR(t)
where CP(t) is the price of the primary energy, CE(t) is the elec-
tricity price, and CT (t) is the price of tertiary commodity/product.

2.4 Problem Formulation

With all of the problem elements defined, the economic feasibil-
ity of a candidate IES can be assessed through the optimization of
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(a) Case Study I. (b) Case Study II. (c) Case Study III.

FIGURE 2: IES candidate for Case Study I: A natural gas combined cycle power plant with thermal storage and a carbon capture and
storage system, Case Study II: A wind farm with a battery energy storage system, and Case Study III: A nuclear power plant with a
hydrogen production (through high-temperature steam electrolysis) and storage facility.

capacity and dispatch within an all-at-one problem formulation:
maximize:
u(t),x(t),Σ

NPV(t,u,x,Σ,d) (27a)

subject to: g(t,u,x,p,d) ≤ 0 (27b)
ẋ−f (t,u,x,p,x0,d) = 0 (27c)
x(t0) = x0 (27d)
x(t f ) = x(to) (optional) (27e)

where: u = u(t), x = x(t) (27f)
t ∈ [t0, t f ], t f = Ntp (27g)

where d is the vector of problem parameters, g(·) is the vec-
tor of inequality constraints, associated with Eqs. (9)–(15c) and
Eq. (27c) refers to systems dynamics described in Eqs. (5) and
(6). Periodic conditions are defined in Eq. (27g) using a base pe-
riod tp, and the number of repetitions, N. Periodic conditions can
be adjusted by the user based on the availability of price signals,
time horizon of the problem of interest, and other factors. For
further clarification, this formulation is accompanied by Tab. 5,
which provides a lexical interpretation for some of problem el-
ements. In addition, an optimization model graph, presented in
Fig. 10, is created in Sec. 5 to better assess the relationship be-
tween various problem elements.

As it is well established in mathematical optimization lit-
erature, the choice of units can negatively affect the problem’s
scaling and decrease its effectiveness [20]. Artfully changing the
order of magnitude of problem elements can result in a more
computationally-favorable problem, preventing unstable and in-
efficient algorithmic calculations [21]. As an example, solving
the case studies in this article without appropriate scaling using
10−6 solver tolerance can take up as much as a day of computa-
tional time. This is because the optimizer will spend a tremen-
dous amount of time optimizing for 10−6th of a dollar value.
From a broader perspective, it is clear that 10−6th of a dollar
value is insignificant over the project’s lifetime, which has an
NPV value in the order of millions of dollars. Using a scal-
ing factor of 109 for the objective function and appropriately-

selected scaling factors for other problem elements, the problem
can be solved in less that 300 seconds, signifying a dramatic in-
crease in computational efficiency. Using the same solver tol-
erance of 10−6, the objective function will be optimal up to
99.9999% of the NPV value. A more comprehensive discus-
sion on scaling in dynamic optimization problems is discussed
in Ref. [21].

3 Case Studies

This section shows several case studies to demonstrate the capa-
bilities of the proposed framework. These studies are selected to
highlight, to the extend possible, different modes of operation us-
ing different technologies and storage types. Shared parameters
among these technologies are described in Table 1.

ECOGEN-CCD uses an hourly time mesh within DTQP by
default, although other time intervals (e.g., decisions being made
every minute) can be used as desired. The control decisions over
these intervals are piecewise constant, making the zero-order
hold method suitable as it produces no discretization error for the
state dynamics. The resulting capacity and dispatch optimization
problem, with the current assumptions outlined in the previous
section, is a linear optimization problem. Due to the problem’s
convexity property, it can efficiently solved for the global op-
timal solution using MATLAB’s linprog optimization solver (al-
though other solvers could be used given the problem matrices
from DTQP). A solver tolerance of 10−6 was used in quadprog,
with an interior-point-convex algorithm to solve a dynamic op-
timization problem using direct transcription with an equidistant
mesh and a composite Euler forward quadrature method.

Problem setup and solving times presented are associated
with a single desktop workstation with an AMD Ryzen 9 3900X
12-core processor at 3.79 GHz, 32 GB of RAM, 64-bit windows
10 Enterprise LTSC version 1809, and Matlab R2024a.
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TABLE 1: Cost parameters for generator and storage technologies used in Case Study I, II, and III.

Parameters
Generator Storage

CC [22] Wind [22] Nuclear [22] Unit TES [9] BESS [22] Unit Hydrogen [23] Unit
Nom. cap. 1083 200 2156 MW - 50 MW 640 tpd

Cocc 958000 1265000 6041000 $/MW 1048947 347000 $/MWh 600.074 $/kg
Cfom 12200 26340 121640 $/MW-yr 4.7897 0.7178 $/MWh-h 0 $/kg-yr
Cvom 1.87 0 2.37 $/MWh 0.75 0 $/MWh 0.2884 $/kg

3.1 Case Study I: Combined Cycle with Thermal Stor-
age and Carbon Capture

To meet potential environmental requirements, fossil fuel-based
generators, such as NGCC power plants, are considering a reduc-
tion in their carbon emissions through CCS functions. However,
inclusion of a CCS reduces the net plant efficiency and power
output, while increasing the cost of electricity [24]. A potential
mitigating solution is to integrate the system with a thermal en-
ergy storage (TES), as discussed in detail in Refs. [9, 25].

This study assumes that the NGCC power plant is accompa-
nied by a CCS unit that operates only when the plant is running.
The CCS function is characterized by a thermal and electrical
load, which are required for the operation of CCS unit and are de-
fined as a fixed percentage of the generator’s power level. There-
fore, whenever the generator is on, these electrical and thermal
loads appear in the problem and must be satisfied. Including a hot
thermal storage unit in the architecture enables operators to prac-
tically remove some of the parasitic thermal load from the power
plant when the electricity prices are high, resulting in maximiz-
ing revenue. The considered system is illustrated in Fig. 2a, and
specific, technology-dependent parameters are shown in Tab. 2.

TABLE 2: Parameters associated with Case Study I for combined
cycle generator with CCS, and a thermal storage system largely
based on Ref. [9].

Field Value Unit Field Value Unit
ρfuel 146.952 kg/h.MW αCo2 0.0029 ton/kg
τ 0.1389 h ηG 1 -

uG,min 0 MW uG,max 1083 MW
xG,min 0 MW xG,max 1083 MW
xS (t0) 25 MWh xG(t f ) 25 MWh
−→u max 200 MW ←−u max 200 MW

LP 0.1xG MW LE 0.2xG MW
Tcon 3 years r 0.075 -

The problem is carried out for 30 years of operation with an
hourly time mesh (262980 time grid points), and it is assumed

that thermal energy can not be directly sold, rather, it can only
be used for meeting the thermal load demand from CCS. The in-
put parameters associated with this case study, which are largely
based on Refs. [9]–[22] and are tabulated in Tables 1 and 2. Due
to linearity and convexity, a global optimal solution is found, ef-
ficiently, in only 280 [s]. The results from this case study are
discussed in the following and shown in Figs. 3 and 4.

The behavior of the candidate generator and storage system
within the optimization problem is tightly associated with the
cost of fuel and electricity. This study assumes that fuel prices
are constant within each month. To understand the impact of
electricity price signal on the system’s behaviors, we first inter-
pret the results within a single month, with fixed fuel prices. We
have marked Fig. 3, with time periods 1 and 2 , which are as-
sociated with low and high electricity prices, respectively.

Accordingly, as shown in Fig. 3a, in the region marked by
1 , electricity prices are low. Thus, operating the generator at full

capacity is not profitable. However, this time window is a good
opportunity for the generator to charge the storage, as shown in
Fig. 3b. Figure 3c shows the charge and discharge signals dur-
ing this period. Note that while both charging and discharging
signals are active, the charging signal is larger, resulting in an
increase in the storage state. During this period, the power sold
to the grid is relatively lower than other time periods, as shown
in Fig. 3d.

The region marked by 2 describes the system’s response
to a scenario in which the electricity prices are relatively high.
During this period, it is profitable for the generator to run at full
or high capacity (see Fig. 3a). According to Figs. 3b and 3c,
high electricity prices also incentivize storage discharge during
this period. The discharged thermal energy during this phase
removes the dependent thermal load from the generator, allowing
an increase in the amount of electricity sold to the grid. This is
shown in Fig. 3d.

To understand how the system behavior is affected by the
combination of electricity and fuel prices, a longer horizon, dur-
ing which, both price signals change, is presented in Fig. 4. from
this figure, it is clear that when the electricity prices are low,
and the fuel prices are high, the operation of the generator drops
significantly to about 10% of its nominal capacity. This figure
provides insights on the impact of fuel and electricity prices on
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(a) Optimal generator state. (b) Optimal storage state. (c) Optimal storage control. (d) Optimal power to grid.

FIGURE 3: Case Study I: Optimal state and control variables for combined cycle generator with thermal storage and carbon capture.

FIGURE 4: Case Study I: Optimal generator state with electricity
and fuel prices over a long horizon.

system’s behaviour, incentivizing the inclusion of future price in-
crease (due to inflation, etc.) in our future work.

Overall, the optimal storage capacity is found to be
237.53 MWh, and the NPV objective is $− 2.99× 109. These
results are using several critical assumptions that should be
reconsidered for evaluating a specific site location. Further-
more, current historical market signals were extrapolated from
[26,27], but including predicted future market signals (e.g., from
Ref. [14, 28]) could aid in the decision marking by consider-
ing the future grid composition and climate change. Even with
these current assumptions, the expected trends are observed, and
ECOGEN-CCD can be used as a strong framework for early-
stage investigation of these generator and storage technologies.

Insights regarding the optimal operation of the plant can be
obtained by assessing the share of various functions, and require-
ments over the lifetime of the plant. Specifically, Fig. 5 shows
how the energy produced by the generator is utilized. Specifi-

cally, 70% of the generator energy is sold to the electricity grid,
while 20%, 6.39%, and 3.61% is used for electric load, charge,
and primary load, respectively. The relatively small share of the
generator in satisfying the primary load is made possible through
the inclusion of the thermal energy system, which, according to
Fig. 5b, is responsible for satisfying 63.9% of the thermal energy
demand from CCS. As shown in Fig. 5c, the storage system is
responsible for about 9.09% of the overall revenue.

3.2 Case Study II: Wind Farm with Battery Energy
Storage Units

In this case study, we consider an on-shore wind farm with a large
plant footprint operating at 200 [MW] in the Great Plains region
in combination with a 50 [MW] battery storage rate. The wind
farm parameters are based on a case with 71 wind turbines, and a
nominal capacity of prated = 2.8 [MW], with a rotor diameter of
D = 125 [m] and a hub height of 90 [m] [22]. The battery system
considered here is a utility-scale lithium-ion battery, consisting
of 25 modular, prefabricated battery storage container buildings
[22]. Further details about the parameters used here can be found
in Ref. [22].

As opposed to Case Study I, where the operator can request
a specific power output from the generator, the wind farm oper-
ation is primarily determined by the availability of wind. Using
wind speed vw(t) as an additional time-dependent input to the
model, the upper bound of Eq. (11) was estimated for each tur-
bine based on the wind speeds, wind farm specifications, and the
capacity factor of cp = 0.55:

pw = cp
1
2
ρair
πD2

4
vw(t)3 (28)

where pw is the wind power, and ρair is the air density. The maxi-
mum wind power is assumed to happen at vw = 25 [m/s], and the
turbine is off for wind speeds above this value. All of the power
vector elements greater than prated are saturated at this value.
Finally, the available power output takes into consideration the
number of wind turbines in the farm. The input parameters asso-
ciated with this case study are tabulated in Tables 1 and 3. The
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(a) Generator energy. (b) Primary load. (c) Revenue.

FIGURE 5: Breakdown of various elements in Case Study I, a combined cycle with thermal storage and carbon capture: (a) Generator
energy usage, (b) Primary load contributions, and (c) Revenue contributions.

(a) Optimal generator state. (b) Optimal storage state. (c) Optimal storage control. (d) Optimal power to grid.

FIGURE 6: Case Study II: Optimal state and control variables for a wind farm with a battery storage unit.

candidate system is illustrated in Fig. 2b, where the electrical
load is present due to the need to operate auxiliary equipment in
the facility (auxiliary loads).

Unlike the previous case, here, the generator power level is
mainly determined by the availability of wind, and wind turbine
characteristics. Therefore, in Fig. 6a, the generator captures all
the wind power that it is capable of harvesting. On the other
hand, the charge and discharge decisions are heavily determined
by the electricity prices. As it is clear from Fig. 6c, when the
electricity prices are high, the charge signal decreases, and the
discharge signal increases. This results in dramatic drops in the
storage state, as evidenced by region 1 , in Figs. 6b and 6c. Ide-
ally, this outcome should result in an increase in the power sold
to the grid, and thus, increased revenue. However, since the wind
power available in this period is relatively lower than the neigh-
boring time periods (see Fig. 6a), the power sold to the grid re-
mains comparatively low. This is shown in Fig. 6d.

TABLE 3: Parameters associated with Case Study II for a wind
farm connected to a battery energy storage system, largely based
on Ref. [22].

Field Value Unit Field Value Unit
ρfuel 0 kg/h.MW αCO2 0 ton/kg
τ 0 h ηG 1 -

uG,min 0 MW uG,max 200 MW
xG,min 0 MW xG,max 200 MW
xS (t0) 15 MWh xG(t f ) 15 MWh
−→u max 50 MW ←−u max 50 MW

LP 0 MW LE 0.1xG MW
Tcon 5 years r 0.075 -

The optimal storage capacity is 92.45 [MWh], and the NPV
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objective function is $ 0.69×109, indicating that for a large wind
farm, a utility-scale BESS has the potential to be economically
competitive. The percentages associated with the energy pro-
duced by the generator, and the shares of the generator and stor-
age unit from the electrical load and revenue are shown in Fig. 7.
Accordingly, it is evident that 15.2% of the generated energy is
used for charging the BESS, while 5.25% is used to satisfy the
electric load demands. Over the life of the project, 47.5% of
this load demand is satisfied by the storage and the remainder is
satisfied by the generator. Finally, storage contributions to the
revenue is estimated as 17.5%.

3.3 Nuclear Power Plant with Hydrogen Generation
Nuclear power plants (NPPs) play a crucial role in the future of
the electricity market, as after hydro power, they are the largest
energy source with low carbon emissions [29]. Nevertheless,
their economic viability is challenged by low electricity prices
from other generation sources, as well as complexities of the
electricity grid. On the other hand, hydrogen market has wit-
nessed a tremendous growth in the U.S. and globally, increasing
more than threefold since 1975 [30]. The growing market for
hydrogen signifies a unique opportunity for NPPs to expand into
additional markets, since the integration of NPPs with additional
markets and technologies has the potential to keep NPPs com-
petitive [3, 23, 31].

This case study considers the integration of NPP with a hy-
drogen facility and storage. This hybrid operation [23] releases
NPPs from their traditional baseload by enabling them to strate-
gically (based on economics) produce hydrogen or sell electricity
to the grid. Here, we consider an NPP with two pressurized water
reactors (PWR), in which, the heat generated by the fuel in the
reactor is released into the surrounding pressurized cooling wa-
ter. The pressurized water absorbs the heat without boiling, and
after passing through a steam generator, flows through a steam
turbine to generate electricity. Hydrogen is produced via high-
temperature steam electrolysis (HTSE) process [32], which re-
quires both thermal and electrical connections to NPP. Based on
load requirements reported in Ref. [23], this study assumes that
for every unit of electricity, 10% thermal energy is required to
produce hydrogen. The thermal requirement is then defined as a
function of the input electricity from the tertiary charging signal,
effectively ensuring that the thermal loads are only present when
a decision to produce hydrogen is made. The cost of the fuel
is constructed based on predictions presented in Ref. [33], while
hydrogen market prices are assumed to be fixed at $7.0 per kg of
hydrogen, which is within the price range reported in Ref. [34].
The cost parameters for the NPP and the hydrogen generation
and storage facility, which are largely based on Refs. [22, 23],
are described in Tab. 1. The remaining problem parameters are
shown in Tab. 4.

Informed by hydrogen market operations, and the fact that
sales of hydrogen can only occur at pre-schedules times, this case

study considers a discrete daily demand through the following
constraint:

0 ≤ uTR(t) ≤

umax, if t = 8 AM
0, otherwise

(29)

According to this equation, hydrogen sales can only occur be-
tween 8−9 AM on a daily basis.

TABLE 4: Parameters associated with Case Study III for a nuclear
power plant connected to a hydrogen production and storage fa-
cility, largely based on Refs.[22, 23, 31, 35, 36].

Field Value Unit Field Value Unit
ρfuel 0.001 kg/h.MW αCO2 0 ton/kg
τ 1.79 s ηG 1 -

uG,min 0 MW uG,max 2156 MW
xG,min 0 MW xG,max 2156 MW
xS (t0) 500 kg xG(t f ) 500 kg
−→u max 1065 MW ←−u max 27990 kg/h

LP 0.1−→u MW LE 0.1xG MW
Tcon 7 years r 0.075 -
αET 0.0377 MWh/kg αT E 29.762 kg/MWh

The problem is solved for 30 years of operation, and the re-
sults are presented in Fig. 8. According to Fig. 8a, the NPP power
level drops significantly in region 1 , where the electricity prices
are low and increases in region 2 where electricity prices are
high. As evidenced by Fig. 8b, during phase 1 and 2 , the level
of hydrogen storage increases, and decreases, respectively. Ac-
cording to Fig. 8c, direct sales of hydrogen, which become pos-
sible everyday between 8−9 AM, results in a periodic discharge
of hydrogen, in which the majority of the discharged hydrogen is
directly sold to the market. The power sold to the grid is shown
in Fig. 8d, where is it evident that the power sold to the grid is
high in region 2 , when the electricity prices are high.

The optimal storage capacity is 15079 [kg], with the NPV
objective function of $−7.92×109, indicating that under current
assumptions, including retail prices, facility costs, and lifetime
of the farm, the project needs further time to become profitable.
Figure 9a indicates that from the total generator’s energy, 72.04%
was directly sold to the electricity grid, while 16% was used for
charging the tertiary hydrogen storage, 10% used to satisfy aux-
iliary electrical loads, and 1.6% used to satisfy the primary load
demand for HTSE. In this case study and with the presented as-
sumptions, the storage is responsible for 7.29% of the generated
revenue over the lifetime of the project. This is shown in Fig. 9b.
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(a) Generator energy. (b) Electrical load. (c) Revenue.

FIGURE 7: Breakdown of various elements in Case Study II, a wind farm with battery energy storage units: (a) Generator energy usage,
(b) electrical load contributions, and (c) Revenue contributions.

(a) Optimal generator state. (b) Optimal storage state. (c) Optimal storage control. (d) Optimal power to grid.

FIGURE 8: Case Study III: Optimal state and control variables for a nuclear power plant with a hydrogen production and storage facility.

4 CONCLUSION

In this article, we developed an efficient framework to assess the
economic feasibility of integrated generator and storage energy
systems. The proposed framework, referred to as ECOGEN-
CCD, empowers the early-stage investigations of various con-
cepts and configurations of integrated energy systems. It lever-
ages a system-level, control co-design approach to identify the
most profitable technology parameters and operations under spe-
cific assumptions. ECOGEN-CCD has the potential to offer
unique insights for both new projects and retrofit efforts, facil-
itating the decision making process and communications among
technology experts, investors, and stakeholders.

The capabilities of ECOGEN-CCD were tested for three
case studies. Case Study I was focused on a power plant that in-
cludes a natural gas combined cycle generator, a thermal storage
unit, and a carbon capture and storage system. Case Study II con-
sidered a wind farm with a battery storage system, thereby bring-

ing up some of the complexities in dealing with non-dispatchable
renewable technologies. Hybrid operation of a nuclear power
plant with a hydrogen generation and storage facility was as-
sessed in Case Study III. Since in its current form, ECOGEN-
CCD solves a linear, convex optimization problem, the case stud-
ies were investigated for the duration of 30 years, on an hourly
basis, in an efficient manner identifying the global optimal solu-
tion.

As a next step, it is desirable to enable the framework to
account for the simultaneous presence of multiple storage types
and other heterogeneous and more complex configurations. This
framework, within its current and future capabilities, has the po-
tential to further improve the economic viability of various inte-
grated energy systems and decision-making surrounding them.
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(a) Generator energy. (b) Revenue.

FIGURE 9: Breakdown of various elements in Case Study III, a
nuclear power plant with hydrogen generation and storage facilit:
(a) Generator energy usage, (b) Revenue contributions.
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5 APPENDIX
This section includes some complementary information, provid-
ing more details for improved understanding of the paper.

A Node Definitions
Mathematical description of the nodes labeled in Fig. 1 are pre-
sented in this section. These equations are used to formulate in-
equality constraints associated with Eqs. (14)-(15), and present
the available amount of power from the generator.
n1 :xG

n2 :xG −
−→u p

n3 :xG −
−→u p−LGP

n4 :xG −
−→u p−LGP−LGPT

n5 :ηG(xG −
−→u p−LGP−LGPT )

n6 :ηG(xG −
−→u p−LGP−LGPT )−−→u E

n7 :ηG(xG −
−→u p−LGP−LGPT )−−→u E −LGE

n8 :ηG(xG −
−→u p−LGP−LGPT )−−→u E −LGE −

−→u T

n9 :ηG(xG −
−→u p−LGP−LGPT )−−→u E −LGE −

−→u T +αT E
←−η T (←−u T −uTR)

where the power signal sent from the generator to satisfy the ther-
mal and electrical loads are described by LGP, LGPT , and LGE ,
respectively:

LGP = LPxG −
←−η P
←−u p+

←−η PuPR

LGPT = LPT
−→u T

LGE = LE xG −
←−η E
←−u E +

←−η EuER

where LPT is the primary load required to operate the ter-
tiary facilities, defined as LT percent of the tertiary charging load.
Note that these equations constitute equality constraints that are
substituted within the dynamic optimization problem.

B Lexical Interpretations of Problem Elements
This section serves as a complementary section to the mathemat-
ical explanations offered throughout the article. Specifically, in

this section, we offer some lexical interpretations to facilitate the
understanding of various problem elements by non-optimization
experts. These interpretations are offered in Tab. 5.

Nomenclature
Acronyms
BESS battery energy storage system
CCD control co-design
CCS carbon capture and storage
HES hybrid energy systems
HTSE high-temperature steam electrolysis
IES integrated energy systems
NGCC natural gas combined cycle
NPV net present value
TES thermal energy storage
NPP nuclear power plant
Subscripts
•E index for electrical domain
•G index for generator
•P index for primary domain
•R index for revenue
•S index for Storage
•T index for tertiary domain
Select Variables

Ccap capital cost
Cfom fixed o&m cost
Cvom variable o&m cost
Efuel fuel expenditure
R revenue
u control vector
x state vector
Σ storage capacity
L Load
n node
−→u charging signal
←−u discharging signal
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TABLE 5: Lexical interpretation for select elements in the optimization problem.

Lexical interpretation Mathematical description Reference

The objective function is the maximization of the Net
Present Value of the system over the lifetime of the
power plant

maximize NPV Eq. (16)

Generator dynamics describes the power level of the
generator unit as a function of ramp rate, generator’s
current state, and the requested power

ẋG(t) = 1
τ (−xG(t)+uG(t)) Eq. (5)

Storage dynamics describes the available resource in
the storage system as a function of charging, and dis-
racharging power signals, and the storage efficiencies

ẋS (t) = −→η−→u −←−η←−u Eq. (6)

Storage capacity must be non-negative 0 ≤Σ Eq. (9)

At every time instant, control variables are non-
negative and upper-bounded by their maximum limit 0 ≤ u(t) ≤ umax Eq. (10)

Revenue control signal is never greater than the con-
trol discharged power

uPR(t) ≤←−u P(t)

Eqs. (10b)–(10d)uER(t) ≤←−u E(t)

uTR(t) ≤←−u T (t)

The generator’s power level is non-negative, and
upper-bounded by nominal capacity or maximum
available power to harvest

0 ≤ xG(t) ≤ xG,max(t) Eq. (11)

The storage energy level is non-negative and never
greater than storage capacity 0 ≤ xS (t) ≤Σ Eq. (12)

The generator and storage state is prescribed at t0 and
for storage may be prescribed at t f

x(t0) = x0
Eq. (13)

xS (t f ) = xS (t0)

Each charging signal is upper-bounded by the avail-
able power in the generator at that node

−→u p(t) ≤ n1(t)

Eq. (14)−→u E(t) ≤ n5(t)
−→u T (t) ≤ n7(t)

The generator’s power signals to satisfy primary and
electrical loads is non-negative and always smaller
or equal to the available power in the corresponding
node

0 ≤ LGP(t) ≤ n2(t)

Eq. (15)0 ≤ LGPT (t) ≤ n3(t)

0 ≤ LGE(t) ≤ n5(t)

The available amount of power on node 1 n1 : xG

Fig. 1

The available amount of power on node 2 n2 : xG −
−→u p

The available amount of power on node 3 n3 : xG −
−→u p−LGP

The available amount of power on node 4 n4 : xG −
−→u p−LGP−LGPT

The available amount of power on node 5 n5 : ηG(xG −
−→u p−LGP−LGPT )

The available amount of power on node 6 n5 : ηG(xG −
−→u p−LGP−LGPT )−−→u E

The available amount of power on node 7 n6 : ηG(xG −
−→u p−LGP−LGPT )−−→u E −LGE

The available amount of power on node 8 n7 : ηG(xG −
−→u p−LGP−LGPT )−−→u E −LGE −

−→u T

The available amount of power on node 9 n8 : ηG(xG −
−→u p−LGP−LGPT )−−→u E −LGE −

−→u T

+αc
←−η T
←−u T −αc

←−η T uTR



Σ

Ccap Cfom CCo2 Cfuel Cvom

Expenditure Revenue

NPV

xS xG uG uR ←−u −→u

ẋG ẋS

LGP LGELGPT

Eq. (9) Eq. (12) Eq. (13) Eq. (11) Eq. (14) Eq. (15) Eq. (10)

Optimization
Variables

Dynamics

Intermediate
Variables

Inequality
Constraints

Intermediate
Variables

Objective
Function

FIGURE 10: Optimization model graph for the proposed framework.
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