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ON THE HOMOLOGY OF PARTIAL GROUP ACTIONS

EMMANUEL JEREZ

Abstract. We study the partial group (co)homology of partial group actions using simplicial methods.
We introduce the concept of universal globalization of a partial group action on a K-module and prove
that, given a partial representation of G on M , the partial group homology H

par
• (G,M) is naturally

isomorphic to the usual group homology H•(G,KG ⊗Gpar
M), where KG ⊗Gpar

M is the universal
globalization of the partial group action associated to M . We dualize this result into a cohomological
spectral sequence converging to H•

par(G,M).
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Introduction

The general definition of a partial group action of a group on a set was introduced in [11], but partial
group actions have been arising in mathematics over time. Naturally appearing with the question: what
happens with a family of symmetries when we look its behavior locally? For example, if we have an
action of a group G on a space X, when we focus on the symmetry structure of a subspace Y of X,
generally we do not obtain a group action; instead, we obtain what we call a partial group action of G on
Y . Besides the important applications of partial group actions in the context of C∗-algebras, the concept
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2 EMMANUEL JEREZ

of a partial group action has stimulated rich investigations in pure algebraic subjects (see for example
the surveys [5], [3]). With the vast development of partial group action theory, a natural question arises:
How to define a proper (co)homology theory for partial group actions? A first approach was introduced
in [7], a cohomology theory based on partial group actions on semigroups with a strong relation to the
partial Schur multiplier (see [10]). A second approach was studied in [1], based on partial representations
of groups. This time, this cohomology appears as a component of a cohomological spectral sequence
that computes the Hochschild cohomology of the partial crossed product A ⋊ G by a unital partial
action of a group G on a unital algebra A.

The primary objective of this work is to delve into the study of partial group (co)homology based
on partial group representations. With this goal in mind, we adopt an approach to this (co)homology
theory employing simplicial methods. This framework enables us to grasp the fundamental nature of
the (co)homology theories for partial group actions. Consequently, it provides insights into employing
other techniques to address the natural question: what is the relationship between the (co)homology of
a partial group action and that of its globalization?

We begin by examining partial group actions on sets and subsequently extend our analysis to encom-
pass partial representations. The principal results of this work are as follows: Firstly, we establish the
existence of a universal global action for a partial group action of a group G on a K-module M . This
universal global action serves as a proper globalization for partial group actions arising from partial
representations. Secondly, we prove that the various (co)homology theories (explored in works such
as [1], [7], [2] and [8]) naturally emerge as the simplicial (co)homology of the nerve of the group G,
with coefficients in a suitable coefficient system. Lastly, our work culminates in the proof that the
partial group homology of a partial representation π : G → EndK(M) is naturally isomorphic to the
usual (global) group homology of its universal globalization KG ⊗Gpar M . We extend this result to
the cohomological framework by demonstrating the existence of a cohomological spectral sequence that
converges to the partial group cohomology H•

par(G,M). In several natural cases where this sequence
collapses, it allows for a natural isomorphism between the partial group cohomology and the global
group cohomology.

The first section is dedicated to recalling the basic theory and definitions necessary for the develop-
ment of this work. Important concepts for this work are defined here, such as the definition of partial
group actions on modules and right partial group actions. For the basic theory of partial group ac-
tions, we follow Exel’s book [12]. For homological algebra and simplicial methods, we refere to the
books [13], [16], [17], and [18].

The second section is dedicated to the construction of the partial tensor product of two partial group
actions on modules. This partial tensor product will play a central role in the results obtained in this
work. We prove that this partial tensor product satisfies the usual properties of tensor products on
modules, such as certain universal property and associativity. A direct consequence of the existence
of the partial tensor product is the existence of a universal global action for a partial group action on
a K-module. This universal global action may not be a globalization in the usual sense; contrary to
set-theoretical partial group actions, partial group actions on modules may not be globalizable, and if
the globalization exists, it may not be unique. We give necessary and sufficient conditions for a partial
group action on modules to be globalizable. Consequently, partial group actions arising from partial
representations are always globalizable. We obtain, in this way, a functor from partial representations
to global representations that sends a partial representation to its universal globalization. We call this
functor the globalization functor.
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The third section is the main part of this work. Given a set-theoretical partial group action θ of
a group G on a set X, we begin by studying the simplicial set associated with θ. We show that this
simplicial set is isomorphic to the simplicial set obtained from the groupoid associated with θ. As
a consequence, we establish that the (co)homology of the associated simplicial set of θ is isomorphic
to the (co)homology of the simplicial set of the globalization of θ. This sheds light on what may
occur in the (co)homology for partial representations and their universal globalization. We note that
the globalization problem for partial group actions based on partial representations was previously
studied in [8] for a unital partial group action on a unital K-algebra. We conclude the first subsection
by showing that for any group G, the cohomology theory based on unital partial group actions on
semigroups and the cohomology theory based on partial group representations naturally arise as the
simplicial cohomology of the nerve of G with an appropriate coefficient systems. We consider the
simplicial module obtained from a partial group action θ on a module, and we demonstrate that if
θ arises from a partial representation π : G → EndK(M), then this complex is isomorphic to the
canonical complex that computes the partial group homology of G with coefficients in M . Finally, we
establish that the globalization functor from partial representations to global representations is exact.
Consequently, we obtain a natural isomorphism between Hpar

• (G,M) and H•(G,KG ⊗Gpar M), where
KG⊗Gpar M is the universal globalization of M . We derive a dual version for cohomology expressed in
a cohomological spectral sequence, and we establish conditions for such spectral sequence to collapse.

1. Preliminaries

Let K be a commutative unital ring. Throughout this work, we fix K as our ground ring. Thus, we
refer to K-modules simply as modules, and we denote the tensor product of two K-modules X ⊗K Y
simply as X ⊗ Y . If A is a K-algebra and X is an A-bimodule, the A-tensor product of n copies of X
will be denoted by X⊗An. When A = K, it will be simply denoted as X⊗n. The capital letter G will
be used to denote a group, and the unit element of an algebraic structure will be denoted simply by 1 if
there is no ambiguity. We use the notation N to denote the set of natural numbers, {0, 1, 2, . . .}. This
work is dedicated to partial actions and partial representations of groups; hence, we will use the terms
“partial action” and “partial representation” to refer to this specific type of partial action and partial
representation, respectively.

1.1. Partial actions and partial representations. Here we introduce the basic theory of partial
group actions and partial representations of groups used in this work, following the book [11].

Definition 1.1. A partial representation of G on the K-module M is a map π : G → EndK(M)
such that, for any s, t ∈ G, we have:

(a) π(s)π(t)π(t−1) = π(st)π(t−1),
(b) π(s−1)π(s)π(t) = π(s−1)π(st),
(c) π(1G) = 1,

where 1 = idM .

Definition 1.2. Let π : G → EndK(M) and π′ : G → EndK(W ) be two partial representations of
G. A morphism of partial representations is a morphism of K-modules f : M → W , such that
f ◦ π(g) = π′(g) ◦ f ∀g ∈ G.

The category of partial representations of G, denoted ParRepG is the category whose objects are
pairs (M,π), where M is a K-module and π : G → EndK(M) is a partial representation of G on M ,
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and whose morphisms are morphisms of partial representations. Denote by S(G) the Exel’s semigroup
of G, i.e., it is the inverse monoid defined by the generators [t], t ∈ G, and relations:

(i) [1G] = 1;
(ii) [s−1][s][t] = [s−1][st];
(iii) [s][t][t−1] = [st][t−1];

for any t, s ∈ G. We denote the inverse (in the inverse semigroup sense) of an element w ∈ S(G) as w∗.
The set of idempotent elements of S(G) will be denoted by E(S(G)). For more details, refer to [12].

Definition 1.3. We define the partial group algebra KparG as the semigroup K-algebra generated
by S(G). We set B as the semigroup K-algebra generated by E(S(G)).

Here, we recall some well-known computation rules for KparG that will be heavily used throughout
this work. We will omit the proofs since they can be easily found in the literature (for example, refer
to [12]).

Proposition 1.4. Define eg := [g][g−1], then

(i) [g]eh = egh[g] for all g, h ∈ G,
(ii) egeh = eheg for all g, h ∈ G
(iii) egeg = eg for all g ∈ G
(iv) the set {eg : g ∈ G} generates the semigroup E(S(G))

Recall that the subalgebra B ⊆ KparG is a left KparG-module with the action

[g] ⊲ u = [g]u[g−1]

and a right KparG-module with the action

u ⊳ [g] = [g−1]u[g].

One verifies that

(i) w ⊲ u = wu for all w, u ∈ B,
(ii) u ⊳ w = wu for all w, u ∈ B,
(iii) [g] ⊲ 1 = eg for all g ∈ G,
(iv) 1 ⊳ [g] = eg−1 for all g ∈ G.

Hence, we obtain a well-defined morphism of right KparG-modules

ε : KparG→ B(1.1)

z → 1 ⊳ z.

Lemma 1.5. Let ε be the map (1.1), then

(i) ε([g1][g2] . . . [gn]) = [g−1
n ] . . . [g−1

2 ][g−1
1 ][g1][g2] . . . [gn] = eg−1

n
eg−1

n g−1

n−1

. . . eg−1
n g−1

n−1
...g−1

2
g−1

1

for all

g1, . . . , gn ∈ G;
(ii) ε(eg) = eg for all g ∈ G, and consequently ε(w) = w for all w ∈ B;
(iii) [h−1]ε(z) = ε(z[h])[h−1] for all h ∈ G.
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Proof. Items (i) and (ii) are direct consequences of Proposition 1.4. For (iii) observe that

[h−1]ε([g1][g2] . . . [gn]) = [h−1]e
g−1
n
e
g−1
n g−1

n−1

. . . e
g−1
n g−1

n−1
...g−1

2
g−1

1

(By Proposition 1.4) = eh−1g−1
n
eh−1g−1

n g−1

n−1

. . . eh−1g−1
n g−1

n−1
...g−1

2
g−1

1

eh−1 [h−1]

= eh−1eh−1g−1
n
eh−1g−1

n g−1

n−1

. . . eh−1g−1
n g−1

n−1
...g−1

2
g−1

1

[h−1]

= ε([g1] . . . [gn][h])[h
−1].

�

Proposition 1.6 (Proposition 2.5 [11]). Let G be a group, then any element of z ∈ S(G) admits a
decomposition

z = eg1eg2 . . . egn [h],

where n ≥ 0 and g1, . . . , gn ∈ G. In addition, one can assume that

(i) gi 6= gj , for i 6= j,
(ii) gi 6= s for any i.

Furthermore, this decomposition is unique up to the order of the {gi}.

Proposition 1.7 (Proposition 10.6 [12]). The map

g ∈ G 7→ [g] ∈ KparG

is a partial representation, which we will call the universal partial representation of G. In addition,
for any partial representation π of G in a unital K-algebra A there exists a unique algebra homomorphism
φ : KparG→ A, such that π(g) = φ([g]), for any g ∈ G.

A direct consequence of Proposition 1.7 is the following well-known theorem:

Theorem 1.8. The categories ParRepG and KparG-Mod are isomorphic.

The key constructions in Theorem 1.8 are as follows: if π : G → EndK(M) is a partial group
representation, thenM becomes aKparG-module with the action defined as [g]·m := πg(m). Conversely,
if M is a KparG-module, we obtain a partial representation π : G → EndK(M) such that πg(m) :=
[g] ·m. Keeping in mind Theorem 1.8, we use the terms partial group representation and KparG-module
interchangeably.

Definition 1.9. A (left) partial group action θ =
(

G,X, {Xg}g∈G, {θg}g∈G
)

of a group G on a set X
consists of a family indexed by G of subsets Xg ⊆ X and a family of bijections θg : Xg−1 → Xg for each
g ∈ G, satisfying the following conditions:

(i) X1 = X and θ1 = 1X ,
(ii) θg(Xg−1 ∩Xg−1h) ⊆ Xg ∩Xh,
(iii) θgθh(x) = θgh(x), for each x ∈ Xh−1 ∩Xh−1g−1 .

Let X be a set, and let A, B, D, C be subsets of X. Suppose ψ : A→ B and φ : D → C are bijective
functions. The partial composition of φ ◦ ψ is defined as the function whose domain is the larger set
where φ(ψ(x)) makes sense, i.e., dom(φ ◦ ψ) = ψ−1(A ∩C). It is worth mentioning that conditions (ii)
and (iii) are equivalent to θgθh being a restriction of θgh for all g, h ∈ G.
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Definition 1.10. Let α = (G,X, {Xg}, {αg}) and β = (S, Y, {Yh}, {βh}) be partial actions, a morphism
of partial actions φ is a pair (φ0, φ1) where φ0 : X → Y is a map of sets and φ1 : G→ S is a morphism
of groups such that

(i) φ0(Xg) ⊆ Yφ1(g),
(ii) φ0(αg(x)) = βφ1(g)(φ0(x)), for all x ∈ Xg−1 .

In Definition 1.10, if we have G = S and φ0 = 1G, then we obtain the classical definition of a
G-equivariant map for partial group actions of a group G.

Definition 1.11. Let α be a partial group action of G on X and β a partial group action of G on Y .
A G-equivariant map φ : X → Y is a function such that:

a) φ(Xg) ⊆ Yg for all g ∈ G,
b) φ(αg(x)) = βg(φ(x)) for all g ∈ G and x ∈ Xg−1 .

The category of partial group actions of a fixed group G on sets with G-equivariant maps will be
denoted by Gpar-Set.

Definition 1.12. Let G be a group, A a K-algebra, and M be a left (right) A-module. A (left) partial
group action of G on M is a set-theoretical partial action θ = (G,M, {Mg}, {θg}) of G on M such that
each domain Mg is a left (right) A-submodule of M and θg : Mg−1 → Mg is an isomorphism of left
(right) A-modules.

We can extend the concept of partial group action morphism and G-equivariant map to partial group
actions on A-modules simply by requiring to the corresponding maps to be A-linear maps. The category
whose objects are partial group actions on modules and morphisms of partial group actions on left (right)
A-modules will be denoted by PA-AMod (PA-ModA), and for a fixed group G the respective category
whose objects are partial group actions of G on left (right) A-modules and the morphisms are partial
G-equivariant maps of modules will be denoted by Gpar-AMod (Gpar-ModA). By abuse of notation,
if A = K, we denote the category of partial group actions on K-modules simply by PA-Mod and the
category of partial group action of a group G on K-modules by Gpar-Mod. Furthermore, if θ is a (left)
partial group action of G on the module M , we will refer to M as a (left) Gpar-module, always keeping
in mind the partial action θ.

Example 1.13. Let α be a group action of G on a K-module M . Then it is clear that α is a partial
group action. We will refer to this kind of partial action as a global action to emphasize its global
nature. Furthermore, there exist and obvious embedding functor G-Mod → Gpar-Mod.

Example 1.14. Let π : G → EndK(M) be a partial representation. Then, for all g ∈ G we define
Mg := eg ·M and θg := πg|M

g−1
. Then, θ :=

(

G,M, {Mg}, {θg}
)

is a partial group action of K-modules

of G on M . Indeed, it is clear that M1 = M and θ1 = idM . Since [g][g−1]eg · m = eg · m for all
g ∈ G and m ∈ M we conclude that θg : Mg−1 → Mg is a well-defined K-linear isomorphism. Let
m ∈Mg−1 ∩Mg−1h, then:

θg(m) = [g] ·m = [g]eg−1eg−1h ·m = egeh[g] ·m ∈Mg ∩Mh.

Let m ∈Mh−1 ∩Mh−1g−1 , then

θgθh(m) = [g][h]eh−1eh−1g−1 ·m = [gh]eh−1eh−1g−1 ·m = θgh(m).
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Thus, θ is a partial group action we call this partial group action as the induced partial action of G
on the KparG-moduleM . Let φ :M → N be a morphism of KparG-modules. Then φ is a G-equivariant
map with respect to the partial group actions determined by M and N . Indeed, observe that

φ(Mg) = φ(eg ·M) = eg · φ(M) ⊆ eg ·N = Ng,

and
φ(αg(eg−1 ·m)) = φ([g]eg−1 ·m) = [g] · φ(eg−1 ·m) = βg(φ(eg−1 ·m).

Hence, we obtain a well-defined functor Λ : ParRepG → Gpar-Mod.

Remark 1.15. Observe that in Example 1.14 we have that Mg = [g] · M . Indeed, it is clear that
eg ·M ⊆ [g] ·M for all g ∈ G, then [g] ·M = [g]eg−1 ·M ⊆ [g][g−1] ·M = eg ·M for all g ∈ G.

Example 1.16. Let X = KparG, then we have a partial group action of G on the right KparG-module
X defined as follows:

(i) Xg := eg−1KparG
(ii) θg(eg−1z) := [g]eg−1z = [g]z for all z ∈ KparG.

It is clear that each Xg is a right KparG-module with the inherited structure of KparG and that θg is
an isomorphism of right KparG-modules.

Proposition 1.17. Let θ = (G,X, {Xg}g∈G, {θg}g∈G) be a set-theoretical partial group action of G

on X. Then, θ determines a partial group action θ̂ :=
(

G,KX, {KXg}g∈G, {θ̂g}g∈G
)

of G on the free

K-module KX, where θ̂g : KXg−1 → KXg is the K-linear isomorphism determined by θg.

Proof. Let z ∈ KXg−1 ∩KXh, then z =
∑

i λixi, such that xi ∈ Xg−1 ∩Xh for all i. Therefore,

θ̂g(z) =
∑

i

λiθg(xi) ∈ KXg ∩KXgh.

Let z ∈ Xg−1 ∩Xg−1h−1 , then z =
∑

i λixi, such that xi ∈ Xg−1 ∩Xg−1h−1 for all i. Thus,

θ̂hθ̂g(z) =
∑

i

λiθhθg(xi) =
∑

i

λiθhg(xi) = θ̂hg(z).

�

Let α = (G,X, {Xg}, {αg}) and β = (H,Y, {Yg}, {βg}) be two partial group actions and φ = (f, ϕ) :

α → β a morphism of partial actions. Then, φ induces a morphism of partial actions (f̂ , ϕ) : α̂ → β̂

where α̂ and β̂ are the partial actions on modules determined by α and β respectively as in Propo-
sition 1.17 and f̂ : KX → KY is the K-linear extension of f . Therefore, we obtain a functor
PA → PA-Mod.

Proposition 1.18. Let θ = (G,X, {Xg}g∈G, {θg}g∈G) be a set-theoretical partial group action of G on

X, and K be a commutative unital ring. Then, θ determines a partial representation πθ := π of G on
KX, such that for all x ∈ X we set

πg(x) =

{

θg(x) if x ∈ Xg−1 ,
0 otherwise.

Proof. Clearly, π1 = idKX . Let g, h ∈ G and x ∈ X, then

(i) if x /∈ Xh−1 , then πg−1πgπh(x) = 0, and πg−1πgh(x) = 0 since:
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(a) if x /∈ Xh−1g−1 , then

πg−1πgh(x) = 0,

(b) if x ∈ Xh−1g−1 , then

πg−1πgh(x) = πg−1(θgh(x)),

(1) if θgh(x) /∈ Xg, then

πg−1πgh(x) = πg−1(θgh(x)) = 0,

(2) if θgh(x) ∈ Xg, then

θg−1θgh(x) = θh(x),

therefore x ∈ Xh−1 , which contradicts the hypotheses of (i). Thus, θgh(x) /∈ Xg.
(ii) If x ∈ Xh−1 , then πg−1πgπh(x) = πg−1πg(θh(x)),

(a) if θh(x) ∈ Xg−1 , then

πg−1πgπh(x) = πg−1θg(θh(x)) = πg−1θgh(x) = πg−1πgh(x),

(b) if θh(x) /∈ Xg−1 , then πg−1πgπh(x) = 0, and
(1) if x /∈ Xh−1g−1 , then πg−1πgh(x) = 0,
(2) if x ∈ Xh−1g−1 , then θgh(x) /∈ Xg and consequently πg−1πgh(x) = πg−1(θgh(x)) = 0.

Indeed, note that if θgh(x) ∈ Xg, then θh(x) = θg−1θgh(x) ∈ Xg−1 , which contradicts
(b) of (ii), thus θgh(x) /∈ Xg.

Henceforth, πg−1πgπh = πg−1πgh for all g, h ∈ G, analogously one proves that πhπgπg−1 = πhgπg−1 for
all g, h ∈ G. �

Remark 1.19. Let θ be a partial group action of a group G on a set X, then by Proposition 1.18 we have
a partial group representation πθ : G → EndK(KX). Then, by Theorem 1.8 KX is a KparG-module
with the left action determined by

(1.2) [g] · x =

{

θg(x) if x ∈ Xg−1 ,
0 otherwise.

Proposition 1.18 allows us to study partial group actions via the partial group representation that
they determine. However, maps of partial group actions do not necessarily determine morphisms of
partial representations.

Example 1.20. Let X = {x, y} be the set with two points, and let G = {1, g : g2 = 1} be the cyclic
group of order 2. Define the partial action α := (G,X, {Dg}, {αg}) such that Dg := {x} and αg(x) = x,
consider β as the trivial group action of G on X. It is clear that the identity map id : x 7→ x is a
G-equivariant map. But the K-linear map id : KX → KX is not a morphism of KparG-modules since

id([g] · y) = id(0) = 0 and [g]id(y) = [g] · y = y.

Remark 1.21. Let θ be a set-theoretical partial group action, then by Proposition 1.17 we have a partial
group action θ̂ of G on KX, and by Proposition 1.18 we obtain a partial group representation πθ. Thus,

it is immediately that the partial action determined by πθ is θ̂.

Analogously to the definition of left partial group action, we can define a right partial group action.
In particular, we will use right partial group actions on A-modules, where A is an algebra.
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Definition 1.22. A right partial group action β of G on a left (right) A-module X is a left partial group
action of Gop on X, explicitly a right partial group action of G on X is a tuple β :=

(

G,X, {Xg}, {βg}
)

,
where βg : Xg−1 → Xg is an isomorphism of left (right) A-modules for all g ∈ G, such that

(i) X1 = X and β1 = 1X ;
(ii) (Xh ∩Xg−1)βg ⊆ Xhg ∩Xg;
(iii) (x)βgβh = (x)βgh for all x ∈ Xh−1g−1 ∩Xg−1 ,

where (x)βg := βg(x).

The category of right partial group actions on modules of a group G will be denoted by Mod-Gpar.
Thus, by definition we have a natural isomorphism between the categories Goppar-Mod and Mod-Gpar.
Analogously, to the left case, if β is a right partial group action on the module M we say that M is a
right Gpar-module.

Notation. Given a group G and a set/module X we use the notation α : Gy X to denote the partial
group action of G on X, such that α := (G,X, {Xg}g∈G, {αg}g∈G). Analogously, we use the notation
β : X x G to denote the right partial group action of G on X, such that β := (G,X, {Xg}g∈G, {βg}g∈G).

Example 1.23. Analogously to Example 1.14, if M is a right KparG-module, it determines a right
partial group action θ := (G,M, {Mg}, {θg}) of G on M such that:

(i) Mg :=M · eg−1 ;
(ii) θg :Mg−1 →Mg is such that (m)θg := m · [g], for all g ∈ G and m ∈Mg−1 .

Thus, we obtain a functor Mod-KparG→ Mod-Gpar.

Example 1.24. Let X = KparG, then we have a right partial action of left KparG-modules defined as
follows:

(i) Xg := KparGeg−1

(ii) (zeg)θg := zeg[g] = z[g] for all z ∈ KparG.

It is clear that each Xg is a left KparG-module with the inherited structure of KparG and that θg is an
isomorphism of left KparG-modules.

Partial actions induced by partial representations will be one of the principal objects of study in this
work. Thus, here we show some properties of this type of partial group action.

Lemma 1.25. Let M and N be two left KparG-modules, and let f : M → N be a morphism between
them. Let α : GyM and β : Gy N be the respective induced partial action. Then,

(i) [g] ·m = αg(eg−1 ·m) for all g ∈ G and m ∈M ;
(ii) domαg1αg2 . . . αgn = ε([g1][g2] . . . [g]) ·M for all g1, . . . , gn ∈ G;
(iii) Let y ∈ Ng ∩ im f , then there exist x ∈Mg such that f(x) = y.

Proof. By the definition of α we know that eg−1 · m ∈ Mg−1 for all g ∈ G and m ∈ M . Then,
αg(eg−1 ·m) = [g]eg−1 ·m = [g] ·m. This proves (i).

By the axioms of partial action we know that domαgαh = Mh−1 ∩ Mh−1g−1 = eh−1eh−1g−1 · M ,

and eh−1eh−1g−1 = [h−1][g−1][g][h] = ε([g][h]). Thus, by induction suppose that domαg1αg2 . . . αgn =
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ε([g1][g2] . . . [gn]) ·M , then

domαg1 . . . αgnαgn+1
= α

g−1

n+1

(

domαg1 . . . αgn ∩ imαgn+1

)

= α
g−1

n+1

(

ε([g1][g2] . . . [gn]) ·M ∩ egn+1
·M

)

= αg−1

n+1

(

egn+1
ε([g1][g2] . . . [gn]) ·M

)

= [g−1
n+1]egn+1

ε([g1][g2] . . . [gn]) ·M

(by Lemma 1.5) = ε([g1][g2] . . . [gn][gn+1])[g
−1
n+1] ·M

(by Remark 1.15) = ε([g1][g2] . . . [gn][gn+1])eg−1

n+1

·M

= ε([g1][g2] . . . [gn][gn+1]) ·M,

what proves (ii). For (iii), observe that if y ∈ Ng ∩ im, f , then eg · y = y, and there exists m ∈M such
that f(m) = y. Hence, y = eg · y = eg · f(m) = f(eg ·m). Therefore, setting x = eg ·m ∈Mg yields the
desired element. �

Form now on, when dealing with a partial representation on M (or equivalently a KparG-module),
we will always take into account the partial group action on M inherited from the partial representa-
tion. This is crucial to consider, as we will carry out constructions using partial representations and
immediately regard them as partial group actions without explicitly mentioning the functor Λ.

1.2. Homological algebra. We use Weibel’s book [18] and Rotman’s book [17] as our primary refer-
ences for homological algebra theory. The homology theory for a G-module M is based on the space of
coinvariantsMG :=M/DM , whereDM is the submodule ofM generated by {g·m−m : m ∈M, g ∈ G}.
In this case, one can verify that MG

∼= k ⊗KG M . Hence, the functor (−)G : G-Mod → K-Mod is
a right exact functor, and we can define the homology of G with coefficients in a G-module M as the
right derived functor of the functor of coinvariants. Thus, we define

H•(G,M) := TorKG• (k,M).

The standard resolution C ′′
• → K of right KG-modules is given by C ′′

n = KG⊗n+1, with augmentation
map g ∈ KG 7→ 1 ∈ K, and with differential determined by the face maps

di(g1 ⊗ g2 ⊗ . . .⊗ gn ⊗ gn+1) :=

{

g2 ⊗ . . .⊗ gn ⊗ gn+1 if i = 0;
g1 ⊗ . . .⊗ gigi+1 ⊗ . . . ⊗ gn+1 if 0 < i ≤ n.

Thus, if M is a KG-module, the canonical complex that computes the group homology of G with
coefficients inM is C ′′

• ⊗KGM ∼= (Cn(G,M), d), such that Cn(G,M) := KG⊗n⊗M and d is determined
by the face maps

di(g1 ⊗ g2 ⊗ . . .⊗ gn ⊗m) :=







g2 ⊗ . . .⊗ gn ⊗m if i = 0;
g1 ⊗ . . .⊗ gigi+1 ⊗ . . .⊗m if 0 < i < n;
g1 ⊗ . . .⊗ gn−1 ⊗ gn ·m if i = n.

In the category Gpar-Mod, if α : G yM is a partial group action on the K-module M , we can define
the space of coinvariants of M as MG := M/DM where DM is the K-submodule of M generated by
{αg(m) −m : g ∈ G, m ∈ Mg−1}. This, is clearly a generalization of the global case. We can consider
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the trivial group action on MG, then the canonical map π :M →MG is a G-equivariant map. Indeed,
for all g ∈ G and m ∈Mg we have

πG(αg(m)) = αg(m) = m = g ·m = g · πG(m).

Furthermore, the spaceMG together with the G-equivariant map πG are universal in the following sense:
For all any trivial G-module W and G-equivariant map ψ :M → W there exist a unique G-equivariant
map ψ̃ :MG →W such that the following diagram commutes

M W

MG

ψ

πG
ψ̃

what is exactly the same property that satisfies the space of coinvariants of a global group action.
For any KparG-module M we can define the space of coinvariants as MG := M/DM , where DM is

the K-submodule ofM generated by {[g] ·m−eg−1 ·m : g ∈ G, m ∈M}, note that this coinvariant space
coincides with the coinvariant space of the partial group action determined by the partial representation
on M .

Proposition 1.26. Let M be a left KparG-module. Then, MG
∼= B ⊗KparGM as K-modules.

Proof. Define the K-linear map f0 :M → B ⊗KparGM such that f0(m) := 1⊗KparG m, then

f0([g] ·m) = 1⊗KparG [g] ·m = 1 ⊳ [g] ⊗KparG m = eg−1 ⊗KparG m

= 1 ⊳ eg−1 ⊗KparG m = 1⊗KparG eg−1 ·m

= f0(eg−1 ·m).

Thus, we obtain a K-linear map f :MG → B⊗KparGM such that f(m) = 1⊗KparGm. Conversely, the
map f ′ : B ⊗KparGM →MG given by f ′(w⊗KparGm) := w ·m is a well-defined K-linear map. Indeed,
note that

f ′(w ⊳ [g]⊗KparG m) = [g−1]w[g] ·m = egw[g] ·m

= weg[g] ·m = w[g] ·m

= f ′(w ⊗KparG [g] ·m).

Finally, note that f and f ′ are mutually inverses

ff ′(w ⊗KparG m) = f(w ·m) = 1⊗KparG w ·m = w ⊗KparG m,

and

f ′f(m) = f ′(1⊗KparG m) = m.

�

Hence, based on the previous discussion, we have the following definition:

Definition 1.27 ([1], [2]). Let G be a group, we define the partial group homology of G with coefficients
in a left KparG-module M as

(1.3) Hpar
• (G,M) := Tor

Kpar
• (B,M).
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Dually, we define the partial group cohomology of G with coefficients in a right KparG-module M as

(1.4) H•
par(G,M) := Ext•Kpar

(B,M).

To compute the partial (co)homology we can use a projective resolution of right KparG-modules of
B. We can utilize the projective resolution obtained in [6, Section 6] for the particular case Hpar =

KparG. Hence, we obtain a projective resolution (C ′
•, d)

ε
→ B of right KparG-modules, such that

C ′
n := (KparG)

⊗Bn+1, the face maps are

(1.5) d0(z0 ⊗B z1 ⊗B . . . ⊗B zn) = z∗0z0z1 ⊗B z2 ⊗B . . .⊗B zn,

(1.6) di(zi ⊗B z1 ⊗B . . .⊗B zn) = z0 ⊗B . . .⊗B . . . ⊗B zi−1zi ⊗B . . .⊗B zn, for 0 < i ≤ n,

where zi ∈ S(G); the differential is given by

d =
n
∑

i=0

(−1)idi : C
′
n → C ′

n−1,

for all x ∈ KparG. We can obtain clearer description of the face maps on the basic n-chains z0 ⊗B

z1 ⊗B . . .⊗B zn, where zi ∈ S(G). By Proposition 1.4 and Proposition 1.6, there exist u ∈ E(S(G)) and
g0, g1, . . . , gn ∈ G such that

z0 ⊗B . . .⊗B zn = [g0]⊗B [g1]⊗B . . . ⊗B [gn]u.

Hence, the Equations (1.5) and (1.6) takes the form

d0([g0]⊗B . . .⊗B [gn]u) = eg−1

0

[g1]⊗B . . .⊗B [gn]u(1.7)

= [g1]⊗B . . .⊗B [gn]eg−1
n g−1

n−1
...g−1

1
g−1

0

u,

di([g0]⊗B . . .⊗B [gn]u) = [g0]⊗B [g1]⊗B . . .⊗B [gi−1][gi]⊗B . . . ⊗B [gn]u(1.8)

= [g0]⊗B . . . ⊗B [gi−1gi]⊗B . . . ⊗B [gn]eg−1

i g−1

i−1
...g−1

1
g−1

0

u,

for 0 < i ≤ n.

1.3. Simplicial objects. For this section we follow [13], [16], and [18]. For all n ∈ N we define n as the
ordered set of n+1 points {0 < 1 < . . . < n}. The category ∆ is the category with objects {n : n ∈ N}
and morphisms the set of non-decreasing maps f : n → m. The faces δi : n-1 → n and the degeneracies
σj : n+1 → n such that δi is the injection

δi(t) =

{

t if t < i
t+ 1 if t ≥ i,

and σj is the surjection

σj(t) =

{

t if t ≤ j
t− 1 if t > j.

Lemma 1.28 (Lemma 8.1.2 [18]). For any non-decreasing morphism φ : n → m there is a unique
decomposition

φ = δi1δi2 . . . δσirσj1 . . . σjs

such that i1 ≤ i2 ≤ . . . ≤ ir and j1 < j2 < . . . < js with m = n− s+ r.
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Corollary 1.29 (Corollary B.3. [16]). The category ∆ is presented by the generators δi, 0 ≤ i ≤ n and
σj , 0 ≤ j ≤ n (one for each n) subject to the simplicial relations

δjδi = δiδj−1 if i < j(1.9)

σjσi = σjσj+1 if i ≤ j

σjδi =







δiσj−1 if i < j
1 if i = j or i = j + 1

δi−1σj if i > j + 1.

Definition 1.30. A simplicial object in a category C is a contravariant functorX : ∆ → C. Equivalently,
we can define a simplicial object X as a sequence of objects {Xn}n∈N together with face maps di : Xn →
Xn−1 and degeneracy maps si : Xn → Xn+1 (i = 0, 1, . . . , n), which satisfies the following simplicial
identities:

didj = dj−1di if i < j

sisj = sj+1sj if i ≤ j

disj =







sj−1di if i < j
1 if i = j or i = j + 1}

sjdi−1 if i > j + 1.

A simplicial object will be denoted by (X•, di, si), where X• refers to the sequence of objects, and di
and si refer to the face and degeneracy maps, respectively.

A simplicial object in the category of sets is called a simplicial set, analogously a simplicial object
in the category of modules is called a simplicial module.

Example 1.31. Let Γ ⇒ X be a groupoid with set of objects X and set of arrows Γ, we can consider the
simplicial set determined by Γ as a small category (see [16]). Hence, we define the simplicial set (Γ•, di, si)
as follows: set Γ0 := X, Γ1 := Γ, and Γn := {(γ1, γ2, . . . , γn) : s(γi) = t(γi+1) for all 1 ≤ i ≤ n − 1} for
all n ≤ 2, where s : Γ → X and t : Γ → X are the respective source and target maps of the groupoid.
Hence, for all n ≤ 1, we have n + 1 face maps di, 0 ≤ i ≤ n, where the map di is defined by “skipping
the i-position object”. In other words, an n-chain is a chain of composable morphisms

x0 x1 · · · xi−1 xi xi+1 · · · xn−1 xn.
γ1 γi+1γi γn

The face map d0 leaves out the first arrow and dn leaves out the last arrow, and di works by composing
the morphisms γi and γi+1

x0 x1 · · · xi−1 xi+1 · · · xn−1 xn.
γ1 γnγi+1γi

For the degeneracy maps, si : Γn → Γn+1 we put the identity map of xi
1
→ xi in the i + 1-position of

the chain

x0 · · · xi−1 xi xi xi+1 · · · xn.
γi+11γi

Explicitly, for n = 1 set d0 := s and d1 := t. For n ≥ 2, we set

d0(γ1, . . . , γn) := (γ2, . . . , γn), dn(γ1, . . . , γn) := (γ1, . . . , γn−1),

for 1 ≤ i ≤ n− 1
di(γ1, . . . , γn) := (γ1, . . . , γi+1γi, . . . , γn),
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and for the face maps

si(γ1, . . . , γn) := (γ1, . . . , γi, 1, γi+1, . . . , γn).

Let A = (A•, di, si) be a simplicial module. Then, A determines a chain-complex C•(A) = (A•, ∂•)
such that ∂n :=

∑n
i=0(−1)ndi. We define the homology of the simplicial module A as the homology

of its associated chain-complex. Thus, we set H•(A) := H•(C•(A)). Dually, the simplicial module
A determines a cochain-complex C •(A) = (homK(A•,K), ∂•), where ∂n := homK(∂n,K), and the
cohomology of the simplicial module A is defined as the cohomology of its associated cochain-complex.
Thus, we set H•(A) := H•(C •(A)).

Example 1.32. Let M be a G-module. Then, we define Cn(G,M) := KG⊗n ⊗M and the face maps
For n ≥ 1 we define the face maps di : Cn(G,M) → Cn−1(G,M) by

di(g1 ⊗ g2 ⊗ . . . ⊗ gn ⊗m) :=







g2 ⊗ . . .⊗ gn ⊗m if i = 0;
g1 ⊗ . . . ⊗ gigi+1 ⊗ . . .⊗ gn ⊗m if 0 < i < n;

g1 ⊗ . . . ⊗ gn−1 ⊗ θgn(m) if i = n.

We set the degeneracy maps si : Cn(G,M) → Cn+1(G,M) by

si(g1 ⊗ . . .⊗ gn ⊗m) = g1 ⊗ . . . ⊗ gi ⊗ 1⊗ gi+1 ⊗ . . .⊗ gn ⊗m.

Then, C•(G,M) := (C•(G,M), di, si) is a simplicial module. Furthermore, its respective associated
chain complex (C•(G,M), ∂•) is the standard complex that computes the group homology of G with
coefficients in M . Dually, C •

(

C•(G,M)
)

is the cochain-complex that computes the group cohomology
of G with coefficients in the right G-module M∗.

Any simplicial set X = (X•, di, si) determines a simplicial module KX = (KX•, di, si) by extending
the face and degeneracy maps linearly. Consequently, we can define the homology of the simplicial set
X as the homology of the simplicial module KX.

It is possible to construct chains and cochains of a simplicial set using a more general structure called
a coefficient system. This construction will help us to compare both partial group cohomology theories:
the one based on partial representations of groups [1] and the other based on partial group actions on
commutative inverse monoids [7].

Definition 1.33. A homological coefficient system A on a simplicial set X : ∆ → Set is a family
of Abelian groups {Ax}, one for each simplex x ∈ Xn, and a family of homomorphisms A (φ, x) : Ax →
AX(f)(x), one for each pair x ∈ Xn, f : m → n, such that the following conditions are satisfied:

(1.10) A (1, x) = 1 and A (φ ◦ ψ, x) = A (ψ,X(φ)(x))A (φ, x).

Dually, a cohomological coefficient system A on a simplicial set X is a family of Abelian groups
{Ax}, one for each simplex x ∈ Xn, and a family of homomorphisms A (φ, x) : AX(f)(x) → Ax, one for
each pair x ∈ Xn, f : m → n, such that the following conditions are satisfied:

(1.11) A (1, x) = 1 and A (φ ◦ ψ, x) = A (φ,X(ψ)(x))A (ψ, x).

Remark 1.34. Let X = (X•, di, sj) be a simplicial set. Suppose that we have a family of Abelian groups
{Ax}x∈X and a for any pair x ∈ Xn and 0 ≤ i ≤ n, morphisms δi,x : Adi(x) → Ax and σi,x : Asi(x) → Ax
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such that

δj,xδi,dj(x) = δi,xδj−1,di(x) if i < j(1.12)

σj,xσi,sj(x) = σj,xσj+1,sj(x) if i ≤ j

σj,xδi,sj(x) =







δi,xσj−1,di(x) if i < j
1Ax

if i = j or i = j + 1
δi−1,xσj,di−1(x) if i > j + 1.

Let φ : m → n be any morphism in ∆, then by Lemma 1.28 there exist a unique decomposition
φφ = δi1δi2 . . . δσirσj1 . . . σjs . We define

A (φ, x) := δi1,x1δi2,x2 . . . δσir ,xrσj1,xr+1
. . . σjs,xr+s

,

where

xk =







x if x = 1
di1 . . . dik−1

(x) if 2 ≤ k ≤ r + 1
di1 . . . dirsj1 . . . sjk−r−1

(x) if r + 2 ≤ k ≤ r + s

Thus, by Corollary 1.29 and the relations (1.12) we conclude that {Ax} together with {A (φ, x)} is
a cohomological coefficient system on X. We can dualize this argument to obtain a version of this
construction for homological coefficient systems, i.e., the family of morphisms must satisfy the dual
version of the relations (1.12).

Let (X, di, si) be a simplicial set, and let A be a homological coefficient system onX. An n-chain ofX
with coefficients in A is a formal linear combination

∑

x∈Xn
a(x)x, where a(x) ∈ Ax. The set of n-chains

forms an Abelian group under addition, denoted by Cn(X,A ). For a basic n-chain a(x)x ∈ Cn(X,A )
we define its boundary by

(1.13) ∂n(a(x)x) :=
n
∑

i=0

(−1)iA (δi, x)(a(x))di(x).

Therefore, we obtain a differential ∂n : Cn(X,A ) → Cn−1(X,A ) and a chain-complex (C•(X,A ), ∂•).
The homology groups of the complex C•(X,A ) are called the homology groups of the simplicial set X
with coefficients in A , denoted by Hn(X,A ).

Analogously, let A be a cohomology coefficient system on X. Let

(1.14) Cn(X,A ) := {f : Xn → ∪x∈XnAx : f(x) ∈ Ax}.

The differential ∂n : Cn(X,A ) → Cn+1(X,A ) is given by

(1.15) ∂n(f)(x) :=

n+1
∑

i=0

(−1)iA (δi, x)
(

f(di(x))
)

, x ∈ Xn+1.

We define the cohomology groups of X with coefficients in A , denoted by Hn(X,A ), as the cohomology
groups of the cochain-complex C•(X,A ).
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2. Partial tensor product

Since we have introduced the concept of left and right Gpar-modules, it is natural to ask how to define
a tensor product version for this kind of partial structures. Let β : X x G and α : G y Y be partial
actions on modules. Define Kβ,α as the K-submodule of X ⊗K Y generated by the set

{

(x)βg ⊗ y − x⊗ αg(y) : g ∈ G, x ∈ Xg−1 and y ∈ Yg−1

}

.

Hence, we define the partial tensor product of the right Gpar-module X by the left Gpar-module
Y as

(2.1) X ⊗Gpar Y :=
X ⊗K Y

Kβ,α

.

Notice that we obtain a bilinear map ⊗Gpar : X × Y → X ⊗Gpar Y . Thus, we write x⊗Gpar y to denote
⊗Gpar(x, y).

Proposition 2.1. Let β : X x G and α : Gy Y be partial actions on modules, and Z be a K-module.
Suppose that φ : X × Y → Z is a bilinear map such that φ((x)βg , y) = φ(x, αg(y)) for all g ∈ G,

x ∈ Xg−1 , y ∈ Yg−1 . Then, there exists a unique K-linear map φ̃ : X ⊗Gpar Y → Z such that the
following diagram commutes:

X × Y Z

X ⊗Gpar Y

φ

⊗Gpar
φ̃

Proof. Since φ is bilinear we have a linear map φ′ : X ⊗ Y → Z, and by the hypotheses we have that
Kβ,α ⊆ ker φ′, thus such morphism exists. The uniqueness is a consequence of the fact φ̃(x ⊗Gpar y) =
φ(x, y) and that {x⊗Gpar y : x ∈ X and y ∈ Y } generates X ⊗Gpar Y as K-module. �

By a classical proof of uniqueness give by universal properties one proves that X⊗Gpar Y is the unique
module (up to isomorphism) that satisfies the universal property mentioned in Proposition 2.1.

Remark 2.2. If M is a right G-module and N a left G-module then M ⊗Gpar N is naturally isomorphic
to M ⊗KG N .

Let ν :M x G, α : Gy A and β : Gy B be partial actions on K-modules, and let ϕ : A→ B a left
G-equivariant map. Then, the map f∗ :M⊗GparA→M⊗GparB such that f∗(m⊗Gpara) := m⊗Gparf(a)
is a well-defined map of K-modules. Henceforth, we obtain a functor

(2.2) M ⊗Gpar − : Gpar-Mod → K-Mod,

analogously, if ν : GyM is a partial action on M , we obtain a functor

(2.3) −⊗Gpar M : Mod-Gpar → K-Mod,

Remark 2.3. Let β :M x G be a partial action on the module M . By abuse of notation we define the
fuctor

M ⊗Gpar − : KparG-Mod → K-Mod

as the comopisition of the functor Λ and the functor (2.2). That is, if X is a left KparG-module, we
consider the induced partial action θ : G y X of G on X, as in Example 1.14. Thus, M ⊗Gpar X is
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the partial tensor product of the right Gpar-module M and the left Gpar-module X. In this case, the
module Kβ,θ is the K-submodule generated by the set

{

(m)βg ⊗ eg−1 · x−m⊗ [g] · x : g ∈ G,m ∈Mg−1 and x ∈ X
}

.

Analogously, if α : GyM is a partial action, we obtain a functor

−⊗Gpar M : Mod-KparG→ K-Mod.

Proposition 2.4. Let A and R be K-algebras, and let β : X x G be a right partial group action of
left A-modules, and let α : G y Y be a left partial group action of right R-modules. Then, X ⊗Gpar Y
is an A-R-module.

Proof. We know that X ⊗K Y is an A-R-module. Observe that for all a ∈ A and b ∈ R we have that

a
(

x⊗ αg(y)− (x)βg ⊗ y
)

b = ax⊗ αg(yb)− (ax)βg ⊗ yb,

therefore Kβ,α is an A-R-submodule of X ⊗K Y . Whence we conclude that X ⊗Gpar Y is an A-R-
module. �

Proposition 2.5. Let β : M y G be a right partial group action on the K-module M . Then, the
functor M ⊗Gpar − : KparG-Mod → K-Mod is right exact. Similarly, if α : G y M is a left partial
action on M , then the functor −⊗Gpar M : Mod-KparG→ K-Mod is right exact.

Proof. Let A
f
→ B

h
→ C → 0 be an exact sequence in KparG-Mod. Then, we obtain a sequence

M ⊗Gpar A
f∗
→ M ⊗Gpar B

h∗→ M ⊗Gpar C → 0, since h is surjective we obtain that h∗ is surjective.
Furthermore, since h∗f∗ = 0, we have that im f∗ = ker h∗ if, and only if, the linear map

h∗ : (M ⊗Gpar B)/ im f∗ →M ⊗Gpar C

is an isomorphism, where h∗ is the map induced by h∗. For all c ∈ C, choose bc ∈ B such that h(bc) = c,
and define the map η :M ⊗C →M ⊗Gpar B/ im f∗ such that η(m⊗ c) = m⊗Gpar bc for all m ∈M and
c ∈ C. To verify that this map is well-defined we have to check that η does not depend on the choice of
bc. Let b such that h(b) = h(bc) = c, then b− bc ∈ kerh = im f . Consequently, m⊗Gpar (b− bc) ∈ im f∗,
whence we have that η is well-defined.

Now, suppose that m ∈ Mg−1 and c ∈ Cg−1 = eg−1 · C. Since h is a morphism of KparG-module, by
(iii) of Lemma 1.25, there exists b ∈ Bg−1 = eg−1 · B such that h(b) = c. Then,

η
(

(m)βg ⊗ c
)

= (m)βg ⊗Gpar bc = (m)βg ⊗Gpar b = m⊗Gpar [g] · b = m⊗Gpar b[g]·c = η
(

m⊗ [g] · c
)

Henceforth, by Proposition 2.1, there exists a K-linear map η : M ⊗Gpar C → M ⊗Gpar B/ im f∗ such

that η(m ⊗Gpar c) = m⊗Gpar bc. Finally, note that h∗
−1

= η. One shows in the same fashion that
−⊗Gpar M is right exact. �

Proposition 2.6. Let β : X x G be a partial action, and let Y be a KparG-A-module. Then the
functors

(

X ⊗Gpar Y
)

⊗A − : A-Mod → K-Mod,

and
X ⊗Gpar

(

Y ⊗A −
)

: A-Mod → K-Mod

are isomorphic. Analogously, if α : G y Y is a partial action, X is an A-KparG-module, then the
functors −⊗A

(

X ⊗Gpar Y
)

and
(

−⊗AX
)

⊗Gpar Y are isomorphic.
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Proof. Let Z be a left A-module. For a fixed z ∈ Z consider the map

X × Y → X ⊗Gpar (Y ⊗A Z)

(x, y) 7→ x⊗Gpar (y ⊗A z)

It is clear that this map is bilinear and that satisfies the conditions of Proposition 2.1, thus for all z ∈ Z
we obtain a morphism of K-modules

X ⊗Gpar Y → X ⊗Gpar (Y ⊗A Z)

x⊗Gpar y 7→ x⊗Gpar (y ⊗A z).

Furthermore, the map

(X ⊗Gpar Y )× Z → X ⊗Gpar (Y ⊗A Z)

(x⊗Gpar y, z) 7→ x⊗Gpar (y ⊗A z)

is an A-bilinear map, thus we obtain a K-linear map

η : (X ⊗Gpar Y )⊗A Z → X ⊗Gpar (Y ⊗A Z)

(x⊗Gpar y)⊗A z 7→ x⊗Gpar (y ⊗A z).

On the other hand, we have the following commutative diagram given by Proposition 2.1

X ⊗K Y ⊗A Z (X ⊗Gpar Y )⊗A Z

X ⊗Gpar (Y ⊗A Z)

⊗Gpar

ψ

where the horizontal morphism is given by x⊗K y⊗Az 7→ (x⊗Gpar y)⊗Az. Hence, ψ(x⊗Gpar (y⊗Az)) =
(x⊗Gpar y)⊗A z. Note that ψ and η are mutually inverses. Finally, it is easy to see that η determines
a natural isomorphism. �

2.1. Globalization of partial group actions on modules. Analogously to set-theoretical partial
group actions (see [12] for more details), we can obtain partial group actions on modules by restricting
global group actions on a K-module W to a submodule M of W . Indeed, let θ : G y W be a global
group action, and let M be a K-submodule of W , define Mg := θg(M) ∩M and αg := θg|M

g−1
. Then,

α := (G,M, {Mg}g∈G, {αg}g∈G) is a partial group action of G on M . We say that α is the restriction
of θ to M .

Definition 2.7. Let α : G y M be a partial action of a K-module M , the universal global action
of α is a pair (θ, ι) where θ : G y W is a global group action and ι : M → W is a G-equivariant map,
such that for any global group action β : G y X and a G-equivariant map ψ : M → X there exists a
unique morphism ψ̃ :W → X of G-modules such that the following diagram commutes:

M X

W

ι

ψ

ψ̃

Remark 2.8. Note that by a classical argument of universal property, the universal global action (if
there exists) is unique up to unique isomorphism.
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Definition 2.9. Let α : G y M be a partial group action and θ : G y W a global group action. If
there exists an injective G-equivariant map ι : M → W such that α is isomorphic to the restriction of
θ to ι(M) via ι, and W =

∑

g∈G θg(ι(M)) we say that θ is a globalization of α.

Contrary to the set-theoretical case, a globalization of partial group action on a module (if it exists)
is not necessarily unique.

Example 2.10. Let G := 〈g : g3 = 1〉, and let α := (G,Z, {Xh}h∈G, {αh}h∈G) be the partial group
action such that X1 = Z, Xg = Xg2 = {0}, and α1 = 1Z, αg(0) = αg2(0) = 0. Now, we will-construct
two non-isomorphic globalizations of α. V := Z × Z× Z, define the global action of G on V such that
g · (x, y, z) := (z, x, y), thus the function ι : Z → V given by ι(n) := (n, 0, 0) is clearly a G-equivariant
map. Moreover, note that V together with ι is a globalization of α.

For the second globalization consider the subgroup N := {(2n, 2n, 2n) : n ∈ Z}, note that g ·

(2n, 2n, 2n) = (2n, 2n, 2n), then W := V/N , is a G-module such that g · (x, y, z) = (z, x, y), let φ : V →
W be the canonical projection. Then, (V, φ ◦ ι) is a globalization of M . Indeed, first observe that ψ is

injective. Suppose that ψ(n) = (0, 0, 0) for some n ∈ Z, then (n, 0, 0) ∈ N , thus n = 0. Now, we have

to verify that g · (n, 0, 0) ∈ ψ(Z) if, and only if, n = 0, and g2 · (n, 0, 0) ∈ ψ(Z) if and only if, n = 0.
Note that

g · (n, 0, 0) ∈ ψ(Z) ⇔ there exists m ∈ Z such that (0, n, 0) = (m, 0, 0)

⇔ (−m,n, 0) ∈ N

⇔ m = n = 0,

analogously we have that g2 · (n, 0, 0) ∈ ψ(Z) if, and only if, n = 0. Hence, the restriction of the
global action on W to ψ(Z) is isomorphic to α. Finally, observe that V and W are not isomorphic as
G-modules since W has torsion elements, but V does not.

Remark 2.11. Let α : G y M be a partial action on the module M . Then, by Proposition 2.4
KG ⊗Gpar M is a left G-module. Let Θ : G y KG ⊗Gpar M be the associated global action of G on
KG⊗Gpar M . Define

ι :M → KG⊗Gpar M

m 7→ 1⊗Gpar m.

Then, ι is a well-defined G-equivariant map. Indeed, observe that

ι(αg(m)) = 1⊗Gpar αg(m) = g ⊗Gpar m = Θg(ι(m)),

for all g ∈ G and m ∈Mg−1 .

Theorem 2.12. Let α : G y M be a partial group action on the K-module M , and let Θ : G y

KG ⊗Gpar M and ι : M → KG ⊗Gpar M be as in Remark 2.11. Then, (Θ, ι) is the universal global
action of α.

Proof. Let X be a left G-module and ψ : M → X a G-equivariant map, then ψ∗ : KG ⊗Gpar M →
KG ⊗Gpar X is a map of G-modules. Note that, by Remark 2.2, KG ⊗Gpar X

∼= KG ⊗KG X ∼= X,

hence we obtain a morphism of G-modules ψ̃ : KG⊗Gpar M → X such that ψ̃(g ⊗Gpar m) := g · ψ(m).

It is clear that ψ = ψ̃ ◦ ι. Finally, the uniqueness of ψ̃ is due to the universal property that satisfies
KG⊗Gpar M (see Definition 2.7). �
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Remark 2.13. Theorem 2.12 and the functor (2.2) guarantee the existence of a functor

(2.4) KG⊗Gpar − : Gpar-Mod → G-Mod.

Furthermore, by universal property in Definition 2.7 the functor KG ⊗Gpar − is a left adjoint to the
embedding functor G-Mod → Gpar-Mod defined in Example 1.13, i.e., for any Gpar-module M and
G-module X there exists a natural isomorphism

homG(KG⊗Gpar M,X) ∼= homGpar(M,X).

Notation. Let α : G y M be a partial group action on the module M . For the sake of simplicity,
if there is no ambiguity, a basic element g⊗Gpar m of KG⊗Gpar M will be denoted by [g,m]. Thus, for
any h ∈ G, we have that h · [g, x] = [hg, x]. This notation is motivated by the notation used in [12] for
the elements of the globalization of a set-theoretical partial group action. It is important to take care
not to confuse this notation with the notation used for the basic elements of the partial group algebra
KparG.

Let α : Gy X be a partial group action on the K-module M , and let θ be the natural global action
of G on KG, we will denote the module Kθ,α just by Kα. From the definition of Kα we know that

Kα :=
〈

g ⊗ x− gh−1 ⊗ αh(x) : g, h ∈ G, x ∈ Xh−1

〉

(2.5)

=
〈

g ⊗ x− h⊗ y : x ∈ Xg−1h and αh−1g(x) = y
〉

.

Note that in Definition 2.7, we do not require ι to be an injective map. In fact, ι may not be injective.

Example 2.14. Let M be the free K-module with basis consisting of the set symbols {x, y, z, u, v, w},
and let G := Z/2Z × Z/2Z × Z/2Z. For simplicity, we set e = (0, 0, 0), a := (1, 0, 0), b := (0, 0, 1) and
c := (0, 0, 1), and we use product notation instead of sum notation. Define:

• Me := M and αe := 1M ;
• Ma := 〈x+ y〉, and αa := 1|Ma ;
• Mb := 〈z − u〉, and αb := 1|Mb

;
• Mc := 〈v + w〉, and αc := 1|Mc ;
• Mabc := {0}, and αabc := 1|Mabc

;
• Mab := 〈x, u〉, and αab :Mab →Mab, such that αab(x) = u and αab(u) = x;
• Mac := 〈v, y〉, and αac :Mac →Mac, such that αac(y) = v and αac(v) = y;
• Mbc := 〈z, w〉, and αbc :Mbc →Mbc, such that αbc(z) = w and αbc(w) = z.

It is clear that αg is a K-linear isomorphism for all g ∈ G. To verify that α is a partial group action
observe that

(2.6) Mg ∩Mh =

{

Mg if h ∈ {1, g}
{0} otherwise.

Then,

αg(Mg ∩Mh) =

{

Mg if h ∈ {1, g}
{0} otherwise,

what verifies (ii) of Definition 1.9. Observe that (iii) of Definition 1.9 is satisfied for x = 0. Otherwise,
if there exists x ∈ Mg−1 ∩Mg−1h−1 such that x 6= 0, then by Equation (2.6) we know that g−1 = 1 or

h−1 = 1 or g−1h−1 = 1, then

• if g−1 = 1, then x ∈Mh−1 and αhα1(x) = αh(x),
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• if h−1 = 1, then x ∈Mg−1 and α1αg(x) = αg(x),

• if g−1h−1 = 1, then x ∈Mg−1 , g−1 = h and αg−1αg(x) = x = α1(x).

Therefore, α is a well-defined partial group action of G on M . Now define

t := x+ y + z − u− v − w ∈M.

It is clear that t 6= 0. Note that we can rewrite t as follows

t = (x+ y) + (z − u)− (v + w)

= αa(x+ y) + αb(z − u)− αc(v + w)

= αa(x+ y) + αb(z − αab(x))− αc(αac(y) + αbc(z)).

Then,

[1, t] = [1, αa(x+ y)] + [1, αb(z − αab(x))]− [1, αc(αac(y) + αbc(z))]

= [a, x+ y] + [b, z − αab(x)]− [c, αac(y) + αbc(z)]

= [a, x] + [a, y] + [b, z]− [b, αab(x)]− [c, αac(y)]− [c, αbc(z)]

= [a, x] + [a, y] + [b, z]− [bab, x]− [cac, y] − [cbc, z]

= [a, x] + [a, y] + [b, z]− [a, x]− [a, y]− [b, z]

= 0.

Hence, the map ι :M → KG⊗Gpar M is not injective.

Proposition 2.15. Let α : G yM be a partial group action on the K-module M . Suppose that there
exists a global action θ : G y W and an injective G-equivariant map ψ : M → W such that α is the
restriction of θ to M . Then, the map ι is injective and the canonical global action of G on KG⊗Gpar M
is a globalization of α, we call this globalization as the universal globalization

Proof. By the universal property of KG⊗Gpar M the following diagram is commutative

M W

KG⊗Gpar M

ψ

ι

ψ̂

Note that the injectivity of ψ implies the injectivity of ι. Let β := (G, ι(M), {Dg}g∈G, {βg}g∈G) be
the restriction of the global action Θ : G y KG ⊗Gpar M to ι(M), since ι is a G-equivaliant map,
it is clear that ι|ι(M) : M → ι(M) is a bijective G-equivariant map, thus we only have to verify that
Dg ⊆ ι(Mg) for all g ∈ G. Let g ∈ G and m ∈ M such that [g,m] ∈ ι(M), then θg(ψ(m)) =

ψ̂([g,m]) ∈ ψ(M) ∩ θg(ψ(M)), whence we conclude that m ∈ Mg−1 since α is restriction of θ, thus
[g,m] = [1, θg(m)] ∈ ι(Mg). Therefore, KG⊗Gpar M is a globalization of α : GyM . �

Corollary 2.16. Let α : G y M be a partial group action. If the map ι : M → KG ⊗Gpar M is not
injective, then α is not globalizable.

Proposition 2.17. Let α : G y M be a partial group action. Then, the universal global action
Θ : G y KG ⊗Gpar M is a globalization if, and only if, for all x, y ∈ M and g ∈ G such that
[g, x] = [1, y] then x ∈Mg−1 and αg(x) = y.
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Proof. Recall that ι : M → KG ⊗Gpar M is the canonical morphism defined in Remark 2.11. Let
β := (G, ι(M), {Dg}g∈G, {αg}g∈G) be the restriction of Θ to ι(M). Set ι̂ := ι|ι(M) : M → ι(M).
Suppose that Θ is a globalization of α, then ι̂ is an isomorphism of partial group actions. Let x, y ∈M
and g ∈ G such that [g, x] = [1, y] ∈ ι(M), since β is the restriction of Θ and ι̂ is an isomorphism
we conclude that x ∈ Mg−1 . Then, [1, y] = [g, x] = [1, αg(x)], by the injectivity of ι we obtain that
y = αg(x). For the converse we want to verify that ι̂ is an isomorphism of partial actions. Let x ∈ M
such that ι(x) = 0, then [1, x] = 0 = [1, 0], thus x = α1(0) = 0. Therefore, the map ι is injective.
Hence, to verify that ι̂ is an isomorphism of partial actions we only have to show that ι(Mg) = Dg.
Let [g, x] ∈ Dg ⊆ ι(M), since [g, x] ∈ ι(M) there exists z ∈ M such that [g, x] = [1, z], thus by the
hypotheses we get that x ∈Mg−1 , and therefore [g, x] = [1, αg(x)] = ι(αg(x)). Hence, ι(Mg) = Dg. �

Remark 2.18. For any KparG-module we can define a K-linear map τ0 : KG ⊗ X → X such that
τ0(g ⊗ x) := [g] · x, note that g ⊗ [h] · x − gh ⊗ eh−1 · x ∈ ker τ0 for all x ∈ X and g, h ∈ G. Then,
by the universal property of the partial tensor product (Proposition 2.1) there exists a K-linear map
τ : KG⊗Gpar X → X such that τ(g ⊗Gpar x) = [g] · x. Furthermore, note that τ ◦ ι = 1X .

Theorem 2.19. Let π : G → EndK(M) be a partial group representation, and let α : G y M be the
partial group action induced by π. Then, Θ : Gy KG⊗Gpar M the universal globalization of α.

Proof. Let g ∈ G, x, y ∈ M such that [g, x] = [1, z]. By Remark 2.18, [g] · x = τ([g, x]) = τ([1, z]) = z.
Therefore, [g, x] = [1, [g] · x] = [g, eg−1 · x]. Thus, [1, x] = [1, eg−1 · x]. Applying τ again we obtain
x = eg−1 · x. Then, x ∈ Mg−1 and αg(x) = [g] · x = z. Hence, by Proposition 2.17, Θ is a globalization
of α : GyM . �

Note that the fact that a partial group action is determined by a partial representation does not
imply uniqueness of globalization. In fact, the partial action defined in Example 2.10 arises from a
partial representation.

Example 2.20. We will see in Lemma 3.20 and Remark 3.21 that the universal globalization of the
partial group algebra KparG is isomorphic as KG-KparG-module to KG ⊗ B, where KG ⊗ B is a
KG-KparG-module such that

g · (h⊗ w) = gh ⊗ w and (h⊗ w) · [g] = hg ⊗ (w ⊳ [g]).

Furthermore, KG⊗ B have a structure of algebra, with the product given by

(g ⊗ w) ∗ (h⊗ u) := gh ⊗ (w ⊳ [h])u.

One can verify that [1, 1] ∗KG⊗ B ∼= B ⋊G ∼= KparG.

3. Homology of partial group actions

3.1. Homology of set-theoretical partial group actions. In this section, we propose a homol-
ogy theory for partial group actions based on their associated simplicial structure. We show that this
homology theory aligns with the homology theory for small categories (see [18]) of the groupoid associ-
ated to the partial group action, as well as with the homology theory based on partial representation
(see [1] or [2]). Furthermore, we show that the (co)homology of a partial group action coincides with
the (co)homology of its globalization.

Let G be a group, X be a set and θ : G y X a partial group action. We define the simplicial set
Cpar• (G,X) := (Cpar• (G,X), di, si) associated to θ as follows:
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(i) Cpar0 (G,X) := X
(ii) Cparn (G,X) := {(g1, g2, . . . , gn, x) : x ∈ dom θg1θg2 . . . θgn}

For n ≥ 1 we define the face maps di : C
par
n (G,X) → Cparn−1(G,X) by

(3.1) di(g1, g2, . . . , gn, x) :=







(g2, . . . , gn, x) if i = 0;
(g1, . . . , gigi+1, . . . , gn, x) if 0 < i < n;
(g1, . . . , gn−1, θgn(x)) if i = n.

For n ≥ 0 we set the degeneracy maps si : C
par
n (G,X) → Cparn+1(G,X)

(3.2) si(g1, . . . , gn, x) = (g1, . . . , gi, 1, gi+1, . . . , gn, x) for 1 ≤ i ≤ n.

Through direct computations, one can verify that Cpar• (G,X) is indeed a simplicial set. Therefore, we
can define the homology of a partial group action based on the associated simplicial structure that it
determines.

Definition 3.1. Let θ : G y X a partial group action on X. We define the homology of the
partial group action θ as the homology of the simplicial set Cpar• (G,X). Hence, we set Hpar

• (G,X) :=
H•(C

par
• (G,X)). Dually, we define the cohomology of the partial group action θ as the cohomology

of the simplicial set Cpar• (G,X), we set H •
par(G,X) := H•(Cpar• (G,X)).

Remark 3.2. Let θ : G y X be a partial group action. We will see that Hpar
• (G,X) is isomorphic to

the partial group homology Hpar
• (G,KX) = Tor

KparG
• (B,KX), where KX is a left KparG-module as in

Proposition 1.17. Dually, we have that H •
par(G,X) ∼= H•

par(G, (KX)∗) = Ext•KparG
(B, (KX)∗), where

(KX)• is the right KparG-module homK(KX,K). This justifies our use of the notation H •
par instead

of a usual H•
par.

The elements of Cparn (G,X) are called partial n-chains, the cycles and boundaries of the complex
determined by Cparn (G,X) are called partial n-cycles and partial n-boundaries respectively.

Remark 3.3. If θ : G y X is a global action it is immediately that KCpar• (G,X) coincides with the
canonical simplicial K-module that computes the group homology of G with coefficients in KX, see
Section 1.2. Therefore, Hpar

• (G,X) = H•(G,KX) and H •
par(G,X) = H•(G, (KX)∗).

Proposition 3.4. Let θ : G y X be a partial group action, and let Γ ⇒ X be associated partial group
action groupoid. Then, the simplicial set Cpar• (G,X) is isomorphic to the nerve of Γ.

Proof. Recall that Γ ⇒ X is the groupoid whose set of objects is X, and whose set of morphisms is
{(y, g, x) : g ∈ G, x ∈ Xg−1 and y = θg(x)}. Through direct computations, one can verify that the
mapping

(g1, . . . , gn, x) 7→
(

(y1, g1, y2), . . . , (yi, gi, yi+1), . . . , (yn−1, gn−1, yn), (yn, gn, x)
)

,

where yn := θgn(x) and yi := θgi(yi+1) for all 1 ≤ i ≤ n− 1, is an isomorphism of simplicial sets. �

Corollary 3.5. Let α : Gy X and β : S y Y be partial group actions such that the associated groupoids
are equivalent (as categories). Then, Hpar

• (G,X) ∼= Hpar
• (S, Y ) and H •

par(G,X) ∼= H •
par(S, Y ).

Proof. By Proposition 3.4 we only have to verify that the (co)homology of the associated groupoids
are isomorphic. However, this follows as a consequence of the equivalence of the groupoids (see for
example [4, Theorem 1.11]). �
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Let α : G y X be a partial group action, recall that the globalization of α is a global action
θ : G y Z together with an injective G-equivariant map ι : X → Z such that Z =

⋃

g∈G θg(ι(X)) and

α is isomorphic to the restriction of θ to ι(X), i.e., if we identify X with ι(X), then we have that

(i) Xg := θg(X) ∩X,
(ii) αg := θg|X

g−1
.

Furthermore, the globalization always exists and is unique (see [11, Theorem 3.5]).

Proposition 3.6. Consider a partial group action α : G y X, and let θ : G y Z together with
ι : X → Z be the globalization of α. Let Γα ⇒ X and Γθ ⇒ Z be the associated partial action groupoids
of α and θ respectively. Then, ι determines a full faithful essentially surjective functor from Γα to Γθ.

Proof. Define the functor I : Γα → Γθ given by:

• I(x) := ι(x) for all x ∈ X,
• I(y, g, x) := (I(y), g, I(x)).

Let x, y ∈ X, then homΓα(x, y) = {(y, g, x) : g ∈ G, x ∈ X−1
g and αg(x) = y} and

homΓθ(I(x), I(y)) = {(I(y), g, I(x)) : g ∈ G, x ∈ X−1
g and θg(I(x)) = I(y)}

= {(ι(y), g, ι(x)) : g ∈ G, x ∈ X−1
g and αg(ι(x)) = ι(y)}.

Since (θ, ι) is the globalization of α is clear that I is full. As ι is injective, we can conclude that I is
faithful. Finally, I is essentially surjective due to the fact that Z =

⋃

g∈G θg(ι(X)). �

We recall that a consequence of the Axiom of Choice is that full, faithful, essentially surjective functors
determine equivalence of categories (see for example [14, Proposition 1.4]), then Proposition 3.6 implies
that the associated groupoids of a partial group action and its globalization are equivalent. Hence, by
Corollary 3.5 and Remark 3.3 we obtain the following proposition.

Proposition 3.7. Let α : G y X be a partial group action, and let θ : G y Z be the globalization of
α. Then, Hpar

• (G,X) ∼= H•(G,KZ) and H •
par(G,X) ∼= H•(G, (KZ)∗).

3.2. Comparing the partial group cohomology theories. During the development of a proper
cohomology theory for partial group actions, two seemingly distinct theories emerged: one based on
unital partial group actions on semigroups (see [7]), and the other based on partial representations
(see [1]). Despite sharing numerous similarities, these theories lack an explicit means of interconnection.
Our approach to a cohomology theory for partial group actions from simplicial sets enables us to
establish the connection between both theories. Specifically, we show that both theories correspond
to the simplicial cohomology of the nerve of the group G with coefficients in a suitable cohomological
coefficient system.

In Example 1.31 if we replace the arbitrary groupoid for a group G we obtain the nerve B•G of the
group G, where BnG = Gn. For n ≥ 1, the face maps di : BnG→ Bn−1G are given by:

(3.3) di(g1, g2, . . . , gn, x) :=







(g2, . . . , gn) if i = 0;
(g1, . . . , gigi+1, . . . , gn) if 0 < i < n;

(g1, . . . , gn−1) if i = n.

For n ≥ 0, the degeneracy maps si : BnG→ Bn+1G:

(3.4) si(g1, . . . , gn) = (g1, . . . , gi, 1, gi+1, . . . , gn) for 1 ≤ i ≤ n.
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Definition 3.8 ([9]). Let A be a commutative semigroup. A unital partial action of G on A is a
set-theoretical partial action θ : G y A such that each Ag is an unital ideal A, i.e., Ag is generated as
ideal by an idempotent element 1g, and each map θg : Ag−1 → Ag is an isomorphism of semigroups.

Let θ : Gy A be a unital partial group action on the commutative semigroup A. Define:

(A 1) For x ∈ BnG, x = (g1, g2, . . . , gn), we set

Ax := {invertible elements of the ideal Ag1Ag1g2 . . . Ag1g2...gn};

(A 2) for a face map δi : n → n+1 and a n-simplex x ∈ Bn+1G, x = (g1, . . . , gn+1), we define
A (δi, x) : Adi(x) → Ax such that

A (δi, x)(a) :=

{

θg1(1g−1

1

a) if i = 0;

1xa if 0 < i ≤ n+ 1,

for all a ∈ Adi(x), where 1x := 1g11g1g2 . . . 1g1g2...gn+1
is the identity element of Ax.

(A 3) for a degeneracy σi : n+1 → n we set A (σi, x) : Asi(x) → Ax by

A (σi, x)(a) := a.

Remark 3.9. Observe that the axioms in Definition 3.8 implies that for all x = (g1, g2, . . . , gn) ∈ BnG
and a ∈ Ag2,...,gn we have that A (δ0, x)(x) = θg1(1g−1

1

a) ∈ A(g1,...,gn), and θg1(1g−1

1

1d0(x)) = 1x.

We need to verify that the maps in (A 2) and (A 3) are well-defined. Let x = (g1, . . . , gn+1). Suppose
i = 0. Then d0(x) = (g2, . . . , gn+1). By Remark 3.9 we conclude that A (δ0, x) is well-defined for all
x ∈ Xn. For i ≥ 1, let a ∈ Adi(x), then a is an invertible element of the ideal generated by 1di(x), since
1x1di(x) = 1x we have that 1xa ∈ Ax. Thus, the maps in (A 2) are well-defined. For (A 3) note that
Asi(x) = Ax for all x ∈ Xn and 0 ≤ i ≤ n, hence it is clear that A (σi, x) is well-defined.

Proposition 3.10. Let θ : G y A be a unital partial group action on the semigroup A. Then, the set
{Ax} together with the morphisms A (δi, x) and A (σi, x) determines a cohomological coefficient system
on the simplicial set B•G. Furthermore, the cohomology of the simplicial set B•G with coefficient in A

is the partial group cohomology of G with coefficient in the partial G-module A, as defined in [7].

Proof. To verify that A is a cohomological coefficient system on B•G, we only have to prove that the
maps δi,x := A (δi, x) and σj,x := A (σj , x) satisfy the relations (1.12). Let x = (g1, . . . , gn) For 0 < i < j

δj,xδi,dj(x)(a) = δj,x(1dj(x)a) = 1x1dj(x)a = 1xa = 1x1dj−1(x)a = δi,xδj−1di(x)(a).

For i = 0 and j = 1

δ1,xδ0,d1(x)(a) = 1xθg1g2(1g−1

2
g−1

1

a)

= 1x1g11g1g2θg1g2(1g−1

2
g−1

1

a) = 1xθg1g2(1g−1

2

1
g−1

2
g−1

1

a)

= 1xθg1θg2(1g−1

2

1
g−1

2
g−1

1

a) = 1xθg1(1g−1

1

θg2(1g−1

2

a))

(♭) = θg1(1g−1

1

θg2(1g−1

2

a))

= δ0,xδ0,d0(x)(a),
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the equality (♭) holds since a ∈ Ad0d1(x) = A(g3,...,gn), and therefore θg1(1g−1

1

θg2(1g−1

2

a)) ∈ Ax. For i = 0

and j > 1

δj,xδ0,dj(x)(a) = 1xθg1(1g−1a)

(By Remark 3.9) = θg1(1g−11d0(x))θg1(1g−1a)

= θg1(1g−11d0(x)a)

= δ0,x(1d0(x)a)

= δ0,xδj−1,d0(x)(a).

Thus, we have verified the first relation of (1.12). The second relation is easy to see from (A 3) in the
construction of A . For the third relation, note that if 0 = i < j, then

σj,xδ0,sj(x)(a) = θg1(1g−1

1

a) = δ0,xσj−1,d0(x)(a),

If 0 = i = j, it is immediate that

σ0,xδ0,s0(x)(a) = σ0,x(θ1(1a)) = a.

Observe that if i > 0, then

σj,xδi,sj(x)(a) = 1sj(x)a = 1xa,

for all j ∈ {0, 1, . . . , n}. Recall that a ∈ Adisj(x), thus if i = j or i = j + 1, then a ∈ Ax. Therefore,
1xa = a. Thus, σj,xδi,sj(x) = 1Ax

. If i < j then

δi,xσj−1,di(x)(a) = δi,x(a) = 1xa,

or if i > j + 1

δi−1,xσj,di−1(x)(a) = δi−1,x(a) = 1xa.

Hence, the third relation holds. Then, by Remark 1.34 we conclude that A is a cohomological coefficient
system on B•G. Thus, the n-cochains are

(3.5) Cn(B•G,A ) := {f : Gn → A : f(x) ∈ Ax}.

The differential ∂n : Cn(B•G,A ) → Cn+1(B•G,A ) written in product notation takes the form

∂n(f)(x) := θg1(1g−1

1

f(g2, . . . , gn+1))

n+1
∏

i=1

f(g1, . . . , gigi+1, . . . , gn+1)
(−1)i

f(g1, . . . , gn+1).

Hence, we have C•(B•G,A ) = C•(G,A), wherein the latter complex is the complex defined in [7] for
the purpose of define the partial group cohomology of G with coefficients in A. �

Let π : G→ EndK(M) be a partial representation. Define:

(i) For x ∈ BnG, x = (g1, g2, . . . , gn), we set

Mx := imπg1πg2 . . . πgn = eg1eg1g2 . . . eg1g2...gn ·M ;
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(ii) for a face map δi : n → n+1 and a n-simplex x ∈ Bn+1G, x = (g1, . . . , gn+1), we define
M (δi, x) : Mdi(x) → Mx such that

M (δi, x)(m) :=

{

πg1(m) if i = 0;
eg1eg1g2 . . . eg1...gn+1

·m if 0 < i ≤ n+ 1,

for all m ∈ Mdi(x).
(iii) for a degeneracy σi : n+1 → n we define

M (σi, x)(m) := m.

Analogously to Proposition 3.10 on can prove the following proposition.

Proposition 3.11. Let π : G → EndK(M) be a partial representation. Then, the set {Mx} together
with the morphisms M (δi, x) and M (σi, x) determines a cohomological coefficient system on the simpli-
cial set B•G. The complex C•(B•,M ) is isomorphic to the complex C•

par(G,M) defined in [8, Definition
2.15]. Therefore, the cohomology of the simplicial set B•G with coefficient in M is the partial group
cohomology of G with coefficient in the left KparG-module M , as defined in [1].

Dually, in reference to Proposition 3.11, we can obtain the partial group homology of G with co-
efficients in a left KparG-module M as the simplicial homology of B•G with coefficients in a suitable
homological coefficient system arising from M . Consequently, Proposition 3.10, Proposition 3.11, along
with this commentary, highlight that the nerve B•G of the group G does not merely serve a central role
in the global (co)homology group theory but also in the (co)homology theory for partial group actions.

3.3. (Co)Homology of partial actions on modules. The construction of the simplicial set obtained
from a set-theoretical partial group action can be extended to partial group actions on modules. Utilizing
such a simplicial K-module, we can define a homology theory for partial group actions on modules.

Definition 3.12. Let θ :=
(

G,M, {Mg}, {θg}
)

be a partial action of G on the K-module M , we define
the partial n-chains Cparn (G,M) as the K-submodule of KG⊗n⊗KM generated by the set of elements

{g1 ⊗ g2 ⊗ . . .⊗ gn ⊗m : g1, . . . , gn ∈ G and m ∈ dom θg1θg2 . . . θgn}

For n ≥ 1 we define the face maps di : C
par
n (G,M) → Cparn−1(G,M) by

(3.6) di(g1 ⊗ g2 ⊗ . . . ⊗ gn ⊗m) :=







g2 ⊗ . . .⊗ gn ⊗m if i = 0;
g1 ⊗ . . . ⊗ gigi+1 ⊗ . . .⊗ gn ⊗m if 0 < i < n;

g1 ⊗ . . .⊗ gn−1 ⊗ θgn(m) if i = n.

We set the degeneracy maps si : C
par
n (G,M) → Cparn+1(G,M) by

(3.7) si(g1 ⊗ . . . ⊗ gn ⊗m) = g1 ⊗ . . . ⊗ gi ⊗ 1⊗ gi+1 ⊗ . . . ⊗ gn ⊗m.

Proposition 3.13. (Cpar• (G,M), di, si) is a simplicial K-module.

Proof. Direct computations. �

Let α = (G,M, {Mg}, {αg}) and β = (H,N, {Nh}, {βh}) be partial group actions and φ := (f, ϕ) :
α → β a morphism of partial actions, then φ induces a morphism φ• : Cpar• (G,M) → Cpar• (H,N) of
chain-complexes. Indeed, define φn : Cparn (G,M) → Cparn (H,N) such that

(3.8) φn(g1 ⊗ g2 ⊗ . . . ⊗ gn ⊗m) = ϕ(g1)⊗ ϕ(g2)⊗ . . .⊗ ϕ(gn)⊗ f(m).
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Note that f(m) ∈ domβϕ(g1)βϕ(g2) . . . βϕ(gn), since f(Mg) ⊆ Nϕ(g) and f(αg(m)) = βϕ(g)(f(t)) for

all g ∈ G and t ∈ Mg−1 . Then, φn : Cparn (G,M) → Cparn (H,N) is a well-defined K-linear map.
Moreover, by direct computations one verifies that φ• commutes with the face maps and degeneracy
maps. Therefore, we obtain a functor C : PA-Mod → K-Mod∆op

such that for any partial group
action θ : GyM we have C(θ) := Cpar(G,M) and C(φ) := φ• as in Equation (3.8).

Observe that if θ : Gy X is a set-theoretical then the simplicial module KCpar• (G,X) is isomorphic
to the simplicial module Cpar• (G,KX), where the partial action associated to KX is that of Proposi-
tion 1.17.

Definition 3.14. Let θ : GyM be a partial action of G on the K-moduleM . We define the homology
groups of the partial group action θ by

Hpar
• (G,M) := H•(C

par
• (G,M)).

Dually, we set the partial group cohomology as

H
•
par(G,M) := H•(Cpar• (G,M)).

In Definition 3.14, we use the same notation as that used to define the partial homology groups of
G with coefficients in a KparG-module M . In fact, the following proposition shows that if θ : G y M
is the partial group action induced by a partial representation π : G → EndK(M), we have that both
homology theories are, in fact, the same.

Proposition 3.15. Let π : G → EndK(M) be a partial group representation, and θ the respective
induced partial group action of G on M . Let C ′

• → B be the projective resolution of right KparG-
modules defined in Section 1.2. Then, C ′

• ⊗KparGM
∼= Cpar• (G,M) as chain-complexes. Consequently,

the partial group homology of G with coefficients in the partial representation (M,π) and the homology
of the partial group action of G on M induced by π are the same.

Proof. Let ζ : KparG → KG be such that ζ([g]) := g. Observe that KparG
⊗Bn+1 ⊗KparG M ∼=

KparG
⊗Bn ⊗B M . Define ψn : KparG

⊗Bn ⊗B M → Cparn (G,M) such that

ψn(z1 ⊗B z2 ⊗B . . .⊗B zn ⊗B m) := ζ(z1)⊗ ζ(z2)⊗ . . .⊗ ζ(zn)⊗ ε(z1z2 . . . zn) ·m,

for all zi ∈ KparG and m ∈M . In particular, we have that

ψ([g1]⊗B [g2]⊗B . . . ⊗B [gn]⊗B m) := g1 ⊗ g2 ⊗ . . .⊗ gn ⊗ ε([g1][g2] . . . [gn]) ·m,

since by Lemma 1.25 we know that dom θg1θg2 . . . θgn := ε([g1][g2] . . . [gn]) ·M , thus is a well-defined
K-linear morphism. By brute force computations, one can verify that ψ• is a morphism of simplicial
K-modules. Finally, note that the map

Cparn (G,M) ∋ g1 ⊗ g2 ⊗ . . . gn ⊗m 7→ [g1]⊗B [g2]⊗B . . . ⊗B [gn]⊗B m ∈ KparG
⊗Bn ⊗B M,

is the inverse map of ψn for all n ∈ N. �

Corollary 3.16. Let π : G → EndK(M) be a partial group representation. Then, H •
par(G,M) ∼=

H•
par(G,M

∗).

Proof. By Proposition 3.15 cochain-complexes homK(C
′
• ⊗KparGM,K) and homK(C

par
• (G,M),K) are

isomorphic. On the other hand, by the tensor-hom adjunction we obtain

H•(homK(C
′
• ⊗KparGM,K)) = H•(homKparG(C

′
•,M

∗)) = Ext•KparG
(B,M∗) = H•

par(B,M
∗).

�
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3.4. Globalization problem for partial group homology. In Proposition 3.7 we proved that the
partial group homology coincides with the group homology of the globalization of the partial group
action. Such a result suggests a strong homological relation between partial group actions on modules
and their globalization. In this section we prove that the partial group homology of a KparG-module
M coincides with the group homology of the universal globalization Θ : Gy KG⊗Gpar M .

Recall that in Example 1.14 we obtained a functor Λ : KparG-Mod → Gpar-Mod. Thus, by
Theorem 2.19, when we compose Λ with the functor KG⊗Gpar − : Gpar-Mod → G-Mod (as outlined
in Remark 2.3), we obtain a functor KG⊗Gpar − : KparG-Mod → G-Mod that maps a KparG-module
M to the universal globalization Θ : Gy KG⊗Gpar M of the Gpar-module M . We refer to this functor
as the globalization functor.

Lemma 3.17. Let X be a left KparG-module. Suppose that 1 ⊗Gpar z0 +
∑n

i=1 gi ⊗Gpar zi = 0, gi 6= gj
for i 6= j. Then, z0 = −

∑m
i=1[gi] · zi.

Proof. Note that, by Remark 2.18, we have

0 = τ
(

1⊗Gpar z0 +
n
∑

i=1

gi ⊗Gpar zi

)

= z0 +
n
∑

i=1

[gi] · zi,

whence we obtain the desired conclusion. �

Theorem 3.18. The globalization functor KG⊗Gpar − : KparG-Mod → G-Mod is exact.

Proof. By Proposition 2.5 we know that KG ⊗Gpar − is right exact, thus we only have to prove that
KG ⊗Gpar − preserve injective morphisms. Let X and Y be left KparG-modules, ψ : X → Y an
injective map of KparG-modules, and let ψ∗ : KG ⊗Gpar X → KG ⊗Gpar Y be the morphism of G-
modules determined by ψ. It is worth to note that ψ∗ is given by ψ∗([g, x]) = [g, ψ(x)]. Recall that for
any z ∈ KG ⊗Gpar X there exists {gi}

n
i=0 ⊆ G and {xi}

n
i=0 ⊆ X such that z =

∑n
i=0[gi, xi]. Then, the

injectivity of ψ∗ is equivalent to:

(♭) For all n ∈ N, {gi}
n
i=0 ⊆ G and {xi}

n
i=0 ⊆ X such that

∑n
i=0[gi, ψ(xi)] = 0 we have that

∑n
i=0[gi, xi] = 0.

We proceed to prove (♭) with an induction argument over n ∈ N. For n = 0, note that if there exists
x ∈ X and g ∈ G such that [g, ψ(x)] = 0, then [1, ψ(x)] = 0. Since ι : Y → KG ⊗Gpar Y is injective,
we have ψ(x) = 0, consequently x = 0 and [g, x] = 0, this give us the base of the induction. Let n ∈ N,
suppose that for all {hi}

n
i=0 ⊆ G and {yi}

n
i=0 ⊆ X such that ψ∗ (

∑n
i=0[hi, yi]) =

∑n
i=0[hi, ψ(yi)] = 0 we

have that
∑n

i=0[hi, yi] = 0. Let z =
∑n+1

i=0 [gi, xi] be such that ψ∗(z) = 0, then

0 = g−1
n+1 · ψ∗(z) = [1, ψ(xn+1)] +

n
∑

i=0

[g−1
n+1gi, ψ(xi)].

Then, by Lemma 3.17 we have that

ψ(xn+1) = −
n
∑

i=0

[g−1
n+1gi] · ψ(xi) = ψ

(

−
n
∑

i=0

[g−1
n+1gi] · xi

)

.
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Since ψ is injective we conclude that xn+1 = −
∑n

i=0[g
−1
n+1gi] · xi. Therefore,

[1, xn+1] = −
n
∑

i=0

[

1, [g−1
n+1gi] · xi

]

= −
n
∑

i=0

[

g−1
n+1gi, eg−1

i gn+1
· xi
]

.

Then,

g−1
n+1 · z = [1, xn+1] +

n
∑

i=0

[

g−1
n+1gi, xi

]

=

n
∑

i=0

[

g−1
n+1gi, xi − e

g−1

i gn+1
· xi
]

.

Observe that ψ∗(g
−1
n+1 ·z) = g−1

n+1 ·ψ∗(z) = 0, then by the induction hypotheses we have that g−1
n+1 ·z = 0,

which implies z = 0. Therefore, ψ∗ is injective. �

Corollary 3.19. KG⊗Gpar KparG is flat as right KparG-module.

Proof. Let 0 → A→ B → C → 0 be an exact sequence of left KparG-modules. By Proposition 2.6, the
complex

0 → KG⊗Gpar KparG⊗KparG A→ KG⊗Gpar KparG⊗KparG B → KG⊗Gpar KparG⊗KparG C → 0

is isomorphic to
0 → KG⊗Gpar A→ KG⊗Gpar B → KG⊗Gpar C → 0,

and, by Theorem 3.18, this complex is exact. �

Lemma 3.20. The modules KG ⊗Gpar KparG and KG ⊗ B are isomorphic as left KG-modules. In
particular, KG⊗Gpar KparG is free as left KG-module.

Proof. Recall thatKparG is theK-algebra generated by the Exel’s semigroup S(G) of G and any element
z ∈ S(G) has a unique representation z = [g]u, where g ∈ G and u is an idempotent element of S(G)
(see [11] for more details). Thus, we can define a K-linear map f0 : KG⊗KparG→ KG⊗B such that
f0(g ⊗ [h]u) = gh ⊗ eh−1u. Moreover, note that by the definition of f0 we have that f0(gh ⊗ eh−1u) =
f0(g⊗ [h]u). Therefore by Proposition 2.1 there exists a K-linear map f : KG⊗Gpar KparG→ KG⊗B
such that f(g ⊗Gpar [h]u) = gh ⊗ eh−1u, it is clear that this function is also a morphism of G-modules.
Conversely, recall that the idempotent elements of S(G) form a K-basis for B as K-module. Thus, there
exists a K-linear map f ′ : KG ⊗ B → KG ⊗Gpar KparG such that f ′(g ⊗ u) = g ⊗Gpar u. It is easy to
see that f ◦ f ′ = 1KG⊗B, on the other hand observe that

f ′ ◦ f(g ⊗Gpar [h]u) = f ′(gh ⊗ eh−1u) = gh⊗Gpar eh−1u = g ⊗Gpar [h]u.

Thus, f ′ and f are mutually inverses. �

Remark 3.21. Consider the isomorphism of left KG-modules f : KG ⊗Gpar KparG → KG ⊗ B defined
in the proof of Lemma 3.20. Note that the right KparG-module structure on KG⊗ B induced by f is
given by:

(g ⊗w) · [h] = gh⊗ (w ⊳ [h]),

with that KparG-module structure on KG ⊗ B in mind and considering K a trivial KG-module we
obtain the following isomorphisms of right KparG-modules

K ⊗Gpar KparG ∼= K ⊗KG KG⊗Gpar KparG
f∗
∼= K ⊗KGKG⊗ B ∼= K ⊗ B ∼= B.
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Explicitly, this is isomorphism is given by r ⊗Gpar z 7→ rε(z) for all r ∈ K and z ∈ KparG. Let
ε̂ : KG→ K be such that ε̂(g) = 1, then applying the functor −⊗KGKG⊗Gpar KparG to ε̂ we obtain
a surjective morphism of right KparG-modules ε′ : KG⊗Gpar KparG→ B such that ε′([g, z]) = ε(z).

Theorem 3.22. Let π : G→ EndK(M) be a partial group representation. Then,

Hpar
• (G,M) ∼= H•(G,KG⊗Gpar M).

Proof. Let P• → K be a projective resolution of K in G-Mod. Since KG ⊗Gpar KparG is free as
left KG-module we obtain a resolution P• ⊗KG (KG ⊗Gpar KparG) → K ⊗KG (KG ⊗Gpar KparG).
By Remark 3.21 and the fact that KG ⊗Gpar KparG is flat as right KparG-module, we have that
P• ⊗KG (KG⊗Gpar KparG) → B is a flat resolution of right KparG-modules of B. By [18, Lemma 3.2.8]

we can compute Hpar
• (G,M) = Tor

KparG
• (B,M) using a flat resolution of B. Then,

Hpar
• (G,M) ∼= H•(P• ⊗KG (KG⊗Gpar KparG)⊗KparGM)

∼= H•(P• ⊗KG (KG⊗Gpar M))

∼= H•(G,KG ⊗Gpar M).

�

The following remark is a well-known technique that can be proven using a classical argument of
spectral sequences of bicomplexes or by utilizing the Acyclic Assembly Lemma [18, Lemma 2.7.3] as in
the proof of [18, Theorem 2.7.2]

Remark 3.23. Let A be a K-algebra, and let (X•, d)
f
→M and (Y•, b)

g
→ N be flat resolutions of right

A-modules and left A-modules respectively. Consider the bicomplex (B•,•, ∂
h, ∂v) such that Bp,q :=

Xp ⊗A Yq with horizontal differential ∂hp,q := dp ⊗A 1 and vertical differential ∂vp,q := (−1)p(1 ⊗A bq).
Consider M and N as complexes concentrated in degree 0, thus f and g can be seen as chain maps
of complexes. Consequently, X• ⊗A N forms a one-row bicomplex, and M ⊗A Y• forms a one-column
bicomplex, and the maps f and g induce morphisms of bicomplexes

1X•
⊗A g : B•,• → X• ⊗A N and f ⊗A 1Y• : B•,• →M ⊗A Y•.

Then, 1X•
⊗A g and f ⊗A 1Y• are quasi-isomorphism of bicomplex, i.e., the maps

Tot(1X•
⊗A g) : Tot(B) → Tot(X• ⊗A N) = X• ⊗A N

and

Tot(f ⊗A 1X•
) : Tot(B) → Tot(M ⊗A Y•) =M ⊗A Y•

are quasi-isomorphism.

Let M be a KparG-module, and let θ : GyM be the associated partial group action. Then, the G-
equivariant map ι :M → KG⊗Gpar M determines an inclusion of simplicial modules ι• : C

par
• (G,M) →

C•(G,KG⊗Gpar M) such that

(3.9) ιn(g1 ⊗ g2 ⊗ . . .⊗ gn ⊗m) = g1 ⊗ . . .⊗ gn ⊗ [1,m].

Thus, we can view the complex of partial n-chains Cpar• (G,M) as a subcomplex of the complex
of n-chains of the universal globalization of M . Therefore, a natural question arises: is ι• a quasi-

isomorphism? To answer that question consider the projective resolution C ′
•

ε
→ B of B, and let C ′′

• → K
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be the standard resolution of K of right KG-modules as mentioned in Section 1.2. Let

ϕ : C ′′
n ⊗KG KG⊗Gpar KparG→ KG⊗n ⊗ (KG⊗Gpar KparG)

be the canonical isomorphism. We set F• as the simplicialK-module such that Fn := KG⊗n⊗(KG⊗Gpar

KparG) with the face and degeneracy maps induced by the isomorphism ϕ. Thus, the face maps of F•

have the form:

di(g1 ⊗ g2 ⊗ . . . ⊗ gn ⊗ [gn+1, z]) :=







g2 ⊗ . . .⊗ gn ⊗ [gn+1, z] if i = 0;
g1 ⊗ . . .⊗ gigi+1 ⊗ . . .⊗ [gn+1, z] if 0 < i < n;
g1 ⊗ . . . ⊗ . . . ⊗ gn−1 ⊗ [gngn+1, z] if i = n

for all g1, . . . , gn, gn+1 ∈ G and z ∈ KparG. Now, we define φ• : C
′
• → F• such that

(i) φ0(1KparG) := 1KG ⊗Gpar 1KparG = [1, 1]
(ii) φn(z1 ⊗B z2 ⊗B . . . ⊗B zn+1) = ζ(z1)⊗ ζ(z2)⊗ . . .⊗ ζ(zn)⊗ φ0(ε(z1z2 . . . zn)zn+1),

where ζ : KparG→ KG is the natural morphism of K-algebras such that ζ([g]) = g. In particular,

φn([g1]⊗B . . .⊗B [gn+1]u) = g1 ⊗ g2 ⊗ . . .⊗ gn ⊗ φ0(ε([g1][g2] . . . [gn])[gn+1]u)

= g1 ⊗ g2 ⊗ . . .⊗ gn ⊗
(

gn+1 ⊗Gpar ε([g1][g2] . . . [gn])[gn+1]u
)

= g1 ⊗ g2 ⊗ . . .⊗ gn ⊗
[

gn+1, ε([g1][g2] . . . [gn])[gn+1]u
]

.

By direct computations one verifies that φ• commutes with the respective face maps of C ′
• and F•.

Hence, we obtain a chain-map φ• : C
′
• → F•. Let ε

′ : KG⊗Gpar KparG → B such that ε′([g, z]) = ε(z).

By Remark 3.21 we know that F•
ε′
→ B is a flat resolution of right KparG-modules. Furthermore, we

have that the following diagram commutes

· · · KparG
⊗B3 KparG

⊗B2 KparG B

· · · KG⊗3 ⊗Gpar KparG KG⊗2 ⊗Gpar KparG KG⊗Gpar KparG B

ε

ε′

1φ0φ1φ2

Let P•
η
→ M be a projective resolution of left KparG-modules. Consider C ′

• ⊗KparG M , as one-row
bicomplexes concentrated in the 0-row and B⊗KparG P• as a one-column bicomplex concentrated in the
0-column. Then, we have a commutative diagram of bicomplexes

B ⊗KparG P•

C ′
• ⊗KparG P• F•⊗KparGP•

C ′
• ⊗KparGM F• ⊗KparGM

ε∗⊗KparG1P• ε′∗⊗KparG1P•

φ•⊗KparG1P•

φ•⊗KparG1M

1C′
•
⊗KparGη 1F•⊗KparGη

By Remark 3.23 we know that ε∗ ⊗KparG 1P•
, ε′∗ ⊗KparG 1P•

, 1C′
•
⊗KparG η and 1F•

⊗KparG η are
quasi-isomorphism, consequently φ• ⊗KparG 1P•

and φ• ⊗KparG 1M are quasi-isomorphism. Note that
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by Proposition 3.15, we have an isomorphism ψ : C ′
• ⊗KparGM → Cpar• (G,M). Moreover, by Proposi-

tion 2.6, the map ψ̂ : F• ⊗KparGM → C•(G,KG⊗Gpar M) such that

ψ̂(g1 ⊗ . . . gn ⊗ (g ⊗Gpar z)⊗KparG m) = g1 ⊗ . . . gn ⊗ (g ⊗Gpar z ·m), ∀gi ∈ G, z ∈ KparG, m ∈M

is an isomorphism of complexes. Via these isomorphisms, we obtain a commutative diagram

C ′
• ⊗KparGM F• ⊗KparGM

Cpar• (G,M) C•(G,KG⊗Gpar M)

φ•⊗KparG1M

ι•

ψ ψ̂

Indeed, note that

ψ̂ ◦ (φ• ⊗KparG 1M ) ◦ ψ−1(g1 ⊗ g2 ⊗ . . .⊗ gn ⊗m)

= ψ̂ ◦ (φ• ⊗KparG 1M )
(

[g1]⊗B . . .⊗B [gn]⊗B 1⊗KparG m
)

= ψ̂
(

g1 ⊗ g2 ⊗ . . .⊗ gn ⊗ (1⊗Gpar ε([g1] . . . [gn])⊗KparG m)
)

= g1 ⊗ g2 ⊗ . . .⊗ gn ⊗ (1⊗Gpar ε([g1] . . . [gn]) ·m)

(♭) = g1 ⊗ g2 ⊗ . . .⊗ gn ⊗ [1,m]

= ιn(g1 ⊗ g2 ⊗ . . .⊗ gn ⊗m).

Equality (♭) holds since m ∈ dom θg1 . . . θgn , where θ is the partial group action of G on M induced by
the KparG-module structure of M , and by Lemma 1.25 we know that m ∈ ε([g1] . . . [gn]) ·M . Thus, we
have that ι• is a quasi-isomorphism. Consequently, we obtain the following proposition.

Proposition 3.24. Let π : G → EndK(M) be a partial representation. Then, the inclusion map
ι• : C

par
• (G,M) → C•(G,KG⊗Gpar M) is a quasi-isomorphism.

This provides a more technical proof of Theorem 3.22, with the advantage of offering an explicit
quasi-isomorphism between the canonical complexes of the partial group homology complex of a partial
representation and the group homology complex of its universal globalization.

A direct application of Theorem 3.22 give us the following two corollaries:

Corollary 3.25 (Lyndon-Hochschild-Serre spectral sequence). Let π : G → EndK(M) be a partial
representation, and let N be a normal subgroup of G. Then, there exists a spectral sequence

Hp(G/N,Hq(N,KG⊗Gpar M)) ⇒ Hpar
p+q(G,M).

Proof. The spectral sequence is obtained using the Lyndon-Hochschild-Serre spectral sequence for
KG⊗Gpar M and applying Theorem 3.22. �

Corollary 3.26 (Shapiro’s lemma). Let G be a group, let S be a subgroup of G, and let π : S →
EndK(M) be a partial representation. Then,

Hpar
• (S,M) ∼= H•(G,KG ⊗Spar M).
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Proof. Using the classical Shapiro’s lemma and Theorem 3.22 we obtain the following natural isomor-
phisms

Hpar
• (S,M) ∼= H•(S,KS ⊗Spar M)

(by Shapiro’s lemma) ∼= H•(G,KG⊗KS (KS ⊗Spar M))

(by Proposition 2.6) ∼= H•(G, (KG ⊗KS KS)⊗Spar M)

∼= H•(G,KG⊗Spar M).

�

3.5. Globalization problem for partial group cohomology. We now study the cohomological
framework, extending the implications of Theorem 3.22 by dualizing it into a cohomological spectral
sequence that converge to the partial group cohomology.

Let M be a right KparG-module, by the tensor-hom adjunction and Remark 3.21 we obtain the
following isomorphisms:

homKparG(B,M) ∼= homKparG(K ⊗Gpar KparG,M)

∼= homKparG

(

K ⊗KG (KG⊗Gpar KparG),M
)

∼= homKG

(

K,homKparG(KG⊗Gpar KparG,M)
)

.

Recall that by Lemma 3.20 we have that KG⊗Gpar KparG is free as left KG-module. Thus, if Q is an
injective right KparG-module by [15, Lemma 3.5] the right KG-module homKparG(KG⊗Gpar KparG,Q)
is injective. Therefore, we have that homKparG(B,−) : Mod-KparG → K-Mod is isomorphic to
homKG(K,−) ◦ homKparG(KG⊗Gpar KparG,−), and that the functor homKparG, (KG⊗Gpar KparG,−)
sends injective right KparG-modules to injective right KG-modules. Hence, by [18, Theorem 5.8.3] we
obtain the following

Proposition 3.27. LetM be a right KparG-module. Then, there exist a cohomological spectral sequence

(3.10) Ep,q2 = Hp(G,ExtqKparG
(KG⊗Gpar KparG,M)) ⇒ Hp+q

par (G,M).

To understand when the cohomological spectral sequence (3.10) collapses, we first need to establish
under what conditions KG ⊗Gpar KparG is projective. With this purpose in mind, we will identify
KG⊗Gpar KparG with KG⊗B as in Remark 3.21.

Lemma 3.28. Let G be a group, for all g ∈ G we define νg := 1− eg. Then,

(i) νgνh = νhνg for all g, h ∈ G,
(ii) [g]νh = νgh[g] for all g, h ∈ G,
(iii) νg[g] = [g]νg−1 = 0 for all g ∈ G,
(iv) KparG = egKparG⊕ νgKparG = KparGeg ⊕KparGνg for all g ∈ G.

Proof. Items (i), (ii), and (iii) are direct consequences of Proposition 1.4. Finally, (iv) follows from
(iii) and the obvious fact 1 = eg + νg. �

Lemma 3.29. Let N be the KparG-submodule of KG⊗B generated by the set {g⊗ νg : g ∈ G}. Then,
KG⊗ B ∼= KparG⊕N as right KparG-modules.
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Proof. Consider the maps of right KparG-modules ψ0 : KG ⊗ B → KparG such that ψ0(g ⊗ u) = [g]u
and φ0 : KparG→ KG⊗ B such that φ0([g]u) = (1⊗ 1) ⊳ [g]u = g ⊗ eg−1u. Observe that

ψ0φ0([g]u) = ψ0(g ⊗ eg−1u) = [g]eg−1u = [g]u for all g ∈ G and u ∈ E(S(G)).

Then, ψ0φ0 = 1KparG. Note that imφ0 is generated as right KparG-submodule by the set {φ0([g]) =
g⊗ eg−1 : g ∈ G}. By Lemma 3.28 we know that g⊗ u = g⊗ eg−1u+ g⊗ νg−1u for all g ∈ G and u ∈ B,
then KG⊗ B = imφ0 +N . On the other hand, it is clear that N ⊆ kerψ0. Therefore, imφ0 ∩ N = 0,

thus KG ⊗ B = N ⊕ imφ0. Furthermore, since φ0 is injective we have that KparG
φ0
∼= im φ0 as right

KparG-modules. �

Lemma 3.30. Consider KG ⊗ KparG as the free right KparG-module with the usual right action in-
herited from KparG. Define δ : KG ⊗KparG → N as the morphism of right KparG-modules such that
δ(g ⊗ z) := (g ⊗ νg−1) ⊳ [z]. Then, the following statements are equivalent:

(i) KG⊗ B is projective as right KparG-module,
(ii) N is projective as right KparG-module,
(iii) there exists a morphism of right KparG-modules φ : N → KG⊗KparG such that δφ = 1N .

Proof. By Lemma 3.29 we have that KG⊗ B ∼= KparG⊕N , then KG⊗ B is projective if, and only if
N is projective. For the item (iii), consider the following exact sequence of right KparG-modules

0 → ker δ → KG⊗KparG
δ
→ N → 0.

Then, it is clear that (ii) implies (iii). On the other hand, the existence of the map φ implies that the
exact sequence splits and thus N is a direct summand of the right free KparG-module KG⊗KparG. �

Lemma 3.31. Let G be a group, and S ⊆ G such that 1 /∈ S. Then, the ideal of B generated by
{es : s ∈ G} 6= B.

Proof. Note that the ideal generated by {es : s ∈ G} has the basis {eseg1 . . . egm : s ∈ S,m ∈ N, and gi ∈
G} as a K-module. Finally, observe that such a set is linearly independent to 1. �

Lemma 3.32. Let G be an infinite group and z ∈ KparG. If there exists S ⊆ G infinite such that
zeg = 0 for all g ∈ S then z = 0.

Proof. Suppose that we have already proven the lemma for the case z ∈ B. Let x ∈ KparG, since
KparG = ⊕h∈G[h]B, then there exists {wh}h∈G ⊆ B such that x =

∑

h∈G[h]wh. Then, zes = 0 if, and
only if, [h]whes = 0 for all h ∈ G. Note that [h]whes = 0 if, and only if, eh−1whes = 0. Suppose that
there exists S infinite such that zes = 0 for all s ∈ G. Then, eh−1whes = 0 for all s ∈ S and h ∈ G,
thus by hypotheses eh−1wh = 0 for all h ∈ G. Therefore, z = 0.

Thus, it is enough to prove the lemma for the case where z ∈ B. Recall that B as K-module has
basis E(S(G)) = {eg0eg1 . . . egn : n ∈ N, gi ∈ G}. Moreover, set P := {U ⊆ G : 1 ∈ U, |U | < ∞}, then
the function

ξ : P → E(S(G))

U →
∏

g∈U

eg
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is bijective. If z = 0, then the proof is trivial. Let z ∈ B \ {0},then there exists {ai}
n
i=0 ⊆ K \ {0} and

{Ui}
n
i=0 ⊆ P such that

z =

n
∑

i=0

aiξ(Ui),

and the set {ξ(Ui) : 0 ≤ i ≤ n} is linear independent. Furthermore, observe that the set {ξ(Ui ∪ {g}) :
0 ≤ i ≤ n} is linear independent for all g ∈ G \ ∪ni=0Ui. Therefore,

zeg =
n
∑

i=0

aiξ(Ui ∪ {g}) 6= 0 for all g ∈ G \ ∪ni=0Ui.

Thus, we conclude that if zes = 0, then s ∈ ∪ni=0Ui. Now suppose that there exists S ⊆ G infinite such
that zes = 0 for all s ∈ S. Then, S ⊆ ∪ni=0Ui, but this is a contradiction since the ∪ni=0Ui is finite.
Thus, if z 6= 0 it only can be annihilated by finitely many es’s. �

Proposition 3.33. Let G be an uncountable infinite group, then KG⊗Gpar KparG is not projective.

Proof. Let KG⊗KparG be the right KparG-module where (h⊗ z) ⊳ [g] := h⊗ z[g], note that with that
structure we have that KG⊗KparG is a free right KparG-module with basis {g ⊗ 1 : g ∈ G}. Consider
the surjective map of right KparG-modules δ : KG ⊗ KparG → N such that δ(g ⊗ 1) := g ⊗ vg−1 .
Consider the canonical maps πg : KG⊗KparG→ KparG such that

πg(h⊗ z) =

{

z if h = g,
0 otherwise

for all h ∈ G and z ∈ KparG. Suppose that N is projective, then there exists a morphism of right
KparG-modules φ : N → KG ⊗KparG such that δ ◦ φ = 1N . Under the above hypotheses, we divide
the rest of the proof into four steps:

Step 0 We note that the set At := {s ∈ G : πs(φ(t⊗ νt−1)) 6= 0} is finite for all t ∈ G.
Step 1 We show that xg := πg(φ(g ⊗ νg−1)) 6= 0 for all g ∈ G.
Step 2 We prove that the set Zg := {t ∈ G : πg(φ(t⊗ νt−1)) = 0} is finite for all g ∈ G.
Step 3 We show that for all S ⊆ G infinite and countable, there exists t ∈ G such that S ⊆ At, which

leads to a contradiction.

Step 0. Observe that φ(t⊗ νt−1) =
∑

g∈G g ⊗ πg(φ(t⊗ νt−1)). Therefore, At is finite.

Step 1. Let g ∈ G, recall that KparG = ⊕h∈G[h]B, then there exists {us,h}s,h∈G ⊆ B such that and
φ(g ⊗ νg−1) =

∑

s,h∈G s⊗ [h]us,h. Then,

g ⊗ νg−1 = δ(φ(g ⊗ νg−1)) = δ





∑

s,h∈G

s⊗ [h]us,h





=
∑

s,h∈G

(s ⊗ νs−1) ⊳ [h]us,h =
∑

s,h∈G

sh⊗ νh−1s−1eh−1us,h.

Thus, νg−1 =
∑

h∈G νg−1eh−1ugh−1,h. Therefore,

νg−1ug,1 = νg−1 −
∑

h∈G
h 6=1

νg−1ugh−1,heh−1 = 1− eg−1 −
∑

h∈G
h 6=1

νg−1ugh−1,heh−1 .



ON THE HOMOLOGY OF PARTIAL GROUP ACTIONS 37

Observe that eg−1 +
∑

s∈G
s 6=1

νg−1ugh−1,heh−1 is in the ideal generated by the set {eg−1 : g ∈ G \ {1}},

hence by Lemma 3.31 we conclude that νg−1ug,1 6= 0, and therefore ug,1 6= 0. Note that

xg := πgφ(g ⊗ νg−1) =
∑

h∈G

[h]ug,h,

thus πgφ(g⊗νg−1) = 0 if, and only if, [h]ug,h = 0 for all h ∈ G, but [1]ug,1 = ug,1 6= 0. Therefore, xg 6= 0
for all g ∈ G.

Step 2. Since φ is a morphism of right KparG-modules we get

(3.11) φ(t⊗ νt−1)[t−1g] = φ((t⊗ νt−1) ⊳ [t−1g]) = φ(g ⊗ νg−1eg−1t) = φ(g ⊗ νg−1)eg−1t,

for all g, t ∈ G. Let g ∈ G, define Zg := {t ∈ G : πg(φ(t⊗ νt−1)) = 0}. By Equation (3.11) we have

xgeg−1t = πg(φ(g ⊗ νg−1))eg−1t = πg(φ(t⊗ νt−1))[t−1g] = 0 for all t ∈ Zg.

By Step 1 we know that xg 6= 0, then, by Lemma 3.32, we conclude that Zg is finite for all g ∈ G.
Step 3. Let S be an infinite countable subset of G. Thus, by Step 2, T = G \ ∪s∈SZ

s is an infinite
uncountable set. Let t ∈ T , then πs(φ(t⊗ νt−1)) 6= 0 for all s ∈ S, thus S ⊆ At, but by Step 0 the set
At is finite. Therefore, KG⊗ B cannot be projective as right KparG-module. �

Lemma 3.34. Let G = {gn}n∈N be a countable group, where g0 = 1. If there exists {xn}n≥1 ⊆
KG⊗KparG such that:

(i) δ(xn) = gn ⊗ ν
g−1
n
,

(ii) for all n ∈ N, xn[g
−1
n gr] = xreg−1

r gn
for all r ≤ n,

Then, the map φ : N → KG⊗KparG given by φ(gn ⊗ ν
g−1
n
u) := xnνg−1

n
u is a well-defined morphism of

right KparG-modules such that δφ = 1N .

Proof. It is clear that φ is a well-defined K-linear map since {gn ⊗ ν
g−1
n
u : n ≥ 1, u ∈ E(S(G))} is a

basis of N as K-module. Note that in (ii) if we apply [g−1
r gn] to the right we obtain

xneg−1
n gr

= xn[g
−1
n gr][g

−1
r gn] = xreg−1

r gn
[g−1
r gn] = xr[g

−1
r gn],
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whence we conclude that (ii) is valid not only for r ≤ n but for all r, n ∈ N. Let u ∈ B and t ∈ G,
observe that for any n ≥ 0 there exists r ≥ 0 such that t = g−1

n gr, then

φ
(

(gn ⊗ ν
g−1
n
u) ⊳ [t]

)

= φ
(

(gn ⊗ ν
g−1
n
u) ⊳ [g−1

n gr]
)

= φ
(

gr ⊗ ν
g−1
r
e
g−1
r gn

(u ⊳ [g−1
n gr])

)

= xreg−1
r gn

νg−1
r
(u ⊳ [g−1

n gr])

by (ii) = xn[g
−1
n gr]νg−1

r
(u ⊳ [g−1

n gr])

= xnνg−1
n
[g−1
n gr](u ⊳ [g

−1
n gr])

= xnνg−1
n
[g−1
n gr]([g

−1
r gn]u[g

−1
n gr])

= xnνg−1
n
e
g−1
n gr

u[g−1
n gr]

= xnνg−1
n
u[g−1

n gr]

= φ(gn ⊗ ν
g−1
n
u)[g−1

n gr]

= φ(gn ⊗ ν
g−1
n
u)[t].

Then, φ is a well-defined map of right KparG-modules. Finally, note that

δ
(

φ(gn ⊗ ν
g−1
n
)
)

= δ(xnνg−1
n
) = δ(xn)νg−1

n
= gn ⊗ ν

g−1
n
.

Hence, δ ◦ φ = 1N . �

Proposition 3.35. Let G be an infinite countable group, then KG⊗ B is projective.

Proof. Let {gn}n∈N be an enumeration of G such that g0 = 1. Define x1 := g1 ⊗ νg−1

1

, we define

{xn}n≥1 ⊆ KG⊗KparG recursively. Suppose that we have already defined xr for all r < n. Set

xn,1 := gn ⊗ ν
g−1
n

+ x1[g
−1
1 gn]− gn ⊗ ν

g−1
n
e
g−1
n g1

,

and recursively define:

xn,r := xr[g
−1
r gn] + xn,r−1νg−1

n gr
for all r ∈ {2, 3, . . . n− 1}.

Set xn := xn,n−1. We affirm that the set {xn}n≥1 satisfies the hypotheses of Lemma 3.34. To prove this
affirmation, we need to employ nested induction arguments. For the sake of clarity, we will explicitly
write the begining and end of each induction argument.

◭ Induction A. Note that for n = 1 we have that x1 trivially satisfies conditions (i) and (ii) of
Lemma 3.34, thus establishing the base of our induction argument. Let n > 1, suppose that we already
proved that xr satisfies (i) and (ii) of Lemma 3.34 for all r < n. First observe that

xn,1[g
−1
n g1] =

(

gn ⊗ νg−1
n

+ x1[g
−1
1 gn]− gn ⊗ νg−1

n
eg−1

n g1

)

[g−1
n g1]

= gn ⊗ ν
g−1
n
[g−1
n g1] + g1 ⊗ ν

g−1

1

[g−1
1 gn][g

−1
n g1]− gn ⊗ ν

g−1
n
e
g−1
n g1

[g−1
n g1]

= gn ⊗ νg−1
n
[g−1
n g1] + g1 ⊗ νg−1

1

eg−1
1
gn

− gn ⊗ νg−1
n
[g−1
n g1]

= g1 ⊗ νg−1

1

eg−1

1
gn

= x1eg−1

1
gn
.

For 1 < r < n, observe that

xn,r[g
−1
n gr] = xr[g

−1
r gn][g

−1
n gr] + xn,r−1νg−1

n gr
[g−1
n gr] = xreg−1

r gn
+ 0 = xreg−1

r gn
.
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Then,

(3.12) xn,r[g
−1
n gr] = xreg−1

r gn
for all r ∈ {1, 2, . . . n− 1}.

We want to prove that

(3.13) xn,r+m[g
−1
n gr] = xreg−1

r gn
,

for all r ∈ {1, 2, . . . , n− 1} and m ∈ {0, 1, 2, . . . , n− 1− r}.
We will prove Equation (3.13) by induction.
◭◭ Induction A1. Fix r ∈ {1, 2, . . . , n− 1}. Note that (3.12) is the base of the induction. For the

general case take m ∈ {1, 2, . . . , n − 1− r} and suppose that xn,r+m−1[g
−1
n gr] = xreg−1

r gn
. Then,

xn,r+m[g
−1
n gr] = xr+m[g

−1
r+mgn][g

−1
n gr] + xn,r+m−1νg−1

n gr+m
[g−1
n gr]

= xr+m[g
−1
r+mgr]eg−1

r gn
+ xn,r+m−1[g

−1
n gr]νg−1

r gr+m

(♭) = xreg−1
r gr+m

e
g−1
r gn

+ xreg−1
r gn

ν
g−1
r gr+m

= xreg−1
r gn

(e
g−1
r gr+m

+ ν
g−1
r gr+m

)

= xreg−1
r gn

,

where the equality (♭) holds since xr+m[g
−1
r+mgr] = xreg−1

r gr+m
by the hypotheses of the Induction A,

and xn,r+m−1[g
−1
n gr] = xreg−1

r gn
by the induction hypotheses of the Induction A1. End of Induction

A1 ◮◮. Therefore, Equation (3.13) holds.
In particular, when m = n−1− r in Equation (3.13) we obtain xn[g

−1
n gr] = xn,n−1[g

−1
n gr] = xreg−1

r gn

for all r ≤ n. Thus, the set {xr}r≤n satisfies the condition (ii) of Lemma 3.34.
To verify that {xr}r≤n also satisfies the condition (i) of Lemma 3.34 we have to perform another

induction argument.
◭◭ Induction A2. Observer that

δ(xn,1) = δ(gn ⊗ νg−1
n

+ x1[g
−1
1 gn]− gn ⊗ νg−1

n
eg−1

n g1
)

= δ(gn ⊗ νg−1
n

+ (g1 ⊗ νg−1

1

)[g−1
1 gn]− gn ⊗ νg−1

n
eg−1

n g1
)

= gn ⊗ νg−1
n

+ (g1 ⊗ νg−1

1

) ⊳ [g−1
1 gn]− gn ⊗ νg−1

n
eg−1

n g1

= gn ⊗ νg−1
n

+ gn ⊗ [g−1
n g1]νg−1

1

[g−1
1 gn]− gn ⊗ νg−1

n
eg−1

n g1

= gn ⊗ ν
g−1
n

+ gn ⊗ ν
g−1
n
e
g−1
n g1

− gn ⊗ ν
g−1
n
e
g−1
n g1

= gn ⊗ νg−1
n
.

This give us the base of the induction. Let k ∈ {2, . . . , n − 1}, suppose that we already have proven
that δ(xn,k−1) = gn ⊗ νg−1

n
, then

δ(xn,k) = δ
(

xk[g
−1
k gn] + xn,k−1νg−1

n gk

)

(♭) = (gk ⊗ ν
g−1

k
) ⊳ [g−1

k gn] + gn ⊗ ν
g−1
n
ν
g−1
n gk

= gn ⊗ ν
g−1
n
e
g−1
n gk

+ gn ⊗ ν
g−1
n
ν
g−1
n gk

= gn ⊗ νg−1
n
,
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where (♭) holds since δ(xk) = gk⊗νg−1

k
by the hypotheses of Induction A and δ(xn,k−1) = gn⊗νg−1

n
by

the hypotheses of Induction A2. Therefore, δ(xn) = δ(xn,n−1) = gn ⊗ ν
g−1
n
. Hence, {xn}r≤n satisfies

(i) of Lemma 3.34. End of Induction A2 ◮◮.
From Induction A1 and Induction A2 we conclude that the set {xr}r≤n satisfies the hypotheses

of Lemma 3.34. End of Induction A ◮.
By Induction A we know that {xn}n≥1, satisfies the hypotheses of Lemma 3.34. Therefore, there

exists a map of right KparG-modules φ : N → KG⊗KparG such that δφ = 1N . Hence, by Lemma 3.30
we conclude that KparG⊗ B is projective. �

Remark 3.36. If G is a finite group, then the construction made in Proposition 3.35 also holds, implying
that KG⊗B is projective as a right KparG-module. An alternative way to verify this is to consider the
following exact sequence:

0 → K → KG⊗KparG→ KG⊗Gpar KparG→ 0,

where K is the module defined in Equation (2.5). Note that K is finitely generated, as it is generated
as a right KparG-module by the finite set {g ⊗ eh−1 − gh−1 ⊗ [h] : g, h ∈ G}. Thus, KG⊗Gpar KparG is
a finitely presented right KparG-module. By Corollary 3.19, we know that KG⊗Gpar KparG is flat as a
right KparG-module. Therefore, by [17, Theorem 3.56], we conclude that KG⊗GparKparG is projective.

Proposition 3.37. Let M be a left KparG-module, then ExtnKparG
(KG ⊗Gpar KparG,M

∗) = 0 for all
n ≥ 1.

Proof. Recall that homK(M,K) is a right KparG-module with the action determined by (f ⊳ [g])(m) :=
f([g] ·m). Let P• →M be a projective resolution of left KparG-modules. Then, by [15, Lemma 3.5], we
conclude that homK(M,K) → homK(P•,K) is an injective resolution of right KparG-modules. Then,
for n ≥ 1, we have

ExtnKparG
(KG⊗Gpar KparG,M

∗) ∼= Hn(homKparG

(

KG⊗Gpar KparG,homK(P•,K)
)

(♭) ∼= Hn(homK

(

KG⊗Gpar KparG⊗KparG P•,K
)

(♭♭) ∼= Hn(homK

(

KG⊗Gpar P•,K
)

= 0.

The equality (♭) holds because of the well-known tensor-hom adjunction, the equality (♭♭) holds by
Proposition 2.6. Finally, the last equality holds since the functors homK(−,K) and KG ⊗Gpar − are
exact. �

Combining Proposition 3.27, Proposition 3.35, Remark 3.36, and Proposition 3.37, we obtain the
following theorem:

Theorem 3.38. Let M be a right KparG-module. Then, there exists a cohomological spectral sequence

Ep,q2 := Hp(G,ExtqKparG
(KG⊗Gpar KparG,M) ⇒ Hp+q

par (G,M).

If G is finite, countable, or M is the dual module of a left KparG-module, then the spectral sequence
collapses and give rise to an isomorphism

Hn
par(G,M) ∼= Hn(G,homKparG(KG⊗Gpar KparG,M)).

Remark 3.39. Note that by Proposition 3.33 the spectral sequence in Theorem 3.38 may not collapse
when G is an infinite uncountable group.
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