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#### Abstract

In 1998, O'Loan et al. introduced a simplified bus route model to illustrate bus dynamics. However, due to fluctuations in passenger numbers, achieving an exact solution for the model's stationary state remains challenging, as these fluctuations can impact the buses' behavior. In this study, we present an exactly solvable model for the dual bus route model whose dynamics expands upon O'Loan et al.'s model. Using this dual model allows us to analyze bus route dynamics comprehensively. However, our model introduces additional parameters not previously considered by O'Loan et al. to account for neighboring effects, which have the potential to influence the average stationary current and velocity of buses. When the neighboring effect is weak, our model behaves similarly to O'Loan et al.'s bus route model. However, in the presence of a strong neighboring effect, our model exhibits intriguing characteristics.


Keywords: Bus Route Model, Exactly Solvable Model, Exclusion Process, Degree of freedom.

## 1. Introduction

In a paper published in 1998, O'Loan et al. 5] proposed a minimal bus route model and its dual. In the bus route model, the buses are assumed to be particles that move in a lattice with sites representing bus stops. In this model, the movement of the buses depends heavily on the presence of passengers at the bus stops. This model is an extension of the Totally Asymmetric Simple Exclusion Process, which was proposed by Spitzer in 1970 as a mathematical model for exclusion processes inspired by biological traffic concerns [7, 8]. For further information, see [4]. Additionally, the bus route model bears similarity to the ant-trail model proposed by Chowdhury et al. in 2002 [3].
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In the paper [6], the authors investigate additional properties of the model and also discuss its dual. In the dual model, the sites occupied by buses are considered as empty sites. The dynamics of the model resemble the movements of both real empty sites (neither a bus nor a passenger is present) and sites occupied by passengers, which can be interpreted as particles. As stated in the paper, the dual model is interesting because the number of particles of each type can fluctuate, and the particles have degrees of freedom. This feature poses a challenge in obtaining an exact solution for the model. Fortunately, the model proposed by Belitsky and Schütz [1, 2] to investigate the pushing phenomenon observed in RNA Polymerase addresses this challenge by introducing a steady state that accounts for fluctuating numbers of particles. By employing a similar approach, Ngoc et al. [9] proposed an exactly solvable dual model of the ant-trail model [3], allowing for the investigation of the ant-trail model. In this paper, we propose an exactly solvable model of the dual bus route model similar to the one in [9]. We clearly define the dynamics to suit the bus route model, which differs from that in 9 . First, let us recall the two models: the original bus route model and its dual.

Bus route model (BRM): The bus route is depicted as a lattice, with sites indexed clockwise from 1 to $L$. At each site, there can be either a bus or a passenger. The dynamics of the BRM, illustrated in Fig. 1, follows a sequential random update rules:

- First, pick a site $i$ at random.
- If site $i$ is occupied by a passenger, nothing happens.
- If site $i$ is empty, a passenger arrives to occupy it with a rate of $\lambda$.
- If site $i$ is occupied by a bus, the bus jumps to the leftmost neighboring site (site $i-1$ ), provided that no other bus is present at destination site. In this scenario, the jump rate depends on the presence of a passenger at site $i-1$. If a passenger is present, the rate is $\beta$; otherwise, it is $\alpha$.


Figure 1: Schematic illustration of dynamics of the BRM with all possible translations.

In order to adapt to reality, a bus does not need to pick up passengers at a bus stop, it can travel faster. Therefore, we always assume that $\beta<\alpha$.

Dual bus route model (DBRM): In the dual model, sites occupied by a bus are considered as empty sites. Thus, the motions can be seen as the movement of the real empty sites and sites occupied by a passenger. Therefore, the dynamics of the dual model, see Fig. 2, is as follows:

- First, pick a site $i$ at random.
- If the site $i$ is occupied a bus, nothing happens.
- If the site $i$ is empty, there are two possibilities:
- A passenger arrives to occupy it with a rate of $\lambda$.
- If the rightmost neighboring site (site $i+1$ ) is occupied by a bus, then the empty site "jumps" to that site with a rate of $\alpha$, i.e., site $i$ is now occupied by a bus and site $i+1$ becomes empty.
- If site $i$ is occupied by a passenger, there are two possibilities:
- If site $i+1$ is not occupied by a bus, nothing happens.
- If the rightmost neighboring site is occupied by a bus, the bus moves to site $i$ with a rate of $\beta$, picking up the passenger. Thus, site $i$ is now occupied by the bus, and site $i+1$ becomes empty.


Figure 2: Schematic illustration of the dynamics of the DBRM with all possible translations.

As mentioned earlier, the fluctuation in passenger numbers makes it challenging to find an exact solution for the steady state. Mean-field theory or mapping the processes to a zero-range process can be employed to analyze the models, as discussed in [5, 6].

Organization: The remainder of the paper is structured as follows: In Section 2, we introduce the model, including its dynamics and the stationary distribution in parameterized forms. We then outline the conditions on the parameters necessary to align the dynamics with the stationary measure. Section 3 explores the average stationary current and velocity of particles within our dual bus route model and extends these findings to buses. We proceed to discuss the results in Section4. Finally, in Section 5. we summarize the findings of this work.

## 2. Dual bus route model with short range interaction

### 2.1. The model state space and dynamics

We consider the bus route as a lattice, where each site represents a bus stop. At each site, there can be either a bus or a passenger. In our model, sites on the bus route that are occupied by a bus are treated as empty sites. Thus, a site with a bus is designated as state 0 , representing an empty location. A site without a bus but with a passenger
is denoted as state 1 , while a genuinely unoccupied site is labeled as state 2 . This setup bears resemblance to the one described in [9], where ants and pheromones play roles analogous to buses and passengers in our model. In that study, a site occupied by an ant is denoted by 0 , mirroring our model. However, unlike our approach, in that work, an empty site is denoted by 1 rather than 2 . With this setup, the dynamics are simply expressed as

$$
\left\{\begin{array}{l}
20 \rightarrow 02, \text { with rate } \alpha,  \tag{1}\\
10 \rightarrow 02, \text { with rate } \beta, \\
2 \rightarrow 1, \quad \text { with rate } \lambda
\end{array}\right.
$$

It is worth noting that the dynamics described above are identical to those presented in [9] in terms of symbolism.

To elucidate the dynamics of our model, we first define its state space. Given our focus on the collective movement of particles, including buses, we adopt periodic boundary conditions. This implies that the lattice, defined as $\mathbb{T}_{L}:=\mathbb{Z} / L \mathbb{Z}$, consists of $L$ sites, where $i+L \equiv i \bmod L$. Each configuration of particles within this lattice is represented by $\boldsymbol{\eta}=\left(\eta_{1}, \ldots, \eta_{L}\right)$, where local variables $\eta_{j} \in\{0,1,2\}$ for $j=1,2, \ldots, L$ representing the state of site $j$.

The transition rates clearly depend on the surrounding environment, specifically the presence of buses and passengers. Therefore, in our framework, the rates of a particle are contingent upon the current positions of buses and passengers. Consequently, the rates $\alpha, \beta$, and $\lambda$ are now denoted as $\alpha_{i}(\boldsymbol{\eta}), \beta_{i}(\boldsymbol{\eta})$, and $\lambda_{i}(\boldsymbol{\eta})$ for a particle $i$. For an illustration of the dynamics involving a single particle for both types, refer to Fig. 3.


Figure 3: Minimal reaction scheme for particle translocation: A particle can move from site $i$ to site $i+1$ if it is in state 1 (indicating a site with a passenger) and changes its state to 2 (representing a "real" empty site) with an effective rate of $\beta_{i}(\boldsymbol{\eta})$. Similarly, if the particle is in state 2 at site $i$, it can move to site $i+1$ at a rate of $\alpha_{i}(\boldsymbol{\eta})$, maintaining its state. Additionally, at site $i$, a particle in state 2 can change to state 1 without moving, indicating a passenger arriving at the bus stop. This transition occurs at a rate of $\lambda_{i}(\boldsymbol{\eta})$.

It is evident that an allowed configuration, denoted by $\boldsymbol{\eta}=\left\{\eta_{1}, \ldots, \eta_{L}\right\}$, can be described by the positions and states of particles (1 and 2). Let us consider there are $N$ particles of both types 1 and 2 . This implies that there are $L-N$ empty sites on
the lattice, corresponding to $L-N$ buses. We denote the position and state vectors of particles as $\mathbf{x}=\left(x_{1}, \ldots, x_{N}\right)$ and $\mathbf{s}=\left(s_{1}, \ldots, s_{N}\right)$, respectively.

Due to periodicity, the positions $x_{i}$ of the particles are counted modulo $L$, and the labels $i$ are counted modulo $N$. Utilizing the position vector offers the advantage of expressing the distance between two particles using the Kronecker- $\delta$ function, defined as follows:

$$
\delta_{k, \ell}= \begin{cases}1, & \text { if } k=\ell  \tag{2}\\ 0, & \text { if } k \neq \ell\end{cases}
$$

for any $k, \ell$ belonging to any set. For example, to indicate that the $i^{t h}$ and $(i+1)^{t h}$ particles are located at neighboring sites, one can use the notation $\delta_{x_{i}+1, x_{i+1}}$. This function evaluates to 1 if the two particles are indeed located at neighboring sites, and 0 otherwise.

Now, we can introduce the rates influenced by the surrounding environment. Let us consider the $i^{\text {th }}$ particle, which can make a rightward jump with rates $\alpha_{i}(\boldsymbol{\eta})$ and $\beta_{i}(\boldsymbol{\eta})$, contingent on whether its state is 2 or 1 , respectively. Additionally, if its state is 2 , there exists another possibility for transitioning to state 1 , governed by the rate $\lambda_{i}(\boldsymbol{\eta})$. The rates of the models are given by:

$$
\begin{align*}
\alpha_{i}(\boldsymbol{\eta}) & =\delta_{s_{i}, 2} \alpha^{\star}\left(1+\delta_{x_{i-1}, x_{i}-1} \alpha^{1 \star}\right)\left(1-\delta_{x_{i}+1, x_{i+1}}\right)  \tag{3}\\
\beta_{i}(\boldsymbol{\eta}) & =\delta_{s_{i}, 1} \beta^{\star}\left(1+\delta_{x_{i-1}, x_{i}-1} \beta^{1 \star}\right)\left(1-\delta_{x_{i}+1, x_{i+1}}\right)  \tag{4}\\
\lambda_{i}(\boldsymbol{\eta}) & =\delta_{s_{i}, 2} \lambda^{\star}\left(1+\delta_{x_{i-1}, x_{i}-1} \lambda^{1 \star}+\delta_{x_{i}+1, x_{i+1}} \lambda^{\star 1}+\lambda^{1 \star 1} \delta_{x_{i-1}, x_{i}-1} \delta_{x_{i}+1, x_{i+1}}\right) . \tag{5}
\end{align*}
$$

Before delving into the meaning of each term in the rates, it is important to clarify that the dynamics governed by these rates differ from those in Ngoc et al. 9. Further explanations are provided in Remark 2.1. It is noteworthy that the parameters $\alpha^{\star}$, $\beta^{\star}$, and $\lambda^{\star}$ play similar roles to $\alpha, \beta$, and $\lambda$ in O'Loan et al.'s model. For visual representations of rates (3), (4), and (5), see Figs. 4, 5, and 6, respectively.

In equations (3) and (4), the term $\left(1-\delta_{x_{i}+1, x_{i+1}}\right)$ indicates that the effectiveness of the jump rates $\alpha_{i}(\boldsymbol{\eta})$ and $\beta_{i}(\boldsymbol{\eta})$ depends on whether the next site to the right of particle $i$ is unoccupied. The superscript $\star$ designates the position of the considered particle $i$, with symbols 0 and 1 representing unoccupied and occupied sites, respectively. Consequently, the parameters $\alpha^{1 \star}$ and $\beta^{1 \star}$ represent the contribution to $\alpha_{i}(\boldsymbol{\eta})$ and $\beta_{i}(\boldsymbol{\eta})$, respectively, when the $i^{\text {th }}$ and $(i-1)^{t h}$ particles are positioned at adjacent sites, indicating the absence of a bus at site $x_{i}-1$. The condition of zero distance between the two particles is indicated by $\delta_{x_{i-1}, x_{i}-1}$, which equals 1 only when the two particles are indeed located at neighboring sites.

An observation in O'Loan et al.'s BRM: When the distance between buses increases due to fluctuations, it tends to widen further: since buses move faster in less populated areas, a bus following closely behind another is likely to accelerate more than one that is farther behind the lead bus. This occurs because the closer a bus is to the one directly ahead of it, passengers will have had less time to arrive.

Neighboring-effect parameters $\alpha^{1 \star}$ and $\beta^{1 \star}$ : Let us clarify the role of the parameter $\alpha^{1 \star}$ using Fig. 4 as illustration. In Fig. 4a, we observe a scenario where the particle type 2 has two neighbors are empty sites (occupied by buses), resulting in a jump rate of the particle with state 2 being $\alpha(\boldsymbol{\eta})=\alpha^{\star}$. However, when there is no bus at leftmost neighboring site of the particle, i.e., there is presence of a particle at this site, as shown in Fig. 4b, the rate becomes $\alpha(\boldsymbol{\eta})=\alpha^{\star}\left(1+\alpha^{1 \star}\right)$. Therefore, selecting $\alpha^{1 \star}<0$ indicates that the latter rate is lower than the former. This choice aligns with the earlier observation that a bus moves slower when it is further from the leading bus. The role of $\beta^{1 \star}$ mirrors that of $\alpha^{1 \star}$, using Fig. 5 as illustration. Hence, we designate both parameters $\alpha^{1 \star}$ and $\beta^{1 \star}$ as neighboring-effect parameters, given their influence on the rates at which buses locate neighboring sites.

(a) $\alpha_{i}(\boldsymbol{\eta})=\alpha^{\star}$

(b) $\alpha_{i}(\boldsymbol{\eta})=\alpha^{\star}\left(1+\alpha^{1 \star}\right)$

Figure 4: Here are two illustrations depicting the translocation rate $\alpha_{i}(\boldsymbol{\eta})$ for a particle in state 2. In the left panel, the rate is $\alpha^{\star}$ because there is no contribution from $\alpha^{1 \star}$ since there is no particle present on the left. In contrast, in the right panel, there is a particle on the left of the considered particle, resulting in a rate of $\alpha^{\star}\left(1+\alpha^{1 \star}\right)$.

(a) $\lambda_{i}(\boldsymbol{\eta})=\lambda^{\star}$

(b) $\lambda_{i}(\boldsymbol{\eta})=\lambda^{\star}\left(1+\lambda^{\star 1}\right)$

Figure 6: Here are two illustrations depicting the translocation rate $\lambda_{i}(\boldsymbol{\eta})$ for a particle in state 2 . In the left panel, the rate is $\lambda^{\star}$ since there are no particles present on the both sides of the particle. In the right panel, while there is a particle on the right but not on the left, only $\lambda^{\star 1}$ contributes to the rate, not $\lambda^{1 \star}$. Thus, the rate in this case is $\lambda^{\star}\left(1+\lambda^{\star 1}\right)$.

(a) $\beta_{i}(\boldsymbol{\eta})=\beta^{\star}$

(b) $\beta_{i}(\boldsymbol{\eta})=\beta^{\star}\left(1+\beta^{1 \star}\right)$

Figure 5: Here are two illustrations depicting the translocation rate $\beta_{i}(\boldsymbol{\eta})$ for a particle in state 1. In the left panel, the rate is $\beta^{\star}$ because there is no contribution from $\beta^{1 \star}$ since there is no particle present on the left. In contrast, in the right panel, there is a particle on the left of the considered particle, resulting in a rate of $\beta^{\star}\left(1+\beta^{1 \star}\right)$.

Remark 2.1 Although the minimal reaction scheme of particle translocation in Fig. 3 is the same as that in [9], the jump rates (3)-(4) in this model differ from those in [9]. Specifically, the particle jump rates in this model are influenced by the presence of a particle directly behind it, whereas in the model presented in [9], the jump rates of a particle depend on the presence of a particle at the next-nearest site in front of it.

### 2.2. The model stationary distribution

Recall that a configuration $\boldsymbol{\eta}$ of the system can be specified by the position and state vectors $\mathbf{x}=\left(x_{1}, x_{2}, \ldots, x_{N}\right)$ and $\mathbf{s}=\left(s_{1}, s_{2}, \ldots, s_{N}\right)$. The probability of finding the system in configuration $\boldsymbol{\eta}$ in equilibrium is assumed to follow this form:

$$
\begin{equation*}
\pi(\boldsymbol{\eta})=\frac{1}{Z} e^{-\frac{1}{k_{B} T}(U(\mathbf{x})+\lambda B(\mathbf{s}))} \tag{6}
\end{equation*}
$$

Here, firstly, $T$ plays a role similar to temperature, and $k_{B}$ represents the Boltzmann constant. Secondly, $U$ represents the short-range interaction energy, defined as

$$
\begin{equation*}
U(\mathbf{x})=J \sum_{i=1}^{N} \delta_{x_{i}+1, x_{i+1}} . \tag{7}
\end{equation*}
$$

Positive $J$ corresponds to repulsion. Thirdly, $B$ denotes the excess, calculated as $N^{1}-N^{2}$, where $N^{\alpha}$ represents the fluctuating number of sites in state $\alpha \in\{1,2\}$. One has $N^{1}+N^{2}=N$ and

$$
\begin{equation*}
B(\mathbf{s})=\sum_{i=1}^{N}\left(3-2 s_{i}\right) \tag{8}
\end{equation*}
$$

The chemical potential $\lambda$ is a Lagrange multiplier that takes care of the fluctuations in the excess due to the interplay of transition state of the particles. Finally, $Z$ is the partition function.

The form of the invariant measure (6) mirrors those in [1, 2] and [9]. However, it is important to note that the values of parameters in our measure will differ from those in those papers due to differences in our model's dynamics.

For the convenience of computation, one introduces

$$
\begin{equation*}
x=e^{\frac{2 \lambda}{k_{B} T}} \text { and } y=e^{\frac{J}{k_{B} T}}, \tag{9}
\end{equation*}
$$

so that $x>1$ corresponds to an excess of particle in state 1 and repulsive interaction corresponds to $y>1$.

To ensure that the process, guided by the dynamics (3)-(5), possesses a measure in the form of (6) as its invariant distribution, a prerequisite is that the model's parameters must adhere to the following constraints.

$$
\begin{align*}
x & =\frac{\beta^{\star}}{\lambda^{\star}}  \tag{10}\\
y & =\frac{1+\beta^{1 \star}+\frac{1}{\lambda^{\star}} \alpha^{\star}\left(1+\alpha^{1 \star}\right)}{1+\frac{1}{\lambda^{\star}} \alpha^{\star}}  \tag{11}\\
\lambda^{1 \star} & =\frac{x}{1+x}\left(1+\beta^{1 \star}\right)-\frac{x}{1+x} \frac{\alpha^{\star}}{\beta^{\star}}\left(1+\alpha^{1 \star}\right)-1  \tag{12}\\
\lambda^{\star 1} & =\frac{1}{1+x}\left(1+\beta^{1 \star}\right)+\frac{x}{1+x} \frac{\alpha^{\star}}{\beta^{\star}}\left(1+\alpha^{1 \star}\right)-1  \tag{13}\\
\lambda^{1 \star 1} & =-\beta^{1 \star} \tag{14}
\end{align*}
$$

In other words, one can summarize the result by Theorem 2.1 which is the main result of the present work.

Theorem 2.1 If the parameters appearing in the rates (3) -(5) satisfy constraints (10)(14), then the invariant measure of the process is the following

$$
\begin{equation*}
\pi(\boldsymbol{\eta})=\frac{1}{Z}\left(\frac{\beta^{\star}}{\lambda^{\star}}\right)^{\sum_{i=1}^{N}-3 / 2+s_{i}}\left(\frac{1+\beta^{1 \star}+\frac{1}{\lambda^{\star}} \alpha^{\star}\left(1+\alpha^{1 \star}\right)}{1+\frac{1}{\lambda^{\star}} \alpha^{\star}}\right)^{-\sum_{i=1}^{N} \delta_{x_{i+1}, x_{i}+1}} \tag{15}
\end{equation*}
$$

where $Z$ is the partition function.
The proof of the theorem closely resembles that presented in [9]. Therefore, we will only provide a brief outline of the proof. At equilibrium, the master equation governing the probability of the system being in configuration $\boldsymbol{\eta}$ is as follows:

$$
\begin{equation*}
\sum_{i=1}^{N}\left(\alpha_{i}\left(\boldsymbol{\eta}_{1}^{i}\right) \pi\left(\boldsymbol{\eta}_{1}^{i}\right)+\beta_{i}\left(\boldsymbol{\eta}_{2}^{i}\right) \pi\left(\boldsymbol{\eta}_{2}^{i}\right)+\lambda_{i}\left(\boldsymbol{\eta}_{3}^{i}\right) \pi\left(\boldsymbol{\eta}_{3}^{i}\right)-\left(\alpha_{i}(\boldsymbol{\eta})+\beta_{i}(\boldsymbol{\eta})+\lambda_{i}(\boldsymbol{\eta})\right) \pi(\boldsymbol{\eta})\right)=0 \tag{16}
\end{equation*}
$$

Here, $\boldsymbol{\eta}_{1}^{i}$ represents the configuration before the forward translocation of particle $i$ in state 2, leading to $\boldsymbol{\eta}$ (with $x_{i}^{1}=x_{i}-1$ and $\left.s_{i}^{1}=s_{i}\right) ; \boldsymbol{\eta}_{2}^{i}$ signifies the configuration
before the forward translocation of particle $i$ in state 1 , leading to $\boldsymbol{\eta}\left(x_{i}^{2}=x_{i}-1\right.$ and $\left.s_{i}^{2}=3-s_{i}\right) ; \boldsymbol{\eta}_{3}^{i}$ denotes the configuration before a passenger arrives at site $x_{i}$, leading to $\boldsymbol{\eta}\left(x_{i}^{3}=x_{i}\right.$ and $\left.s_{i}^{3}=3-s_{i}\right)$.

Dividing both sides of (16) by $\pi(\boldsymbol{\eta})$, one obtains

$$
\begin{equation*}
\sum_{i=1}^{N}\left(\alpha_{i}\left(\boldsymbol{\eta}_{1}^{i}\right) \frac{\pi\left(\boldsymbol{\eta}_{1}^{i}\right)}{\pi(\boldsymbol{\eta})}+\beta_{i}\left(\boldsymbol{\eta}_{2}^{i}\right) \frac{\pi\left(\boldsymbol{\eta}_{2}^{i}\right)}{\pi(\boldsymbol{\eta})}+\lambda_{i}\left(\boldsymbol{\eta}_{3}^{i}\right) \frac{\pi\left(\boldsymbol{\eta}_{3}^{i}\right)}{\pi(\boldsymbol{\eta})}-\left(\alpha_{i}(\boldsymbol{\eta})+\beta_{i}(\boldsymbol{\eta})+\lambda_{i}(\boldsymbol{\eta})\right)\right)=0 . \tag{17}
\end{equation*}
$$

Let us denote the following quantities

$$
\begin{align*}
& A_{i}(\boldsymbol{\eta})=\alpha_{i}\left(\boldsymbol{\eta}_{1}^{i}\right) \frac{\pi\left(\boldsymbol{\eta}_{1}^{i}\right)}{\pi(\boldsymbol{\eta})}-\alpha_{i}(\boldsymbol{\eta}),  \tag{18}\\
& B_{i}(\boldsymbol{\eta})=\beta_{i}\left(\boldsymbol{\eta}_{2}^{i}\right) \frac{\pi\left(\boldsymbol{\eta}_{2}^{i}\right)}{\pi(\boldsymbol{\eta})}-\beta_{i}(\boldsymbol{\eta}),  \tag{19}\\
& \Lambda_{i}(\boldsymbol{\eta})=\lambda_{i}\left(\boldsymbol{\eta}_{3}^{i}\right) \frac{\pi\left(\boldsymbol{\eta}_{3}^{i}\right)}{\pi(\boldsymbol{\eta})}-\lambda_{i}(\boldsymbol{\eta}) . \tag{20}
\end{align*}
$$

Because of the periodicity, the master equation (17) is satisfied if one has

$$
\begin{equation*}
A_{i}(\boldsymbol{\eta})+B_{i}(\boldsymbol{\eta})+\Lambda_{i}(\boldsymbol{\eta})=\Phi_{i}(\boldsymbol{\eta})-\Phi_{i+1}(\boldsymbol{\eta}) \tag{21}
\end{equation*}
$$

This condition applies to all configurations of the system, characterized by a set of functions $\Phi_{i}(\boldsymbol{\eta})$ that satisfy the condition $\Phi_{N+1}(\boldsymbol{\eta})=\Phi_{1}(\boldsymbol{\eta})$. The lattice divergence condition (21) can be regarded as Noether's theorem in discrete form.

One can equivalently rewrite equation (21) using the headway variables introduced in Appendix A. This allows us to determine the form of the functions $\Phi_{i}$ and then derive constraints as in equations (3)-(5). For further details of the proof, refer to [9].

## 3. Average stationary current and velocity

We will utilize the grandcanonical ensemble (B.1) for convenience. To compute the average stationary and velocity of particles and buses, we first, following the approach in [1, 9], calculate the average densities $\rho^{1}:=\left\langle\delta_{s_{i}, 1}\right\rangle$ and $\rho^{2}:=\left\langle\delta_{s_{i}, 2}\right\rangle$ of particles in states 1 and 2 , respectively. Here, $\langle\cdot\rangle$ denotes taking the expectation with respect to the distribution (B.1). Given that the form of the grandcanonical ensemble B.1 matches that in [1], we can easily obtain the following expressions:

$$
\begin{equation*}
\rho^{1}=\frac{1}{1+x} \rho ; \quad \rho^{2}=\frac{x}{1+x} \rho, \tag{22}
\end{equation*}
$$

where $\rho$ represents the particle density of the two types, i.e., $\rho=\rho^{1}+\rho^{2}$.
Additionally, as mentioned in [1], one can calculate the average excess density of type 1 over type 2. This serves as a straightforward measure for defining particle distribution. The average excess is as follows:

$$
\begin{equation*}
\sigma:=\frac{\left\langle N^{1}\right\rangle-\left\langle N^{2}\right\rangle}{L}=\frac{1-x}{1+x} \rho . \tag{23}
\end{equation*}
$$

Furthermore, the average dwell time that a particle spends in states 1 and 2, defined as $\tau^{\alpha}=\rho^{\alpha} / \rho$ where $\alpha \in\{1,2\}$, can be obtained:

$$
\begin{equation*}
\tau^{1}=\frac{1}{1+x}, \quad \tau^{2}=\frac{x}{1+x} \tag{24}
\end{equation*}
$$

Again, it is worth noting that while the forms of certain expressions in this work resembles those in [1, 9], they differ due to variations in parameter values resulting from disparities in model settings.

### 3.1. Average current and velocity of particles in $D B R M$

The average stationary current $j$ of particles, quantified as the average number of particles traversing a site per unit time, reflects the collective motion of these particles. Additionally, the average speed $\nu$ of particles is another characteristic of collective movement, which is linked to $j$ through the equation

$$
\begin{equation*}
j=\rho \nu \tag{25}
\end{equation*}
$$

Instead of using the form of rates (3)-(4) to compute $j$ and $\nu$, it is equivalent to use the rates in headway form (A.3) A.4) for convenience. The advantage is that it incorporates the headway distribution (B.5) into the computation. Namely, one has

$$
\begin{align*}
j=\left\langle\delta _ { s _ { i } , 2 } \left[\alpha^{\star}\left(1-\theta_{i-1}^{0}\right)\right.\right. & \left.\left.+\alpha^{\star}\left(1+\alpha^{1 \star} \theta_{i-1}^{0}\right)\right]\left(1-\theta_{i}^{0}\right)\right\rangle \\
& +\left\langle\delta_{s_{i}, 1}\left[\beta^{\star}\left(1-\theta_{i-1}^{0}\right)+\beta^{\star}\left(1+\beta^{1 \star} \theta_{i-1}^{0}\right)\right]\left(1-\theta_{i}^{0}\right)\right\rangle . \tag{26}
\end{align*}
$$

Here, again, $\langle\cdot\rangle$ denotes taking the expectation with respect to the distribution (B.1). By employing the factorization property of the grandcanonical ensemble (B.1) and the identities $(22)$, one can derive the following:

$$
\begin{align*}
& j=\frac{x}{1+x} \rho\left(\alpha^{\star}\left(1-\left\langle\theta_{i-1}^{0}\right\rangle\right)+\alpha^{\star}\left(1+\alpha^{1 \star}\left\langle\theta_{i-1}^{0}\right\rangle\right)\right)\left(1-\left\langle\theta_{i}^{0}\right\rangle\right) \\
&+\frac{1}{1+x} \rho\left(\beta^{\star}\left(1-\left\langle\theta_{i-1}^{0}\right\rangle\right)+\beta^{\star}\left(1+\beta^{1 \star}\left\langle\theta_{i-1}^{0}\right\rangle\right)\right)\left(1-\left\langle\theta_{i}^{0}\right\rangle\right) . \tag{27}
\end{align*}
$$

One can compute $\left\langle\theta_{i}^{0}\right\rangle$ using the headway distribution B.5). Notice that $\left\langle\theta_{i}^{0}\right\rangle$ does not depend on the index $i$ due to translation invariance. Thus, at this stage, we have all the necessary components to plot graphs illustrating the average current (Figs. 7 and 8) and velocity (Figs. 9 and 10) of particles. We examine the impact of neighboring-effect parameters $\alpha^{1 \star}, \beta^{1 \star}$, and the rate $\lambda^{\star}$ on the average current and velocity of particles. As mentioned previously, we assume $\alpha^{\star}>\beta^{\star}$ to model a scenario where a bus, not needing to pick up passengers at a bus stop, can travel faster. Additionally, we set $\alpha^{1 \star}$ and $\beta^{1 \star}$ to be negative to align with the observation in O'Loan et al.'s BRM. We focus solely on the scenario where $\alpha^{1 \star} \leq \beta^{1 \star}$, as the inverse case $\alpha^{1 \star} \geq \beta^{1 \star}$ does not significantly differ in its effect on the quantities.


Figure 7: Average current $j$ as a function of particle density $\rho: \alpha^{\star}=1, \alpha^{1 \star}=-0.2$, $\beta^{1 \star}=-0.1$. The values of $\beta^{\star}$ are 0.1 on the left and 0.5 on the right. Different values of $\lambda^{\star}$ are also included: $0.02,0.1$, and 0.5 .


Figure 8: Average current $j$ as a function of particle density $\rho$ : $\alpha^{\star}=1, \alpha^{1 \star}=-0.9$, $\beta^{1 \star}=-0.8$. The values of $\beta^{\star}$ are 0.1 on the left and 0.5 on the right. Different values of $\lambda^{\star}$ are also included: $0.02,0.1$, and 0.5 .


Figure 9: Average velocity $\nu$ as a function of particle density $\rho$ : $\alpha^{\star}=1, \alpha^{1 \star}=-0.2$, $\beta^{1 \star}=-0.1$. The values of $\beta^{\star}$ are 0.1 on the left and 0.5 on the right. Different values of $\lambda^{\star}$ are also included: $0.02,0.1$, and 0.5 .


Figure 10: Average velocity $\nu$ as a function of particle density $\rho: \alpha^{\star}=1, \alpha^{1 \star}=-0.9$, $\beta^{1 \star}=-0.8$. The values of $\beta^{\star}$ are 0.1 on the left and 0.5 on the right. Different values of $\lambda^{\star}$ are also included: $0.02,0.1$, and 0.5 .

### 3.2. Average current and velocity of buses in BRM

Since the average stationary current $j$ and velocity $\nu$ of the particles obtained, thus the average current $j_{b}$ and velocity $\nu_{b}$ of buses with density $\rho_{b}=1-\rho$ can be computed as follows

$$
\left\{\begin{array}{l}
j_{b}\left(\rho_{b}\right)=j\left(1-\rho_{b}\right)  \tag{28}\\
\nu_{b}\left(\rho_{b}\right)=j_{b}\left(\rho_{b}\right) / \rho_{b}
\end{array}\right.
$$

Thus, one can plot the average current and velocity of the buses, see Figs. 11 and 12 for the current and Figs. 13 and 14 for the velocity.

(a) $\beta^{\star}=0.1$.

(b) $\beta^{\star}=0.5$.

Figure 11: Average current $j_{b}$ as a function of bus density $\rho_{b}$ : $\alpha^{\star}=1, \alpha^{1 \star}=-0.2$, $\beta^{1 \star}=-0.1$. The values of $\beta^{\star}$ are 0.1 on the left and 0.5 on the right. Different values of $\lambda^{\star}$ are also included: $0.02,0.1$, and 0.5 .


Figure 12: Average current $j_{b}$ as a function of bus density $\rho_{b}: \alpha^{\star}=1, \alpha^{1 \star}=-0.9$, $\beta^{1 \star}=-0.8$. The values of $\beta^{\star}$ are 0.1 on the left and 0.5 on the right. Different values of $\lambda^{\star}$ are also included: $0.02,0.1$, and 0.5 .

(a) $\beta^{\star}=0.1$.

(b) $\beta^{\star}=0.5$.

Figure 13: Average velocity $\nu_{b}$ as a function of bus density $\rho_{b}: \alpha^{\star}=1, \alpha^{1 \star}=-0.2$, $\beta^{1 \star}=-0.1$. The values of $\beta^{\star}$ are 0.1 on the left and 0.5 on the right. Different values of $\lambda^{\star}$ are also included: $0.02,0.1$, and 0.5 .

(a) $\beta^{\star}=0.1$.

(b) $\beta^{\star}=0.5$.

Figure 14: Average velocity $\nu_{b}$ as a function of bus density $\rho_{b}$ : $\alpha^{\star}=1, \alpha^{1 \star}=-0.9$, $\beta^{1 \star}=-0.8$. The values of $\beta^{\star}$ are 0.1 on the left and 0.5 on the right. Different values of $\lambda^{\star}$ are also included: $0.02,0.1$, and 0.5 .

## 4. Discussion

It is evident that when $\beta^{\star}$ is large, the current and velocity of particles, as well as of buses, are quite similar, as shown in the left panels of Figs. 7 to 14 . This suggests that when buses pick up passengers quickly, the velocity and current are not significantly affected. Moreover, when comparing the left and right panels of each figure, one can observe that the current and velocity with a higher value of $\beta^{\star}$ are greater than those with a smaller value. Additionally, it is evident that as the value of $\lambda^{\star}$ decreases, both the current and velocity increase. This can be explained easily, as a smaller $\lambda^{\star}$ implies fewer passengers arriving at bus stops, resulting in less time spent by buses picking them up.

Let us now consider the impact of parameters $\alpha^{1 \star}$ and $\beta^{1 \star}$ on the average stationary current and velocity of particles, which we shall refer to as the neighboring effect. We classify this influence as either strong or weak, depending on whether $\alpha^{1 \star}$ and $\beta^{1 \star}$ approximate -1 or 0 , respectively. When the effect is not strong, indicating that $\alpha^{1 \star}$ and $\beta^{1 \star}$ are close to 0 , our model behaves similarly to the one described in [5, 6]. Specifically, let us examine the current and velocity shown in Figs. 7 and 9 for DBRM, and in Figs. 11 and 13 for BRM. The average velocity of buses decreases to 0 as the density of buses increases to 1, as depicted in Fig. 13. It is worth noting that Fig. 13b bears resemblance to Fig. 4 in [5]. Additionally, regarding the average current of particles in DBRM, Fig. 7 shares similarities with Fig. 18 in [5], indicating the similarity of our model to the original.

When the neighboring effect is strong, meaning $\alpha^{1 \star}$ and $\beta^{1 \star}$ are close to -1 , the behavior of average current and velocity of particles, and hence buses, becomes particularly intriguing. This phenomenon is depicted in Figs. 8 and 10 for particles in DBRM, and Figs. 12 and 14 for buses in BRM. Notably, the current (Fig. 8) of particles in DBRM rapidly reaches a maximum at very low densities, then decreases to zero as the density goes to 1 . Similarly, the average velocity of particles in DBRM drops rapidly at low density and then decreases gradually to 0 in areas with higher density, as shown in Fig. 10. In terms of the current and velocity of buses in BRM under strong neighboring-effect parameters, the current reaches a maximum at very high density and after that drops quickly to zero, as depicted in Fig. 12. Interestingly, in the velocity case (Fig. 14), the velocity increases even at very low density under strong neighboringeffect parameters. This behavior contrasts with weaker neighboring-effect scenarios, as observed in the original BRM. After reaching a maximum, it decreases slowly to 0 .

## 5. Summary

We have presented an exactly solvable DBRM, which allows us to investigate the BRM proposed by O'Loan et al. It differs from the original BRM in that we introduced neighboring-effect parameters in our model, which are adjustable to better align with experimental data.

While our findings closely mirror those of O'Loan et al. when the neighboring effect is weak, there is a notable departure when the effect is strong. In this case, the behavior of the average velocity of buses becomes intriguing, presenting a phenomenon not observed in the original BRM. Specifically, even at low bus density, the average velocity of buses can increase as the density rises.

## Appendices

## A. Mapping to headway process

In addition to defining a system's configuration with its position and state vectors $\mathbf{x}=\left(x_{1}, \ldots, x_{N}\right)$ and $\mathbf{s}=\left(s_{1}, \ldots, s_{N}\right)$ respectively, we can also specify it using the state vector alongside the headway vector $\mathbf{m}=\left(m_{1}, \ldots, m_{N}\right)$. Here, $m_{i}$ denotes the count of empty sites between the $i$-th and $(i+1)$-th particles, where $m_{i}=x_{i+1}-\left(x_{i}+1\right) \bmod L$.

To represent a headway of length $r$, rather than using $\delta_{m_{i}, r}$, we introduce the more compact notation $\theta_{i}^{r}$. Specifically, we define

$$
\begin{equation*}
\theta_{i}^{r}:=\delta_{m_{i}, r}=\delta_{x_{i+1}, x_{i}+1+r}, \text { for } r \in\{0,1,2, \ldots\} . \tag{A.1}
\end{equation*}
$$

Regarding the headway variable, the index $i$ is considered modulo $N$, thus implying $\theta_{0}^{r} \equiv \theta_{N}^{r}$.

Due to steric hard-core repulsion, a forward translocation from $x_{i}$ to $x_{i}+1$ of the $i$-th particle corresponds to the transition $\left(m_{i-1}, m_{i}\right) \rightarrow\left(m_{i-1}+1, m_{i}-1\right)$, provided that $m_{i}>0$. When expressed in the new stochastic variables $\boldsymbol{\zeta}=(\mathbf{m}, \mathbf{s})$, where $\mathbf{m}$ denotes the distance vector and $s$ represents the state vector, the invariant distribution (6) can be reformulated as

$$
\begin{equation*}
\tilde{\pi}(\boldsymbol{\zeta})=\frac{1}{\tilde{Z}} \prod_{i=1}^{N} x^{3 / 2-s_{i}} y^{-\theta_{i}^{0}} \tag{A.2}
\end{equation*}
$$

where $\tilde{Z}$ denotes the partition function. Moreover, the transition rates (3)-(5) can be reformulated as

$$
\begin{align*}
\tilde{\alpha}_{i}(\boldsymbol{\zeta}) & =\alpha^{\star} \delta_{s_{i}, 2}\left(1+\alpha^{1 \star} \theta_{i-1}^{0}\right)\left(1-\theta_{i}^{0}\right)  \tag{A.3}\\
\tilde{\beta}_{i}(\boldsymbol{\zeta}) & =\beta^{\star} \delta_{s_{i}, 1}\left(1+\beta^{1 \star} \theta_{i-1}^{0}\right)\left(1-\theta_{i}^{0}\right)  \tag{A.4}\\
\tilde{\lambda}_{i}(\boldsymbol{\zeta}) & =\lambda^{\star} \delta_{s_{i}, 2}\left(1+\lambda^{1 \star} \theta_{i-1}^{0}+\lambda^{\star 1} \theta_{i}^{0}+\lambda^{1 \star 1} \theta_{i-1}^{0} \theta_{i}^{0}\right) . \tag{A.5}
\end{align*}
$$

## B. Partition function and headway distribution

Just like in previous studies [1, 2], instead using measure (A.2), we adopt the grandcanonical ensemble for ease of analysis, as defined by

$$
\begin{equation*}
\hat{\pi}(\boldsymbol{\zeta})=\frac{1}{Z_{g c}} \prod_{i=1}^{N} x^{-3 / 2+s_{i}} y^{-\theta_{i}^{0}} z^{m_{i}} \tag{B.1}
\end{equation*}
$$

where $Z_{g c}=\left(Z_{1} Z_{2}\right)^{N}$ with

$$
\begin{equation*}
Z_{1}=\frac{1+(y-1) z}{1-z}, \quad Z_{2}=x^{1 / 2}+x^{-1 / 2} \tag{B.2}
\end{equation*}
$$

Here, the fugacity $z$ serves as a fugacity through which the particle density can be determined.

As evident, the partition function $Z_{g c}$ maintains a fixed structure. Therefore, it becomes imperative to establish the well-defined nature of the measure (B.1). This necessitates demonstrating the equivalence between the two measures (A.2) and (B.1), where a specific value of $z$ corresponding to a given particle density $\rho$ can always be identified, ensuring identical probabilities of a configuration under both measures. It is noteworthy that this undertaking has previously been addressed in [1, 2], given the resemblance between the grand-canonical ensemble form (B.1) and that presented in the cited papers. As outlined in [1, 2], the value of $z$ is determined as follows:

$$
\begin{equation*}
z(\rho, y)=1-\frac{1-\sqrt{1-4 \rho(1-\rho)\left(1-y^{-1}\right)}}{2(1-\rho)\left(1-y^{-1}\right)} \tag{B.3}
\end{equation*}
$$

When dealing with the grand-canonical ensemble (B.1) in the context of the headway process, obtaining the probability distribution for the gap $m_{i}$ between two particles is straightforward, defined as

$$
\begin{equation*}
P_{h}(r)=\hat{\pi}_{g c}\left(m_{i}=r\right), \quad \text { where } r \in\{0,1,2 \ldots\} . \tag{B.4}
\end{equation*}
$$

Alternatively, we can represent $P_{h}(r)$ as $\left\langle\theta_{i}^{r}\right\rangle$, where the random variables $\theta_{i}^{r}$ are defined in equation A.1). Hence, the headway distribution can be formulated as

$$
P_{h}(r)= \begin{cases}\frac{1-z}{1+(y-1) z} \quad \text { for } r=0  \tag{B.5}\\ y P_{h}(0) z^{r} \quad \text { for } r \geq 1\end{cases}
$$
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