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We investigate a quantum perceptron implemented on a quantum circuit using a repeat until

method. We evaluate this from the perspective of capacity, one of the performance evaluation

measures for perceptions. We assess a Gardner volume, defined as a volume of coefficients of

the perceptron that can correctly classify given training examples using the replica method.

The model is defined on the quantum circuit. Nevertheless, it is straightforward to assess

the capacity using the replica method, which is a standard method in classical statistical

mechanics. The reason why we can solve our model by the replica method is the repeat until

method, in which we focus on the output of the measurements of the quantum circuit. We find

that the capacity of a quantum perceptron is larger than that of a classical perceptron since

the quantum one is simple but effectively falls into a highly nonlinear form of the activation

function.

1. Introduction

Recently, deep learning has been studied and applied in various fields. For example, it has

important applications in areas such as image and speech recognition,1, 2) and particularly in

generative AI.3–5) Deep-learning-based algorithms are composed of a multi-layer neural net-

work; increasing the number of layers can potentially achieve higher learning and representa-

tional capabilities. Perceptrons are the basic components of neural networks, they are simple

supervised machine-learning models proposed by Rosenblatt6) that employ the Hebbian rule.

Analysis of the perceptron model is suitable as the first step of the non-trivial aspects of a

neural network with data and is essential for advancing deep learning.7–9) A perceptron can

identify linearly separable data. However, it cannot identify cases similar to those involving an
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XOR gate. Therefore, it is important to understand the limitations of perceptrons in terms of

their discriminative ability. Cover10, 11) demonstrated the relationship between the input data

dimension N, number of data instances to be classified P, and number of separable input pat-

terns achievable with perception. Cover’s theorem states that for a sufficiently large N, when

P/N > 2, the discriminative ability diminishes and there are no cases where a correct clas-

sification is possible. In other words, it indicates a critical point in the relationship between

the input dimension and number of instances. This theorem is proven using a combinatorial

mathematical method. Gardner12, 13) proposed another approach using the spin glass theory

and calculated the volume in the perceptron coefficient space, which completely identified

all patterns. Assuming that the data were randomly provided, the configurational average of

this volume was calculated using the replica method, leading to the evaluation of the saddle

point equations and resulting in the critical point αc = 2. It was recently found that increasing

the hidden layer depth in deep learning results in networks with larger capacity.14, 15) Several

related studies have been conducted16–21)

We considered extending this capacity estimation problem to a quantum version of the

perceptron. A comparison between quantum and classical perceptrons is interesting from a

storage capacity perspective. Aikaterini et al.22) computed the storage capacity of a previously

proposed perceptron by using the replica method.23) They demonstrated that the storage ca-

pacity of this quantum perceptron for spherical weights was greater than that for classical

perception. They stated that this is because the perceptron has a quadratic form rather than a

linear form. In a similar study,24) the capacity of continuous variable quantum perceptrons25)

was calculated, demonstrating that their quantum perceptron did not surpass classical percep-

trons.

Among the various quantum perceptron algorithms,22, 26–28) this study focused on Cao’s

method28) which uses quantum gates called repeat-until-success (RUS) circuits. Using this

approach, non-linear effects were introduced into a quantum perceptron. Using Gardner’s

method, we demonstrate that Cao’s quantum perceptron has a higher storage capacity than

the classical perceptron. The remainder of this paper is organized as follows. In Section 2,

we first introduce the basic settings regarding Cao’s perception, storage capacity, Gardner

volume, and the replica method. In Section 3, we describe and evaluate the saddle point

equation, obtaining the corresponding storage capacity. Finally, in Section 4, we summarize

our results and discuss future research prospects. Quantum machine learning is expected to

offer advantages such as speed and improved accuracy; however, whether it is superior to

classical methods remains unclear. We believe that this study addresses this question.
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2. Problem settings

2.1 Quantum perceptrons

The quantum perceptron proposed by Cao et al.28) is defined by a quantum circuit and

maps N-dimensional input data x ∈ {−1, 1}N to label y ∈ {−1, 1}, where −1 and 1 correspond

to quantum states |0〉 and |1〉, respectively. Let (x, y) be a pair of input data and labels and

w = (w1,w2, ...,wN)⊤ be the perceptron weights. When the ith element of the input data xi

equals 1, the target bit rotates by 2wi along the y-axis. Applying this operation to 1 ≤ i ≤ N,

the state vector is acted upon by Ry(2θ), where θ = w
⊤

x. The quantum circuit is shown in

Fig. 1. We measured the ancillary qubit, and when the outcome was 0, the operation was

repeated with arctan(tan2(θ)) as the new θ. For an outcome of 1, the process starts over and

repeats the same operation. Such a circuit is referred to as a repeat-until-success circuit.29)

This is repeated k times and the output register state becomes Ry(2 arctan(tan2k

(θ))) |0〉. The

relationship between the output and input is as follows:

P (1|w, x) = 〈0|Ry

(

2 arctan
(

tan2k

(w⊤x)
))†
|1〉 〈1|Ry

(

2 arctan
(

tan2k (

w
⊤

x
)

))

|0〉 . (1)

When w
t
x is close to 0, the output −1 is more likely to be observed; when it is close to π/4, 1

is more likely to be observed as the output. This exhibits a non-linear effect similar to that of

the sigmoid function. In an actual quantum device, measurements are obtained based on this

distribution. We define the output value as the expected value.

ŷ (w, x) = − 〈0|Ry

(

2 arctan
(

tan2k (

w
⊤

x
)

))†
ZRy

(

2 arctan
(

tan2k (

w
⊤

x
)

))

|0〉 , (2)

where Z denotes the Pauli Z-operator. When y > 0, it is classified as 1; otherwise, it is

classified as −1. If the label is correctly classified, ŷy > 0 holds true. By converting the

input data into binary form, the perceptron can be extended to general cases, such as real-

number inputs. This solution can be obtained by applying the perceptron learning algorithm

to the above output on a classical computer. This learning method is called a hybrid quantum-

classical algorithm.

2.2 Storage Capacity

Let N be the input data dimension and p be the number of input data points. The num-

ber of linearly separable label patterns is C(p,N). For pN ≡ max {p : C(p,N)/2p = 1}, the

perception storage capacity is defined as follows:30)

αc = lim
N→∞

pN

N
. (3)

For a classical binary perceptron, αc is 2.

3/12



J. Phys. Soc. Jpn.

|x〉 • •

|0〉 Ry(2θ) • R
†
y(2θ) ✌✌✌

|0〉 −iY

α |0〉 ⊗ Ry(2φ1(θ)) |0〉 + β |1〉 ⊗ Ry(π/2) |0〉




































(a)

|x〉 • •

|0〉 Ry(2φk−1(θ)) • R
†
y(2φk−1(θ)) |0〉

|0〉 −iY Ry(2φk(θ)) |0〉

(b)

Fig. 1. (a) Process in the initial step, where output R(φ1(θ)) is obtained from input θ = wx. When the outcome

is 0, the operation is repeated with φ1(θ) as the new θ. When the outcome is 1, the process starts over and repeats

the same operation. (b) Circuit after repeating the operation k times. Here, φk(θ) is defined as arctan(tan2k

(θ)).

2.3 Gardner Volume and Replica Method

In general, for (x, y) ∈ RN × {−1, 1},w ∈ R, the perceptron output is defined as follows:

ŷ (w, x) =



















1 (w⊤x ≥ 0)

−1 (otherwise).
(4)

Gardner introduced the space volume of coefficients w, which completely identifies all pat-

terns; this is called the Gardner Volume.12, 31) Let {(xµ, yµ)}Pµ=1
be P pairs of input data and

labels given randomly, and w
⊤

w = N be constraints, then the volume can be written as

V =

∫

dwδ
(

w
⊤

w − N
)

P
∏

µ=1

Θ
(

yµŷµ
(

w, xµ
))

, (5)

where Θ denotes the Heaviside step function. To evaluate the typical property of V , we calcu-

late the average of log V on the x and y distributions. In general, it is difficult to calculate this

value directly. Accordingly, we employed the replica trick, which is described as follows:

[

log V
]

= lim
n→0

[Vn] − 1

n
, (6)

[Vn] =

∫ n
∏

a=1

dwaδ
(

w
⊤
a wa − N

)

P
∏

µ=1















n
∏

a=1

Θ
(

yµŷµ
(

wa, xµ
))















, (7)
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where [...] denotes the average on p(x), p(y). Furthermore, by setting the overlap between the

replicas to w
⊤
a wb/N = qab, [Vn] is expressed as

[Vn] =

∫

dQ

n
∏

a=1

dwa

n
∏

a,b

δ
(

w
⊤
a wb − qabN

)

P
∏

µ=1















n
∏

a=1

Θ
(

yµŷµ
(

wa, xµ
))















, (8)

where Q ≡ (qab). The energy and entropy terms are formally defined as

exp (−Nβe(Q)) =

P
∏

µ=1















n
∏

a=1

Θ
(

yµŷµ
(

wa, xµ
))















, (9)

exp (NS (Q)) =

n
∏

a=1

∫

dwa

n
∏

a,b

δ
(

w
⊤
a wb − qabN

)

, (10)

Then, we can rewrite (8) as

[Vn] =

∫

dQ exp (N (−βe(Q) + S (Q))) (11)

≈ exp
(

N
(

−βe(Q̂) + S (Q̂)
))

when N >> 1, (12)

where Q̂ is a saddle point and β is the inverse temperature. Here, we assume that {xµ}pµ=1

is drawn i.i.d. from a Gaussian distribution xµ ∼ N(0, 1/N) and yµ follows a binomial dis-

tribution. Finally, We assume the following replica symmetry for the relationship between

replicas.

qab =



















q, if a , b

1, if a = b
(13)

3. Results

We evaluated the volume of Cao’s quantum perceptron. First, we transform (2) into a

more straightforward expression, as follows:

ŷ
(

w, xµ
)

= −
(

cos2
(

arctan
(

tan2k
(

w
⊤

xµ

)))

− sin2
(

arctan
(

tan2k
(

w
⊤

xµ

))))

(14)

= − cos
(

2 arctan
(

tan2k
(

w
⊤

xµ

)))

. (15)

We apply the above equation to (8) and focus on the Heaviside step function:














n
∏

a=1

Θ
(

−yµ cos
(

2 arctan
(

tan2k
(

w
⊤
a xµ

))))















=

n
∏

a=1

∫

D

dxµdyµp(xµ)p(yµ), (16)

where D =
⋃

l∈Z
{

(xµ, yµ) | lπ < yµ
(

w
⊤
a xµ − π/4

)

< lπ + π/2
}

, because Θ(...) = 1 is equivalent

to (xµ, yµ) ∈ D. The derivation of D is presented in the appendix. As yµ(w
⊤
a xµ − π/4) follows

N(0, 1 + π2/16), this can be expressed as

yµ

(

w
⊤
a xµ −

π

4

)

=

√

q +
π2

16
z +

√

1 − qXa, (17)
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where z ∼ N(0, 1), Xa ∼ N(0, 1). Following the above variable transformation, (16) can be

rewritten as follows:
n

∏

a=1

∫

D

DzDXa =

∫

Dz

(∫

I

DX

)n

(18)

=

∫

Dz exp

(

n log

(∫

I

DX

))

(19)

≈ 1 + n

∫

Dz log

(∫

I

DX

)

, (20)

where I =
⋃

l∈Z
[(

−
√

q + π2/16z + lπ
)

/
√

1 − q,
(

−
√

q + π2/16z + lπ + π/2
)

/
√

1 − q
]

. By

substituting (20) into (9), we obtain

−βe(Q) ≈ 1

N

P
∑

µ=1

log

(

1 + n

∫

Dz log

(∫

I

DX

))

(21)

≈ n
P

N

∫

Dz log

(∫

I

DX

)

. (22)

Next, we assess S (Q). Employing the Fourier representation of Dirac’s delta function, we

obtain the following:

exp(NS (Q)) =

n
∏

a=1

∫

dwa

∏

a,b

∫

dq̃ exp

(

− q̃

2
(Nq − w

t

a
wb)

) n
∏

a=1

∫

dt̃ exp

(

t̃

2
(N − w

t

a
wa)

)

(23)

≈
∫

dq̃

∫

dt̃ exp

{

nN

(

−
log(t̃ + q̃)

2
+

(

qq̃ + t̃
)

2
+

q̃

2(t̃ + q̃)

)}

C, (24)

where C is constant. Further details on this calculation can be found in the appendix. Sum-

marizing (22) and (24), we derive the following equation:

[Vn] ≈
∫

dq exp

(

nNα

∫

Dz log

(∫

I

DX

)) ∫

dq̃dt̃ exp

{

nN

(

−
log(t̃ + q̃)

2
+

(

qq̃ + t̃
)

2
+

q̃

2(t̃ + q̃)

)}

C. (25)

When we differentiate q, q̃, and t̃ and solve for the saddle point, we obtain the following

saddle-point equation:

α =
−q

2(1 − q)2

(∫

Dz
∂

∂q
log

(∫

I

DX

))−1

, (26)

∂

∂q
log

(∫

I

DX

)

=

∑

l∈Z
(

∂
∂q

(G1(q, z, l)) f (G1(q, z, l)) − ∂
∂q

(G2(q, z, l)) f (G2(q, z, l))
)

∑

l∈Z (F (G1(q, z, l)) − F (G2(q, z, l)))
, (27)

where

G1(q, z, l) =
−

√

q + π2/16z + lπ + π/2
√

1 − q
, G2(q, z, l) =

−
√

q + π2/16z + lπ
√

1 − q
. (28)

Function f in (27) is the probability density function of the standard normal distribution and

F is the cumulative distribution function. We evaluated the above equation numerically. When
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q approaches 1, we obtain the critical point for the storage capacity. The data shown in Fig. 2

suggests the possibility that it exceeds the classical perception capacity under the assumption

of replica symmetry.

Fig. 2. (Color) q results. The horizontal axis represents the order parameter, while the vertical axis represents

the estimates of the equation for the corresponding q value. As q approaches 1, α approaches the capacity. The

estimated value is approximately 9.338, which is larger than that of the well-known classical perceptron. The

error bars represent the standard errors of the estimates.

4. Conclusion and Future work

This study was inspired by Cao et al.,28) who introduced a perceptron using the repeat-

until-success (RUS) method on a quantum circuit. In this study, we extend their perceptron

to handle real-valued inputs and investigated them from a capacity perspective. Based on

the results, we demonstrated that the proposed perceptron surpasses the capacity of classi-

cal perception under the assumption of replica symmetry. We believe that this is because the

perceptron outputs exhibit periodicity for the inputs. Because this property involves multi-

ple linear separation planes, the perceptron works well even for complex data distributions.

However, this result is not due to quantum effects such as entanglement or superposition in

the perceptron; instead, the algebraic contributions of the quantum circuit play a significant
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role. Activation functions with periodicity are commonly believed to be difficult to train.32, 33)

Learning real data and validating them remain tasks yet to be accomplished.

There are two major directions for future research. The first is to examine the stabil-

ity of the replica-symmetric solutions. In the case of non-monotonic perceptrons, replica-

symmetric solutions are known to become unstable, and it has been shown that one-step

replica-symmetric-broken (1-RSB) solutions have a smaller storage capacity than replica-

symmetric (RS) solutions.18, 34) Because the perceptron considered in this study is also non-

monotonic, further solution stability verification is required. The second is to investigate the

generalization of the proposed perceptron using a supervised replica. We assume an appropri-

ate teacher machine and calculate its overlap with the student machine. According to previous

studies, the generalization error is given as a function of the overlap between the teacher and

students.35) As an extension of this study, it would be interesting to evaluate the generalization

error of this quantum perceptron. We believe that these potential future studies will contribute

to the development of quantum machine learning and statistical mechanics.
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Appendix

A.1 Derivation of the set of integration in the equation (16)

if yµ = +1 then,

θ
(

− cos
(

2 arctan
(

tan2k (

w
⊤

x
)

)))

= 1

⇐⇒ − cos
(

2 arctan
(

tan2k (

w
⊤

x
)

))

> 0

⇐⇒ π

4
< arctan

(

tan2k (

w
⊤

x
)

)

<
π

2

⇐⇒ 1 < tan2k (

w
⊤

x
)

< ∞

⇐⇒ lπ < w
⊤

x − π
4
< lπ +

π

2
(l ∈ Z).

Inversely, setting yµ = −1 we get the following result,

−lπ < (−1)

(

w
⊤

x − π
4

)

< −lπ +
π

2
(l ∈ Z).

A.2 Derivation of the equation (24)

Employing Fourier Representation of Dirac’s Delta Function, we can transform (24) into

the following expression,

exp(NS (Q)) =

n
∏

a=1

∫

dwa

∏

a,b

δ(w⊤
a

wb − Nq)

n
∏

a=1

δ(w⊤
a

wa − N)

=

n
∏

a=1

∫

dwa

∏

a,b

∫

dq̃ exp

(

− q̃

2
(Nq − w

⊤

a
wb)

)
n

∏

a=1

∫

dt̃ exp

(

t̃

2
(N − w

⊤

a
wa)

)

=

n
∏

a=1

∫

dwa

∫

dq̃

∫

dt̃ exp















− q̃

2

∑

a,b

(Nq − w
⊤

a
wb)















exp















t̃

2

n
∑

a=1

(N − w
⊤

a
wa)















.

The argument of the above exponential function is,

−
Nn(n − 1)

2
q̃q +

nN

2
t̃ +

q̃

2

∑

a,b

w
t
awb −

t̃

2

n
∑

a=1

w
t
awa

≈
nN

2

(

qq̃ + t̃
)

+
q̃

2





























n
∑

a=1

wa















2

−
∑

a=1

w
2
a















− t̃

2

n
∑

a=1

w
t
awa

The above approximation arises from n2 ≈ 0 (n ≪ 1). Applying Gaussian integration to the

second term,

exp

















q̃

2















n
∑

a=1

wa















2
















=

∫

DZ exp(
√

qz

n
∑

a=1

wa).
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We can continue to calculate the exp(NS (Q)),

exp(NS (Q)) =

n
∏

a=1

∫

dwa

∫

dq̃

∫

dt̃

∫

DZ exp















nN

2

(

qq̃ + t̃
)

−
1

2
(t̃ + q̃)

n
∑

a=1

w
t
awa +

√
qz

n
∑

a=1

wa















=

∫

dq̃

∫

dt̃

∫

DZ

n
∏

a=1

∫

dwa exp

(

nN

2

(

qq̃ + t̃
)

− 1

2
(t̃ + q̃)(wa −

√
q̃

(t̃ + q̃)
z)2 +

q̃z2

2(t̃ + q̃)

)

=

∫

dq̃

∫

dt̃

∫

DZ

















√

2π

t̃ + q̃

















nN

exp

(

nN

2

(

qq̃ + t̃
)

+ nN
q̃z2

2(t̃ + q̃)

)

=

∫

dq̃

∫

dt̃

∫

DZ exp

(

nN

2
log(2π) −

nN

2
log(t̃ + q̃) +

nN

2

(

qq̃ + t̃
)

+ nN
q̃z2

2(t̃ + q̃)

)

≈
∫

dq̃

∫

dt̃ exp

(

nN

2
log(2π) − nN

2
log(t̃ + q̃) +

nN

2

(

qq̃ + t̃
)

)

(∫

DZ

(

1 + nN
q̃z2

2(t̃ + q̃)

))

=

∫

dq̃

∫

dt̃ exp

(

nN

2
log(2π) − nN

2
log(t̃ + q̃) +

nN

2

(

qq̃ + t̃
)

)

(

1 + nN
q̃

2(t̃ + q̃)

)

≈
∫

dq̃

∫

dt̃ exp

{

nN

(

− log(t̃ + q̃)

2
+

(

qq̃ + t̃
)

2
+

q̃

2(t̃ + q̃)

)}

C,

where DZ is dz(1/
√

2π) exp(−z2/2) and C is constant.
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