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Abstract

Dynamic substructuring, especially the frequency-based variant (FBS) using frequency response functions (FRF),
is gaining in popularity and importance, with countless successful applications, both numerically and experimen-
tally. One drawback, however, is found when the responses to shocks are determined. Numerically, this might be
especially expensive when a huge number of high-frequency modes have to be accounted for to correctly predict
response amplitudes to shocks. In all cases, the initial response predicted using frequency-based substructuring
might be erroneous, due to the forced periodization of the Fourier transform. This drawback can be eliminated by
completely avoiding the frequency domain and remaining in the time domain, using the impulse-based substruc-
turing method (IBS), which utilizes impulse response functions (IRF). While this method has already been utilized
successfully for numerical test cases, none of the attempted experimental applications were successful. In this
paper, an experimental application of IBS to rods considered as one-dimensional is tested in the context of shock
analysis, with the goal of correctly predicting the maximum driving point response peak. The challenges related
to experimental IBS applications are discussed and an improvement attempt is made by limiting the frequency
content considered through low-pass filtering and downsampling. The combination of a purely time domain based
estimation procedure for the IRFs and the application of low-pass filtering with downsampling to the measured
responses enabled a correct prediction of the initial shock responses of the rods with IBS experimentally, using
displacements, velocities and accelerations.

Nomenclature

dof(s) Degree(s) of Freedom
FBS Frequency-Based Substructuring
FRF Frequency Response Function
IBS Impulse-Based Substructuring
IRF Impulse Response Function
FFT Fast Fourier Transform
IFFT Inverse Fast Fourier Transform
⋆ Placeholder symbol
⋆∗ Complex conjugate of ⋆
⋆(t) Time-continuous version of ⋆
⋆[k] Time-discrete version of ⋆
t,τ Time
k Discrete time index
i Arbitrary index
(s) Substructure index
NS Number of substructures

y, y General system response
d,d Displacement-based response
v, v Velocity-based response
a, a Acceleration-based response
h, H General impulse response function
hD, HD Displacement impulse response function
hV, HV Velocity impulse response function
hA, HA Acceleration impulse response function
f , f Externally applied force
∆t Discrete time step size
B Signed Boolean constraint matrix
λ,λ Lagrange multiplier(s)
g, g Interface gap(s)
R Auto-correlation matrix
fS Sampling frequency
M , N ,Q Counts/lengths of quantities
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1 Introduction

Dynamic substructuring is a method used to divide large structures into smaller parts, the substructures, which
can then be analyzed independently. This is not only advantageous for very large and complex numerical system
models with a large number of degrees of freedom (dofs), but also for experimental analysis of big structures, such
as aircraft, that are impractical to handle as a whole. Also, dynamic substructuring allows to combine numeric
models and experimentally identified components, for instance, a newly developed prototype with a hard-to-model
environment and predict the behavior before manufacturing [7].

In 1988 substructuring using Frequency Response Functions (FRF), the Frequency Based Substructuring
method (FBS), was formulated by JETMUNDSEN, BIELAWA, AND FLANNELLY [6]. Over the years, the FBS method
became popular and a multitude of successful applications, modifications and extensions can be found in litera-
ture [1, 7]. However, one shortcoming of the method can be seen, when the time response to shocks or impacts
should be calculated, as this requires a large frequency bandwidth and with that a large number of modes, making
FBS very expensive and not very well suited [10].

Therefore, the idea to perform dynamic substructuring with the intent to determine shock responses directly
in the time domain comes naturally. The time domain counterpart of FBS is the Impulse Based Substructuring
method (IBS), which uses Impulse Response Functions (IRF) and convolution products. While it is no challenge
to apply IBS numerically, where the required quantities can be obtained by direct time integration of the system,
see for instance [5, 10, 11], the experimental application is not as straightforward. So far, none of the trialed
experimental applications of IBS, for instance by RIXEN in [9] using displacement responses of thermoplastic rods
or by VAN DER SEIJS, VAN DER VALK, VAN DER HORST, AND RIXEN in [14] using velocity responses of POM
rods, were successful.

One challenge of experimentally applying IBS lies in the correct identification of the IRFs H(t), dual to FBS
requiring accurate FRFs H( jω). For the estimation of FRFs from measured quantities, various estimators are
established, e.g. the H1, H2 or Hv estimator, which approximates the ratio between the Fourier-transformed re-
sponses Y ( jω) and the applied force F( jω), while also reducing the influence of noise and other variations
between individual impacts, see also fig. 1. In the time domain, the deconvolution of the responses y(t) with the
applied force f (t) has to be calculated, but ideally also estimated such that the influence of noise is reduced. For
this, an estimator is desired that enables averaging of multiple impacts, but none has been established so far.

Looking at the connections between the aforementioned quantities in fig. 1, one idea might be to calculate the
IRFs by applying an Inverse Fast Fourier Transform (IFFT) to FRFs calculated using the established estimators.
The disadvantage of this approach is that then all limitations and drawbacks of the frequency domain would apply
to the IRFs as well, e.g. leakage effects due to the forced periodization, which would normally be avoided with IBS.
This implies that if a sufficient estimator for IRFs in the time domain could be found, there will be some advantages,
e.g. not requiring the response to decay within the measurement window.

IFFTImpulse Response
Functions

H(t)

Measured Quantities

Excitation Force f (t)
System Response y(t)

Transformed Quantities

Excitation Force F( jω)
System Response Y ( jω)

Frequency Response
Functions

H( jω)

FFT

Time Domain Frequency Domain

H( jω) =
Y ( jω)
F( jω)

Estimation with
H1, H2, Hv , etc.

H(t) = f (t) ∗−1 y(t)
Estimation Unclear

Figure 1: Illustration of the relations between the measured system responses and excitation, the transfer characteristics in
the time domain (Impulse Response Functions) and the ones in the frequency domain (Frequency Response Functions)
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As mentioned previously, IRFs are especially suited to describe shock responses, i.e. transients with high-
frequency content, because such transients can be characterized by a relatively short time series that can have a
high modal density. For such short, transient events, the periodic assumption of the frequency domain is not very
well suited. At the same time, IBS is not suited for long-term calculations because the computation costs of the
convolution products per time step grow linearly, making it impractical to compute.

Another advantage is the possibility to add non-linear elements in the IBS algorithm [11], which is not possible
with FBS due to the assumed linearity for the frequency domain transformation. While some methods for the ad-
dition of non-linear elements exist in literature for purely numerical applications [15], no (hybrid) applications have
been presented to couple experimental IRFs with a numerical non-linear counterpart. In addition, a successful
experimental IBS application would open the door to a more sophisticated generalization to non-linear response
functions assembly [13].

The goal of this paper is to successfully apply IBS experimentally to determine shock responses, for which
mostly the highest response peak is of interest, e.g. the maximum acceleration of a component. For realistic
impacts, the shock is not instantaneous, but a force is applied over time, denoted as an imperfect impact. The first
peak will therefore not be the highest one, requiring an accurate estimation of at least the second response peak
to an externally applied force. Since IBS could not be applied successfully in an experimental context so far, the
test cases are limited to systems considered one-dimensional, here rods made out of POM and aluminum.

In this paper, first, the theory of IBS is quickly summarized and then two possibilities for estimating IRFs from
measurements, one in the time domain and one in the frequency domain, are presented. Due to limitations of
both, the excitation and sensors, not all of the measured frequency bandwidth might be useful. For this reason,
methods for limiting the frequency content considered within the IBS scheme are briefly discussed, followed by
the description of the test cases and the utilized experimental setups. Then, the results of experimental IBS are
discussed for unmodified responses and then for responses with limited frequency content. Lastly, the observed
issues of the experimental IBS application are investigated and the results summarized.

2 Theory

The Impulse Based Substructuring technique was first proposed by GORDIS in 1995 in [5] using Volterra Integral
equations. Later on, the dually assembled form was proposed by RIXEN in 2010 in [10], where the substructures
are coupled together using reaction forces, i.e. the Lagrange multipliers. The latter will be used in this paper.

2.1 System Responses using Impulse Response Functions

The dynamic response y(t) of a linear system to an arbitrary external force f (t) is given by the convolution of the
Impulse Response Function (IRF) h(t) with the applied force, denoted as the Duhamel integral, see e.g. [4]:

y(t) =

∫

h(t −τ) f (τ)dτ or y(t) =

∫

H(t −τ) f (τ)dτ (1)

Since all measured quantities are time-discrete, the convolution integral also has to be discretized in time. For this,
commonly the Cauchy product is used, e.g. by MATLAB or SciPy, where the time-discrete system response y[k],
with the discrete time step size ∆t , is then governed by:

y[k] =
k−1
∑

i=0

h[k− (i + 1)] f [i]∆t ∀k > 0 (2)

In this equation, the indices are arranged such that the response at k = 0 is given by the initial condition y0, which
is always equal to zero in this paper, and then follows as:

y[0] = y0 = 0

y[1] = h[0] f [0]∆t

y[2] = h[1] f [0]∆t + h[0] f [1]∆t

y[3] = h[2] f [0]∆t + h[1] f [1]∆t + h[0] f [2]∆t
...

(3)

Using simulations, this discretization scheme was shown to be stable within the context of IBS. The discrete
convolution procedure of force f [k] and IRF h[k] is also illustrated in fig. 2.
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h[k]
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f [k]

t

y[k]

t

Figure 2: Illustration of the Duhamel convolution integral discretization using the Cauchy product

2.2 Impulse-Based Substructuring

The basis for the formulation of the Impulse Based Substructuring method is the solution of the system’s response
due to external forces, namely Duhamel’s integral (eq. (1)), stating that the response y(t) of a system is deter-
mined by the convolution product of the impulse response function matrix H(t) with the vector of applied forces
f (t). This is written for every substructure s, denoted by an upper right index (s).

In order to couple two substructures, an interface has to be defined between them. Then, two conditions have
to be enforced: Interface equilibrium, requiring the sum of the interface forces to be zero for the assembled
system, and interface compatibility requiring that the interface degrees of freedom exhibit the same response on
both substructures, i.e. that no gap between the two substructures exist at any time. This can be described using
signed Boolean constraint matrices B(s), that match the interface degrees of freedom to each other [1].

Using the same matrices B(s), the interface forces λ(t), the Lagrange multipliers, can be assigned to the
correct degrees of freedom. The Lagrange multipliers are used to enforce the interface equilibrium, which couples
the substructures dynamically. They are calculated based on the interface gap g [k] using IRFs, such that the
application of the force generates a response that exactly closes the gap. Putting all this together yields the
integral formulation that describes the Impulse Based Substructuring method [10]:


















y (s)(t) =

∫ t

0

H (s)(t −τ)
�

f (s)(τ) + B(s)
T
λ(τ)
�

dτ Equations of Motion

NS
∑

s=1

B(s)y (s)(t) = g [k] = 0 Compatibility

(4)

Note that the IBS formulation is valid for displacements, velocities and accelerations. Nonetheless, the quantity
chosen determines also the quantity with which the interface compatibility is evaluated. When velocities or accel-
erations are chosen, a small drift over time could lead to a displacement gap between the substructures. Since in
this paper, only short times are considered for the IBS evaluation, the influence of this is negligible.

The convolution integral in the Equations of Motion of eq. (4) are discretized using the Cauchy product from
eq. (2) and then the last summand is extracted from the sum:

y (s)[k] =
k−1
∑

i=0

H (s)[k− (i + 1)]
�

f (s)[i] + B(s)
T
λ[i]
�

∆t ∀k > 0

y (s)[k] =

�k−2
∑

i=0

H (s)[k− (i + 1)]
�

f (s)[i] + B(s)
T
λ[i]
�

∆t

�

+

+H (s)[0]
�

f (s)[k− 1] + B(s)
T
λ[k− 1]
�

∆t ∀k > 0

(5)

As can be seen, the response y (s)[k] at the discrete time step k depends at most on the Lagrange multiplier
λ[k−1] from the previous time step, not on λ[k], meaning that the compatibility at time step k has to be enforced
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by λ[k− 1]. As this quantity is not known a priori, the calculation of the assembled system response y (s)[k] has
to be split up. For this, first, the response of the system at time step k is predicted without λ[k− 1]:

Predictor Step

ỹ (s)[k] =

�k−2
∑

i=0

H (s)[k− (i + 1)]
�

f (s)[i] + B(s)
T
λ[i]
�

∆t

�

+H (s)[0] f (s)[k− 1]∆t ∀k > 0 (6)

Then, based on the interface gap g [k] as determined through the Compatibility equation of eq. (4), the required
Lagrange multiplier λ[k− 1] is calculated based on the first IRF values H (s)[0]:

Calculation of Lagrange Multipliers

� NS
∑

s=1

B(s)H (s)[0]B(s)
T
�

λ[k− 1] = −
NS
∑

s=1

B(s) ỹ (s)[k] · 1
∆t
= −g [k] · 1

∆t
∀k > 0 (7)

With this equation, the Lagrange multipliers λ[k− 1] are calculated such that the interface responses at the time
step k are compatible. The right-hand side describes the resulting gap g [k] between the interface dofs and the
left-hand side describes the initial response of the interface dofs to the Lagrange multipliers λ[k − 1] yet to be
determined. By evaluating the equality between the two sides, also note the minus sign on the right-hand side, the
Lagrange multipliers λ[k−1] are found such that the impulse response to them exactly closes the gap. For linear
systems, it is sufficient to premultiply the right-hand side by the inverse of the term in brackets on the left-hand
side and evaluate the found equation for λ[k − 1], while for non-linear systems an iterative solution is required,
see e.g. [15].

It is to be noted that this calculation solely relies on the IRFs at k = 0. In case of IRF errors that result in these
values being equal or less than zero, either no Lagrange multiplier can be found or the sign is erroneous, leading to
fully unstable IBS results. A special case are displacement IRFs, where H[0] is always equal to zero [9]. To apply
IBS in the cases where the first value H[0] of a driving point IRF is negative or zero, i.e. a force would generate a
response in the wrong direction or no response at all, all IRFs are shifted backward in time by one sample.

Lastly, the predicted system response ỹ (s)[k] is updated to include the response to the Lagrange multipliers
λ[k− 1] just determined, that ideally close any interface gaps g [k]:

Corrector Step

y (s)
λ
[k] = H (s)[0]B(s)

T
λ[k− 1]∆t ∀k > 0 (8)

The required procedure during each discrete time step k is summarized and illustrated in fig. 3.

Predictor Step
Without λ[k− 1]

y[k] = ỹ (s)[k]

Calculate λ[k− 1]
to Close Gaps

g [k]
!
= 0

Corrector Step
for λ[k− 1]

y[k]+ = y (s)
λ
[k]

Calculation of
Gaps at Time k

g [k] =
NS
∑

s=1

B(s) ỹ (s)[k]

Increment Discrete Time Step k

Figure 3: Flowchart of IBS scheme calculations within each time step

To generally assemble the substructures, the IBS scheme could be evaluated with a unit impulse at k = 0
applied as an external force f (s). In this paper, for simplicity’s and comparison’s sake, the force applied in the
reference measurements is used for the IBS scheme. Then, the response of the physically assembled, measured
system and the response of the system virtually assembled using IBS should be fully identical, enabling validation
of the IBS method’s performance.

For an experimental application, besides setting up the required singed Boolean constraint matrices B(s), the
last quantity to identify are the IRFs H (s) of each substructure. As mentioned previously, impacting a structure with
an impact hammer represents an imperfect impulse excitation and yields an impulse response y , not an impulse
response function H . Besides any IRF being required to be normalized in absolute magnitude with respect to the
applied force used to identify it, i.e. normalizing the impulse to 1 N s, the spectral content of the excitation also has
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to be normalized, because the excited frequencies in the responses y are biased by the imperfect impulse shape.
As, therefore, responses y to an (imperfect) impulse do not generally represent the correct frequency content of
the system dynamics, IRFs H have to be identified with suitable procedures. In the following, one possibility to
calculate IRFs through the frequency domain and one in the time domain is introduced.

2.3 Frequency Domain IRF Identification

Looking at the overview of the involved quantities in fig. 1, the procedure to calculate IRFs from measured exci-
tation forces f and responses y might seem straightforward: Transform the quantities into the frequency domain,
estimate an FRF, e.g. using the H1 estimator, and apply an IFFT to retrieve the IRFs.

Special care has to be taken when transforming the time signals to the frequency domain because a multiplica-
tion or division in the frequency domain is not necessarily identical to the convolution or deconvolution in the time
domain. The desired operation is a Linear Convolution or Linear Deconvolution as depicted in fig. 4.
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Figure 4: Linear Convolution of Force and Impulse Response Function to the Convolution Result

Here, the Force is convoluted with the Impulse Response Function to the Convolution Result. Both signals are
convoluted over their entire length or amount of samples, denoted N1 and N2, where the length of the convolution
result is N1+N2−1. When the same time signals are transformed into the frequency domain and then multiplied,
the result in fig. 5 is found, where the original signals reside within the boxes drawn in the figure.
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Figure 5: Circular Convolution of Force and Impulse Response Function to the Convolution Result using FFT

Due to the properties of the Fourier transform, every time signal fed to the transformation is continued period-
ically. Therefore, the result of the convolution, in this case called a Circular Convolution, is different from the one
using a Linear Convolution. This is due to the periodic continuation being also involved in the convolution, resulting
in non-zero values, where they would have been equal to zero in the case of a linear convolution. Correct results
can be achieved when the time signals are padded with zeros, such that their length is equal to the length of the
resulting linear convolution, i.e. N1+N2−1. Then, in theory, the results of the convolution in the time domain and
in the frequency domain using zero-padded FFT/IFFT are identical. The results are shown in fig. 6 for one period.
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Figure 6: Linear Convolution using Zero-Padded FFT of Force and Impulse Response Function to Convolution Result
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While the signals are still periodically continued, there is no overlap with this continuation within the convolution
interval. Nevertheless, the forced periodization can still introduce jumps that lead to leakage, which has to be han-
dled using the traditional procedures, e.g. by applying window functions to the time signals before transformation.

Denoting the FFT of a zero-padded response as YZP( jω) with corresponding force FZP( jω), the auto-power
spectrum SF F ( jω) and cross-power spectrum SFY ( jω), respectively their averaged versions, are defined as:

SF F ( jω) = F∗ZP( jω)FZP( jω) with Savg
F F ( jω) =

n
∑

i=1

1
n

SF F,i( jω) (9)

SFY ( jω) = F∗ZP( jω)YZP( jω) with Savg
FY ( jω) =

n
∑

i=1

1
n

SFY,i( jω) (10)

where the asterisk superscript denotes the complex conjugate. Using these spectra, the H1 FRF estimator can be
calculated [8] and the experimental impulse response function is then found by:

h[k] = IFFT{H1( jω)} where H1( jω) =
Savg

FY ( jω)

Savg
F F ( jω)

(11)

2.4 Time Domain IRF Identification

A calculation procedure for IRFs in the time domain can be found by rewriting the discretized Duhamel integral
from eq. (2) as an equivalent matrix-vector product, assuming an excitation by an imperfect impulse which is only
non-zero for M samples and set to zero using a force window for every other value:
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︸ ︷︷ ︸

ȳ
(N×1)

=



























f [0] 0 . . . 0

f [1] f [0]
. . .

...
... f [1]

. . . 0

f [M − 1]
...

. . . f [0]

0 f [M − 1]
... f [1]

...
. . .

. . .
...

0 . . . 0 f [M − 1]



























︸ ︷︷ ︸

F
(N×Q)











h[0]
h[1]

...

h[Q− 1]











︸ ︷︷ ︸

h̄
(Q×1)

∆t (12)

where N is the length of one measured response y[k], stored in the vector ȳ , where the overline denotes that the
elements of a single time series are stored in a vector and that ȳ does not contain multiple dofs. M is the length
of the experimentally applied force f [k], arranged in the convolution matrix F , and Q is the length of the impulse
response function h[k] to be identified. The IRF length is prescribed by Q = N − M + 1, assuming it to be zero
after Q, because the length of the full convolution product is N =Q+M − 1.

Since the force convolution matrix F is not square, the IRF h̄ has to be solved for in a least-squares sense,
which is achieved by premultiplying with FT, yielding the pseudo-inverse [14]:

h̄ =
1
∆t

�

FTF
�−1

FT ȳ =
1
∆t

R−1FT ȳ (13)

where R is the auto-correlation matrix of the experimental force f [k] and FT ȳ is the cross-correlation between the
experimental force f [k] and response y[k]. From eq. (13) the IRF h̄ can then be retrieved using a sparse linear
solver, since Q≫ M for the cases considered here. Multiple impacts i can be averaged by stacking the respective
Fi matrices vertically and calculating an averaged auto-correlation matrix Ravg = FT

stackedFstacked. Then, summing
up the cross-correlation vectors FT

i ȳi yields the averaged IRF, calculated exclusively in the time domain [14]:

h̄avg =
1
∆t
(Ravg)−1

ni
∑

i=1

�

FT
i ȳi

�

(14)

Looking closer at eq. (14), this equation is the time domain version of the H1 FRF estimator (eq. (11)), building the
ratio of the cross-correlation, between the excitation fexp[k] and the response yexp[k], and the auto-correlation of
the force fexp[k]. Note that none of the used quantities are transformed into the frequency domain.

7



2.5 Discussion of Impulse Response Function Identification Methods

Both IRF identification methods use the H1 estimator, once in the frequency domain and once in the time domain.
The quality of the calculated IRFs can potentially be improved by substituting the H1 estimator with a different one,
for example, the Hv estimator, respectively the equivalent time domain version.

While processing the IRFs through the frequency domain might seem like a drawback due to the assumed lin-
earity of the Fourier transform, this does not matter as IRFs themselves are a linear concept. The clear advantage
is the cheap computation of FRFs and their IFFT as well as the possibility to use any of the many established
FRF estimators. However, a significant drawback is the required response length, which must be sufficiently long
for a good frequency resolution. More importantly, the response of the system is required to decay within the
measurement window, because otherwise, the forced periodization of the Fourier transform will introduce leakage.

The drawback of the time domain method is the very expensive computation, especially the inversion of the
(averaged) auto-correlation matrix R, which depends on the sparsity of the matrix, determined by the length of
the experimentally applied force f [k], and the overall size of the matrix, determined by the sample rate and the
chosen IRF length, i.e. the number of samples. When multiple impacts are averaged, this does not change the
size of the auto-correlation matrix Ravg, but only the number of multiplications required for building Ravg and the
final IRF h̄avg, the computationally most expensive inversion is unaffected.

Nevertheless, the computational costs can be reduced significantly by the fact that the responses do not have
to decay fully within the measurement window, because there is no forced periodization in the time domain. While
there are also cut-off effects with IRFs, i.e. an impulse at the end that forces the response to zero, this does
not influence the responses generated by IBS as long as the IRF is calculated for a longer time than the IBS
procedure is evaluated. However, calculating the IRFs in the time domain for only short times, e.g. in this paper for
50 ms, takes about an order of magnitude longer than calculating the IRF in the frequency domain for an length of
approximately 1.2 s. A short summary of this comparison can be found in table 1.

Frequency Domain Time Domain

Computational costs
⊕ Cheap, only multiplication and
division of complex numbers

⊖ Expensive, inversion of (large)
auto-correlation matrix R

Required response length
⊖ Longer response required for
sufficient frequency resolution

⊕ Only few milliseconds re-
quired. e.g. used here: 50 ms

Decay of responses
⊖ Must decay within measure-
ment window, otherwise leakage
(due to forced periodicity)

⊕ Decay within measurement
window not required, but mini-
mally tmeasure > tIBS

Table 1: Comparison of IRF identification in the frequency domain versus in the time domain

2.6 Limiting the Frequency Content by Downsampling with Low-Pass Filter

In addition to the selection of the IRF calculation method, the frequency bandwidth used for the IRFs and with
that for the IBS scheme has to be chosen as well. For FBS this can be achieved by truncating the FRFs at a
certain frequency, disregarding all higher frequencies. Since the span of the frequency axis depends on the used
sampling frequency fS, truncation of the frequency content in the time domain can be achieved by downsampling.

In order to avoid aliasing, a suitable low-pass filter has to be applied to the time series prior to downsampling.
For this paper, the downsampling implementation of SciPy (signal.decimate) is used, which applies an 8th order
Chebyshev type I low-pass filter prior to removing sample points according to the chosen whole number downsam-
pling factor. The corner frequency of the filter is set at 80 % of the new sampling frequency after downsampling.
Any phase shift introduced by the filter is compensated by filtering twice, once forward and once backward.

While it would also be possible to only apply a low-pass filter and retain the original sampling frequency, the
removal of samples yields computational cost improvements. For a fixed IBS computation length, a downsampling
factor of two halves the amount of response values y[k] that have to be calculated. Since the computation cost
of the (discretized) convolution integrals per time step increases linearly, the computation time reduction is greater
than 50 %. Further, if downsampling is applied to the response and excitation time series prior to an IRF calculation
in the time domain, the size of the auto-correlation matrix is reduced by the downsampling factor squared. Because
the calculations required to solve the linear system for the IRF identification do not linearly depend on the matrix
size, the computation time can be reduced significantly. For this reason, the measurements are downsampled
prior to the IRF calculations, i.e. the IRFs are not computed from the fully sampled raw response signals.
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3 Experimental Test Cases

The experimental test cases considered here are rods made out of aluminum (EN AW 7075) and Polyoxymethylene
(POM), which are assumed to behave like one-dimensional bars. For reference measurements, the rods are not
assembled physically and instead, longer rods pose as a perfectly assembled system. While this test case has
limited relevance for practical applications, it serves as a good validation setup because the number of variables is
as limited as possible, e.g., there is no variation of the interface assembly.

3.1 Description of Test Cases

For both materials, three test pieces were manufactured, once two rods considered as the substructure S1 and S2
with a length of ℓ1 = 300 mm and ℓ2 = 600mm respectively, and once the physical reference of the assembled
system S0 with a length of ℓ0 = 900 mm, see fig. 7. The rods are assumed to only have one translational dof at
each end. Within the IBS scheme, the response y(1)2 is coupled with y(2)1 , using the signed Boolean constraint ma-
trices B(1) =
�

0 1
�

and B(2) =
�−1 0
�

. The properties of both materials are taken from the relevant datasheets

and summarized below in table 2. From this, the longitudinal wave propagation speed cwave =
p

E/ρ [9] is calcu-
lated, which describes the fundamental dynamics observable in the longitudinal direction.

Assembled System S0
y(0)2

y(0)1

ℓ0 = 900mm

Substructure S2 y(2)2y(2)1

ℓ2 = 600mm

Substructure S1 y(1)2y(1)1

ℓ1 = 300mm

dR = 40mm

Figure 7: Overview of geometry and coordinates of the 1D rods considered as test pieces, shown here: aluminum rods

Property EN AW 7075 [2] Sustarin C© [12]
Common name Aluminum Polyoxymethylene

Young’s modulus E 71 GPa 2.76 GPa
Density ρ 2800 kg/m3 1400 kg/m3

Wave propagation speed cwave 5036 m/s 1404 m/s

Table 2: Material properties of aluminum and POM rod test pieces

Using the length ℓ of the respective rod, the time it takes for the shock wave created by an impact to travel
through the rod to the other side can be calculated as ttravel = ℓ/cwave. More importantly, the time the shock
wave takes to return to the driving point is given by treturn = 2ℓ/cwave, which determines the frequency of the
first observable eigenfrequency in the longitudinal direction as f1 = 1/treturn. An overview of the aforementioned
quantities for all considered test structures is given in table 3.

Property Substructure 1 Substructure 2 Assembled System
Length ℓ 300 mm 600 mm 900 mm

Wave travel time ttravel
POM 0.214 ms 0.427 ms 0.641 ms
Alu 0.060 ms 0.119 ms 0.179 ms

Wave return time treturn
POM 0.427 ms 0.855 ms 1.28 ms
Alu 0.119 ms 0.238 ms 0.357 ms

First eigenfrequency f1
POM 2.34 kHz 1.17 kHz 0.781 kHz
Alu 8.39 kHz 4.20 kHz 2.80 kHz

Table 3: Summary of expected dynamics of aluminum and POM rod test pieces

To capture the minimally required first eigenfrequency of substructure S1, for the aluminum rods a sampling
frequency of fS ≈ 20 kHz is required, for the POM rods fS ≈ 6kHz.
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3.2 Experimental Setup

To capture the time series of excitation and responses, the LMS SCADAS mobile measurement system is used
with the highest available sampling rate of fS = 102.4 kHz and a measurement duration of approximately 1.2 s.
For the IRF calculation in the frequency domain, the full measurement duration is used, while for the calculation
in the time domain only 50 ms is used. The rods are approximately set up in a ’free-free’ configuration by placing
them on two foam pieces as shown in fig. 8, atop of an isolated table, see fig. 9.

For the aluminum rods, the rigid body translation is at roughly 7-10Hz, for the POM rods at roughly 8-12 Hz.
Displacement, velocity and acceleration responses to hammer impacts are measured, where the former two quan-
tities are obtained with a PolyTec RSV-150 Laservibrometer and the latter one with PCB Piezotronics Model
356A03 Triaxial ICP® accelerometers. The responses are measured off-center to allow for a impact at the center.

Accelerations can be measured on both sides simultaneously, while for displacements and velocities separate
measurements have to be performed for each side. For IBS, a full 2× 2 IRF matrix is required for each structure,
containing the response at the driving point edge surface and the edge at the opposite end, and this for impacts
on both sides. Here, the rods are assumed to be symmetric with respect to which side is impacted, hence only
half of the required responses for the IRF matrix are measured, and the other values are derived from symmetry.

(a) Measurement of displacements & velocities with
Laservibrometer on aluminum rod

(b) Measurement of accelerations using triaxial ac-
celerometer on POM rod

Figure 8: Approximate ’free-free’ setup of test rods using foam

Figure 9: Experimental setup for the measurement of displacements and velocities using a Laservibrometer

The rod test pieces are excited using a PCB Piezotronics 086B03 manual hammer, once using a vinyl tip and
once using a steel tip. Depending on the material pairing, different imperfect impact lengths, and with that, varying
excitation bandwidths, can be achieved. One exemplary impact, out of the 20 performed impacts with each tip on
each rod material, is shown in fig. 10, once in the time domain and once in the frequency domain.
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Figure 10: Excitation forces on aluminum and POM rods of the available hammer tips in time and frequency domain

As can be seen, the steel tip has a better excitation bandwidth, i.e. the drop-off occurs significantly later,
especially for the aluminum rods, where the excitation up to 10 kHz is more uniform than with the vinyl tip and
higher magnitudes for almost all frequencies can be seen. With the POM rods, the difference between both tips is
less pronounced, but the steel tip still performs slightly better. While it therefore would be recommended to always
use a steel tip, its higher tendency for double impacts means that this is not always possible.

Before the IRFs are calculated using the procedures outlined previously, the measured data is temporally
aligned, i.e. the time points within the pre-trigger that do not contain system dynamics are removed. Additionally,
a force window is applied to the measured excitation, extracting the applied impulse with unaltered magnitudes.

3.3 Experimental Results Using Full Measurement Bandwidth

In the following, the results of experimentally applying the IBS method are presented, for IRFs calculated from
the responses and excitation as measured, i.e. with the full original sampling frequency fS = 102.4kHz and no
additional low-pass filter applied. Further, the results are compared based on the domain used for the IRF calcu-
lation, where the IBS results using frequency domain IRF identification are shown on the top of the subsequent
figures and the ones using the time domain on the bottom, see e.g. fig. 11. Results are shown for IBS based on
displacements, velocities and accelerations. The leftmost column shows the response of the assembled system
where the IBS force (from reference measurement) is applied and the middle column shows the response at the
other side. Depicted in blue is the response determined by IBS, and in orange the reference measurement. In the
rightmost column, the Lagrange multiplier applied to enforce interface equilibrium and compatibility is shown.

Note that in order to be able to view the beginning of IBS results that become unstable over time, the limits of
the plots are fixed to shortly above the reference measurement magnitudes. The real amplitudes can therefore
greatly exceed the shown value ranges. The IBS scheme is evaluated for 8 ms for the POM rods and for 2 ms for
the aluminum rods, showing respectively 6-7 response peaks of the assembled system.

Starting with the results of the POM rods, shown in fig. 11 for the vinyl tip and in fig. 12 for the steel tip, it can
be seen that the displacement-based IBS for both tips and processing domains immediately becomes unstable,
i.e. the amplitudes of the responses and the Lagrange multiplier grow very large and oscillate.

The same can be seen for velocity responses, except for the result using a vinyl tip and time domain IRFs
(fig. 11b). While the result for the velocity response of the assembled system v(0)1 might look reasonable at first,
the first two peaks of the driving point response, that line up with the reference measurement, have the same
amplitude. This is not plausible considering that the system is excited with an imperfect impulse, i.e. energy is
added over time and for the first peak not all energy has been added yet. Besides that, the initial response
amplitude is significantly wrong with respect to the reference measurement.

Lastly, for acceleration responses, the IBS results generally become unstable at a later point in time. For the
measurements using a vinyl tip, the second response peak magnitude is reasonably well estimated with both IRF
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methods, but using the time domain for the IRF calculation better predicts the following response peaks and is
more stable with respect to both, the amplitudes of the responses and the Lagrange multiplier. Nevertheless, the
initial response peak is greatly amplified, making the result useless for initial shock amplitude estimation.

The results using a steel tip exhibit coupling issues that manifest in the response a(0)1 showing the dynamics of

the unassembled substructure S1 (three times the eigenfrequency), the response a(0)2 being significantly too low
and the Lagrange multiplier showing smaller amplitudes than expected based on the applied force.

For the aluminum rods, figs. 13 and 14, the difference in excitation bandwidth can also be seen in the reference
responses, where for displacement-based IBS using the vinyl tip mostly the rigid body translation is visible, while
using the steel tip also shows the expected stepped response. It might therefore not be surprising that displace-
ment IBS using the vinyl tip is unstable. For the steel tip using frequency domain IRFs also yields results that
quickly become unstable, but using time domain IRFs, the magnitudes of the first three response peaks can be
reasonably well estimated. After that, the responses and Lagrange multiplier start to oscillate high frequently.

Using velocities, the first two response peaks can be estimated decently using time domain IRFs, while using
the frequency domain approach for the IRF calculation leads to worse results that either do not represent the
expected system dynamics in the case of the vinyl tip or show worse stability in the case of the steel tip.

Lastly, for acceleration-based IBS the difference between the two IRF calculation domains is the most pro-
nounced. For both tips, the IBS results using frequency domain IRFs immediately diverge to infinity, while using
time domain IRFs yields the best amplitude predictions so far, where using both tips the first four response peaks
are reasonably close to the reference measurements.

A summary of all experimental IBS results using the full measurement bandwidth can be found in table 4.
There, for each combination of material, hammer type, IRF calculation domain and quantity used for IBS, we
indicate either how the IBS scheme failed or how many of the expected response peaks could be predicted within
a reasonable tolerance with respect to the reference measurement.

Results of Experimental IBS Using Full Measurement Bandwidth
Rod Material Polyoxymethylene (POM) Aluminum (EN AW 7075)

Hammer Type Manual with Vinyl Tip Manual with Steel Tip Manual with Vinyl Tip Manual with Steel Tip

IRF Domain Frequency Time Frequency Time Frequency Time Frequency Time

Figure Figure 11a Figure 11b Figure 12a Figure 12b Figure 13a Figure 13b Figure 14a Figure 14b

Displacement IBS ∞ ∞ ∞ ∞ O ✓ ∞ ✓✓✓

Velocity IBS ∞ O ∞ ∞ O ✓✓ ✓ ✓

Acceleration IBS ✓
1

✓✓
1 ×1 ×1 ∞ ✓✓✓✓ ∞ ✓✓✓✓

Explanation of symbols:∞: IBS algorithm immediately unstable,×: Coupling issues,
✓: Number of response peaks within reasonable tolerance of reference measurement

O: No correct response peaks, 1: Initial response peak significantly wrong

Table 4: Summary of experimental IBS results of all test cases using the full measurement bandwidth

As can be seen, especially bad is the performance of IBS with the POM rods, where using displacement or
velocity responses led to the IBS scheme immediately becoming unstable. While better results with respect to
stability could be found using acceleration responses, in all cases the initial driving point response was greatly
inflated, making the result useless for shock analysis. Tremendously better are the results of the aluminum rods.
Using accelerations as the IBS quantity and calculating the IRFs in the time domain enabled a decently accurate
estimation of the first four driving point response peaks. In almost all cases considered for the aluminum rods,
calculating the IRFs in the time domain yielded better IBS results.

Regarding the set goal for the experimental IBS application, namely to correctly predict the first two response
peaks of the driving point, this could be achieved for the aluminum rods and all response quantities for at least one
of both hammer types. The application of IBS to the POM rods was in no case successful.
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Figure 11: Experimental results of POM rods using manual hammer with vinyl tip,
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Figure 12: Experimental results of POM rods using manual hammer with steel tip,
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Figure 13: Experimental results of aluminum rods using manual hammer with vinyl tip,

Draft 5.11.2023 12:29Uhr
Commit SHA: DUMMY SHA File - RUN COMPILE ON GitLab!

IBS Result,

Draft 5.11.2023 12:29Uhr
Commit SHA: DUMMY SHA File - RUN COMPILE ON GitLab!

Measurement

15



Draft 9.2.2024 13:23Uhr
Commit SHA: DUMMY SHA File - RUN COMPILE ON GitLab!

0
1
2
3

·10−5
Displacement d(0)1 / m

0
1
2
3

·10−5
Displacement d(0)2 / m

−500

0

500

Lagrange multiplier λ / N

−2
0
2
4
6

·10−2
Velocity v(0)1 / (m/s)

0

5

·10−2
Velocity v(0)2 / (m/s)

−500

0

500

Lagrange multiplier λ / N

0 0.5 1 1.5 2

−1,000

0

1,000

Time / ms

Acceleration a(0)1 / (m/s2)

0 0.5 1 1.5 2
−1,000

0

1,000

Time / ms

Acceleration a(0)2 / (m/s2)

0 0.5 1 1.5 2

−500

0

500

Time / ms

Lagrange multiplier λ / N

(a) IRFs processed using the Frequency Domain method

Draft 9.2.2024 13:23Uhr
Commit SHA: DUMMY SHA File - RUN COMPILE ON GitLab!

0
1
2
3

·10−5
Displacement d(0)1 / m

0
1
2
3

·10−5
Displacement d(0)2 / m

−500

0

500

Lagrange multiplier λ / N

−2
0
2
4
6

·10−2
Velocity v(0)1 / (m/s)

0

5

·10−2
Velocity v(0)2 / (m/s)

−500

0

500

Lagrange multiplier λ / N

0 0.5 1 1.5 2

−1,000

0

1,000

Time / ms

Acceleration a(0)1 / (m/s2)

0 0.5 1 1.5 2
−1,000

0

1,000

Time / ms

Acceleration a(0)2 / (m/s2)

0 0.5 1 1.5 2

−500

0

500

Time / ms

Lagrange multiplier λ / N

(b) IRFs processed using the Time Domain method

Figure 14: Experimental results of aluminum rods using manual hammer with steel tip,
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3.4 Analysis of Experimental Results and Issues

Comparing the two shown IRF calculation methods, it can be seen that in almost all cases the results using IRFs
calculated in the time domain are more stable than the ones using the calculation through the frequency domain.
While the overlap introduced by the periodic continuation has been compensated for by zero-padding, there still
exists cut-off issues, i.e. the end of the IRF calculated in the frequency domain has to be continuous with respect
to the beginning of the IRF to represent a periodic signal. This might especially be an issue for displacement and
velocity IRFs of the aluminum rods as the responses do not fully decay within the measurement window. However,
the acceleration responses of the aluminum rods decay fully within the measurement window and yet the results
using frequency domain IRFs are significantly worse, becoming unstable immediately.

In Figure 15, each column represents one measured quantity containing all four IRFs required within one IBS
evaluation. Looking at the beginning of the IRFs computed for the aluminum rods excited by the manual hammer
with steel tip, it can be seen that the time and frequency domain IRFs are different initially. Since the IBS scheme
couples the IRFs together, one erroneous IRF might be enough to make it unstable. Also remember that the first
IRF values in time H[0] determine the Lagrange multipliers in the IBS scheme, see eq. (7).
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Figure 15: Beginning of substructure IRFs of aluminum rods using a manual hammer with steel tip, comparing both
discussed IRF calculation methods, where
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Frequency Domain IRF

This can be seen for example with the displacement IRFs hD, where the initial value of h(1)11 , the frequency
domain driving point IRF of substructure 1, is negative. As mentioned in the theory section, with the algorithm as
implemented here this would lead to a shift of all IRFs by one sample, because otherwise, the IBS scheme would
be unstable immediately. But then, the first value of h(2)11 , the driving point response of substructure 2, is negative.

For the acceleration IRFs the culprit might also be the driving point response of substructure 2, where the initial
IRF value is about a third of the time domain IRF. Since this first value is used to determine the required Lagrange
multiplier, the value being significantly too low results in a Lagrange multiplier that is considerably overestimated.
The same can be found for velocities, where also h(2)11 is reduced in value compared to the time domain IRF.

The origin of the issue causing the initial IRF values to differ between the two discussed methods is not fully
understood at this point in time but is believed to stem from the forced periodization of the frequency domain.
Within this paper, therefore, the frequency domain approach is not further developed.
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Limiting further discussions to the results using time domain IRFs, it can be seen that almost all responses
determined using IBS become unstable towards the end of the shown time frame. As simulations using numerically
generated responses with identical sample rate and impulse length (not detailed here) showed, this is an issue
that only occurs with experimentally obtained IRFs, implying that the instability is caused by errors in the IRFs.

One possibility to determine the error made within the IRF estimation is to perform a procedure that is denoted
as a back-convolution in this paper. The idea is as follows: An experimental IRF is determined by deconvoluting
measured responses and excitation time series. If the IRF estimation is perfect then convoluting the determined
IRF with one of the experimentally applied forces should exactly yield the response measured for the respective
force. Comparing the result of the back-convolution with the measured response by simply subtracting the values
of both time series then enables to estimate the error of the IRF calculation. It is to be noted that this method would
also show an error in the IRF estimation when the averaged IRF has less noise than the measured responses or
when other measurement errors, like an incorrect impact location or direction, are reduced through the averaging.

To get a more meaningful interpretation of the error, a relative error is used, which is normalized to the highest
magnitude of the respective response within the viewed period. The results of a back-convolution of all dofs of the
aluminum rods excited with a steel tip using velocities are shown in fig. 16a, where the back-convoluted response
is depicted in blue and the measured one in dashed black. The previously obtained IBS result is shown in fig. 16b.
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(a) Velocity responses v̄ calculated through convolution of identified IRFs h with originally applied impact force f shown in blue, compared
to measured substructure response in dashed black as well as relative error (normalized to maximum response) between both
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Figure 16: Results of back-convolution for aluminum rods impacted with steel tip and velocity responses

As can be seen, some error is present in the determined IRFs that leads to erroneous back-convoluted re-
sponses v̄, which reaches up to 3 % for the driving points responses and in the worst case, of the non-driving point
of the first substructure, around 7.5 %. While there exist some errors in the IRFs, the response retrieved using
back-convolution in fig. 16a is nevertheless stable and does not exhibit the unstable behavior as observable in the
IBS result in fig. 16b, i.e. the growing and high frequent oscillations toward the end of the viewed period.

Therefore, it can be argued that the observed instability is most likely introduced by errors of the IRF estimation,
but the apparent issue, i.e. a growing and high frequent oscillation, is caused by the IBS algorithm itself.

Experimentally, but also in general, any error of the first IRF values H[0] will lead to an incorrect prediction of
the responses at the interface and with that incorrect Lagrange multipliers. Over time, the inaccurately predicted
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responses will manifest in additional interface gaps, requiring additional interface forces to close, generating new
interface gaps and so on. In the cases where instability can be seen in the experimental IBS results, the Lagrange
multipliers also show either instability, i.e. growing amplitudes, or a change of the time domain shape, compared
to their initial or the expected shape. This could explain the stability issues of experimental IBS applications.

Specifically, the issue is believed to lie in the exact enforcement of the interface compatibility, which in con-
junction with the erroneous IRFs leads to the IBS scheme becoming unstable. To remedy this issue, the authors
propose two possibilities: Either, the interface compatibility is weakened, e.g. by introducing some compliance
or damping in the interface, to alleviate the consequences of the erroneous IRFs, or, the IRF estimation itself is
improved. Here, the latter approach is further considered, where the first step is to determine the exact cause of
the IRF errors. For this, the influence of averaging on the IBS results is investigated. Figure 17 shows the results
of the IBS coupling using acceleration responses of the aluminum rods for a varying amount of averages navg used
for the IRF calculation, where navg denotes how many responses are taken from the measurement set in the order
as acquired.
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Figure 17: Experimental IBS results of aluminum rods using both hammer types for varying amounts of averages used for
the IRF calculation as indicated,
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Measurement

For both hammer tips, it can be seen that the IBS result improves, both in terms of stability of the response and
the Lagrange multiplier, with an increasing amount of averages up until navg = 10. Using the full measurement
set with navg = 20 then yields worse results for both tips. For the steel tip results, averaging removes the high
frequent oscillations of response and Lagrange multipliers as observable for navg = 1 or for instance the averaged
IBS results using displacements or velocities.
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From fig. 17 it can be concluded that some averaging of impacts is beneficial for the stability of the IBS results.
Unanswered, however, remains the question of which experimental issues are improved when multiple impacts
are used. While the influence of noise is reduced by averaging, noise does not appear to be the root cause of
the observed instability. As noise is reduced further when more averages are performed, the IBS results should
always improve with an increased amount of impacts, when noise is the sole issue. Because this is not the case
and further removal of noise using a Hankel truncated SVD filter (not shown here, details can be found for instance
in [3]) did not lead to improvements, it can be inferred that, when a sufficient amount of averages are used, noise
is not the only cause of the instability of the IBS results.

Since improvements can be seen with averaging, there must exist some variations between the individual
impacts. Because the sensor positions are fixed, the greatest variation can be found in the impact locations and
the direction, i.e. the angle between the tip and the impacted surface.

While such variations between impacts can explain the varying stability of the aluminum rod’s IBS results,
it does not explain why for the POM rods no satisfactory IBS result was achieved. A reason for this might be
found when looking at the frequency content of the IRFs, i.e. FRFs, depicted in fig. 18. Here, the FFT of the first
substructure IRFs for all quantities, materials and hammer types is shown.
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Figure 18: Frequency domain view (FFT) of the first substructure’s IRFs calculated in the time domain, i.e. the FRFs, for both
materials and hammer types as labeled. Vertical lines indicate the cut-off point in the frequency domain when a downsampling
factor as indicated at the top of the line is used
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Additionally, vertical lines mark the truncation point of the frequency content when downsampling with a factor
as indicated on the respective line is applied. As can be seen for the POM rods, for neither combination of IBS
quantity and hammer tip, there exists useful signal in the higher frequency areas. Because the acceleration am-
plitudes scale with the angular frequency squared, the signals contain useful information up to a higher frequency
than as they do for velocities (only scaling with the angular frequencies) or displacements (no scaling).

Since the higher frequency content does not contain any useful information and partially even shows higher
amplitudes than the real system responses, e.g. for the displacements of the POM rods using the vinyl tip, it seems
natural to remove it. This will be further explored in the next section.

3.5 Results With Removal of Higher Frequency Content

To remove higher frequency content, two techniques as discussed in the theory section are utilized in this paper:
The technique mainly focused on is downsampling, i.e. applying a low-pass filter and then removing sample points,
because this also yields computational cost reductions. As a comparison, for each shown downsampling result,
the results when only the low-pass filter with identical parameters is applied, are shown. The only difference is that
no sample points are removed. Due to the specific downsampling implementation, i.e. removing sample points
without interpolation between samples, only sampling frequencies that can be derived from the original one by
dividing with a whole number can be used. Further, the truncation frequency must be high enough in order to
keep the first eigenfrequency in the longitudinal direction, as then no relevant system dynamics would remain in
the signals, limiting the maximum downsampling factor for the aluminum rods to 5x and for the POM rods to 15x.

Starting with the POM rods, here only the results using a manual hammer with a steel tip are shown, the results
using a vinyl tip can be found in the appendix. Figure 19 depicts the displacement-based results, where in the left
column the IBS results using a low-pass filter and downsampling are shown, and the right column shows the results
only using low-pass filtering. Here, an increase of the downsampling factor does not strictly lead to an improvement
of the stability. The best results using downsampling can be found for a downsampling factor of 5x, which correctly
predicts the first two driving point responses. In this case, only applying the low-pass filter is beneficial, where
for 5x the first three amplitudes are predicted correctly and for 10x basically the complete considered response is
correctly reproduced by IBS. The results with a lower or higher one of the considered downsampling factors are
tremendously worse, becoming unstable very quickly.

Different behavior can be seen when using velocities, see fig. 20, where downsampling by a factor of 4x or
higher gives more or less the same results. For a factor of 5x or higher, the first two driving points are decently
captured, a great improvement over the original results, which become unstable immediately. Only applying a
low-pass filter gives worse results for 10x and 15x, compared to downsampling.

While for the acceleration of the POM rods, the IBS coupling seems to fail, which is noticeable in the response
of the assembled system showing the eigenfrequency of the first unassembled substructure and the Lagrange
multiplier being too low, downsampling by a factor of 3x enables good estimation of the first four response peaks.
Further downsampling leads to an increased instability of the Lagrange multipliers.

Interestingly, when a downsampling factor of 15x is used, after approximately 2 ms the Lagrange multiplier
oscillates between the exact same value, once positive, once negative, while the result with only the low-pass filter
applied does not show this behavior. It is believed that at this point the time that passes between the calculation of
two Lagrange multipliers is too long, causing this issue.

For the vinyl tip results (see figs. 26 to 28 in the appendix) basically the same observations can be made.
The achievable improvements for the aluminum rod’s IBS results are smaller, most likely because the excitation

bandwidth is better and therefore the signal is usable up to a higher frequency than with the POM rods.
For both hammer types, the displacement results can be improved, where for the steel tip (fig. 22) mainly the

high frequent oscillations are removed using downsampling. In all cases, the response and the Lagrange multiplier
become unstable towards the end of the viewed response. For downsampling by a factor of 5x, the same oscillatory
behavior of the Lagrange multiplier as observed with the accelerations of the POM rods and 15x can be seen.

No meaningful improvement could be achieved for the velocity-based results, therefore not shown below.
Lastly, for the accelerations using a vinyl tip (fig. 23), an increase of downsampling factor leads to a reduction

of the growing amplitudes of both, the driving point response and the Lagrange multiplier. Using only a low-pass
filter does not yield the same stability improvements and the results of the various factors are less distinct. For the
results using a steel tip, a reduction of the considered frequency bandwidth either gave very similar or worse results
in terms of stability. Applying downsampling by a factor of 2x already removes significant dynamics observable in
the reference measurement, leading to an underestimation of the second response peak.
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Low-Pass Filter + Downsampling Only Low-Pass Filter
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Figure 19: Comparison of experimental results using a low-pass filter with downsampling versus only low-pass filtering,
applied to displacements of POM rods using a manual hammer with steel tip,
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Low-Pass Filter + Downsampling Only Low-Pass Filter

Draft 9.2.2024 13:24Uhr
Commit SHA: DUMMY SHA File - RUN COMPILE ON GitLab!

0

0.1

0.2

O
rig

in
al

Velocity
v(0)1 / (m/s)

−200

0

200

Lagrange multiplier
λ / N

0

0.1

0.2

D
S

2x

−200

0

200

0

0.1

0.2

Velocity
v(0)1 / (m/s)

−200

0

200

Lagrange multiplier
λ / N

0

0.1

0.2

D
S

3x

−200

0

200

0

0.1

0.2

−200

0

200

0

0.1

0.2

D
S

4x

−200

0

200

0

0.1

0.2

−200

0

200

0

0.1

0.2

D
S

5x

−200

0

200

0

0.1

0.2

−200

0

200

0

0.1

0.2

D
S

7x

−200

0

200

0

0.1

0.2

−200

0

200

0

0.1

0.2

D
S

10
x

−200

0

200

0

0.1

0.2

−200

0

200

0 2 4 6 8

0

0.1

0.2

Time / ms

D
S

15
x

0 2 4 6 8

−200

0

200

Time / ms
0 2 4 6 8

0

0.1

0.2

Time / ms
0 2 4 6 8

−200

0

200

Time / ms

Figure 20: Comparison of experimental results using a low-pass filter with downsampling versus only low-pass filtering,
applied to velocities of POM rods using a manual hammer with steel tip,
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Low-Pass Filter + Downsampling Only Low-Pass Filter
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Figure 21: Comparison of experimental results using a low-pass filter with downsampling versus only low-pass filtering,
applied to accelerations of POM rods using a manual hammer with steel tip,

Draft 5.11.2023 12:29Uhr
Commit SHA: DUMMY SHA File - RUN COMPILE ON GitLab!

IBS Result,

Draft 5.11.2023 12:29Uhr
Commit SHA: DUMMY SHA File - RUN COMPILE ON GitLab!

Measurement

24



Low-Pass Filter + Downsampling Only Low-Pass Filter
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Figure 22: Comparison of experimental results using a low-pass filter with downsampling versus only low-pass filtering,
applied to displacements of aluminum rods using a manual hammer with steel tip,
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Low-Pass Filter + Downsampling Only Low-Pass Filter
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Figure 23: Comparison of experimental results using a low-pass filter with downsampling versus only low-pass filtering,
applied to accelerations of aluminum rods using a manual hammer with vinyl tip,
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Low-Pass Filter + Downsampling Only Low-Pass Filter
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Figure 24: Comparison of experimental results using a low-pass filter with downsampling versus only low-pass filtering,
applied to accelerations of aluminum rods using a manual hammer with steel tip,
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4 Discussion

The experimental IBS results of the POM and aluminum rods for both utilized hammer tips as well as for the full and
reduced measurement bandwidth are summarized in table 5. For the reduced bandwidth, the best result achieved,
out of the considered downsampling factors, is shown.

Results of Experimental IBS Using Full versus Reduced Measurement Bandwidth
Rod Material Polyoxymethylene (POM) Aluminum (EN AW 7075)

Hammer Type Manual with Vinyl Tip Manual with Steel Tip Manual with Vinyl Tip Manual with Steel Tip

Bandwidth Original Reduced Original Reduced Original Reduced Original Reduced

Displacement IBS ∞ ✓✓✓✓+ ∞ ✓✓✓✓+ O ✓✓✓ ✓✓✓ ✓✓✓✓

Velocity IBS O ✓✓ ∞ ✓✓ ✓✓ ✓✓ ✓ ✓

Acceleration IBS ✓✓
1

✓✓✓✓+ × ✓✓✓✓ ✓✓✓✓ ✓✓✓✓ ✓✓✓✓ ✓✓✓

Explanation of symbols:∞: IBS algorithm immediately unstable,×: Coupling issues,
✓: Number of response peaks within reasonable tolerance of reference measurement

O: No correct response peaks, 1: Initial response peak significantly wrong

Table 5: Summary of experimental IBS results of POM and aluminum rods using displacement, velocity and acceleration
responses, excited by a manual hammer with either a vinyl or steel tip. Results using original bandwidth represent the IBS
results with no filtering or downsampling applied to the responses, reduced bandwidth represents the best result achieved

Regarding the set goal for a successful application for shock response estimation, i.e. correctly predicting at
least the first two driving point response peaks, this could be achieved for every material and response quantity
for at least one excitation type. For the POM rods, this was only possible by reducing the considered frequency
bandwidth, either by downsampling with a low-pass filter or only low-pass filtering. Out of the two discussed meth-
ods for limiting the frequency content, none was clearly advantageous over the other. In most cases, where both
methods performed similarly, downsampling is preferable over only low-pass filtering, because this yields compu-
tational advantages, see also fig. 25, depicting the computational cost for the IRF calculation of the aluminum rods
using a manual hammer with a steel tip, depended on the number of averages and the used downsampling factor.
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Figure 25: Illustration of single IRF computation cost depended on the number of averages and utilized downsampling factor.
Individual computation time of all four IRFs required for IBS application averaged and normalized to longest computation
duration (navg = 20, no downsampling). Dashed lines represent theoretical linear scaling with the number of time points, i.e.
downsampling by 2x yields 50 % computation time

As can be seen, downsampling by a factor of 2 reduces the computational costs by 60 %, compared to not
limiting the frequency content or only applying a low-pass filter. Unclear at this point is how an appropriate down-
sampling factor can be determined based on the measured signals, instead of deciding based on the retrieved IBS
results. A look at the FRFs, as shown in fig. 18, can give an indication of a practicable frequency cut-off point. In
some cases, however, other downsampling factors proved to be better.

It is to be noted that downsampling is necessary because the acquired frequency bandwidth is greater than
what is reasonably excited. Assuming similar performance of the low-pass filter applied for the downsampling and
the ones utilized within the measurement system, downsampling after the measurement is equivalent to acquiring
the responses at a lower sample rate. Nevertheless, the optimal frequency bandwidth might not be known a priori,
meaning that a limitation of the frequency content might still be necessary after the measurement.
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For unknown reasons, using velocity responses leads to worse IBS results for the considered cases. Because
the displacement responses are acquired from the velocity responses through a time integration in the Laservi-
brometer controller, it seems unlikely that erroneous measurements are the cause for the worse performance.

5 Conclusion and Outlook

The most robust IBS results were found for the aluminum rods using acceleration responses, which required
no limitation of the frequency content, most likely due to the accelerations scaling with the angular frequency
squared, i.e. more signal at high frequencies, and the better excitation bandwidth due to the harder material pairing.
Considering the results with a reduced bandwidth, good results could also be achieved using displacements.

In this paper, it was shown that the experimental application of the impulse-based substructuring method for
the prediction of the shock responses of rods considered one-dimensional is possible using displacement, velocity
or acceleration responses. While this might not be useful on its own, the basis for experimental IBS application
has been laid by highlighting a viable impulse response function estimation method as well as first improvement
possibilities and, first of all, showing that an experimental IBS application is in fact possible.

Within future works, besides trying to seek out criteria for selecting a suitable downsampling factor based on
the measured responses and excitation, the performance of different low-pass filters should be evaluated. Further
improvements of the experimental IBS performance can potentially be achieved in the future by improving the IRF
estimation. Since the cause of the instability is believed to originate from the interaction of erroneous IRFs, another
viable improvement approach might be to weaken the interface compatibility condition.

Data availability The measured, unedited time series of excitation and response for both materials and hammer
types are available at: https://doi.org/10.14459/2023mp1729648, [16].
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A Additional Results With Removal of Higher Frequency Content

Low-Pass Filter + Downsampling Only Low-Pass Filter
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Figure 26: Comparison of experimental results using a low-pass filter with downsampling versus only low-pass filtering,
applied to displacements of POM rods using manual hammer with vinyl tip,
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Low-Pass Filter + Downsampling Only Low-Pass Filter

Draft 9.2.2024 13:25Uhr
Commit SHA: DUMMY SHA File - RUN COMPILE ON GitLab!

0

0.1

0.2

O
rig

in
al

Velocity
v(0)1 / (m/s)

−200

0

200

Lagrange multiplier
λ / N

0

0.1

0.2

D
S

2x

−200

0

200

0

0.1

0.2

Velocity
v(0)1 / (m/s)

−200

0

200

Lagrange multiplier
λ / N

0

0.1

0.2

D
S

3x

−200

0

200

0

0.1

0.2

−200

0

200

0

0.1

0.2

D
S

4x

−200

0

200

0

0.1

0.2

−200

0

200

0

0.1

0.2

D
S

5x

−200

0

200

0

0.1

0.2

−200

0

200

0

0.1

0.2

D
S

7x

−200

0

200

0

0.1

0.2

−200

0

200

0

0.1

0.2

D
S

10
x

−200

0

200

0

0.1

0.2

−200

0

200

0 2 4 6 8

0

0.1

0.2

Time / ms

D
S

15
x

0 2 4 6 8

−200

0

200

Time / ms
0 2 4 6 8

0

0.1

0.2

Time / ms
0 2 4 6 8

−200

0

200

Time / ms

Figure 27: Comparison of experimental results using a low-pass filter with downsampling versus only low-pass filtering,
applied to velocities of POM rods using manual hammer with vinyl tip,
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Low-Pass Filter + Downsampling Only Low-Pass Filter
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Figure 28: Comparison of experimental results using a low-pass filter with downsampling versus only low-pass filtering,
applied to accelerations of POM rods using manual hammer with vinyl tip,
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Low-Pass Filter + Downsampling Only Low-Pass Filter
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Figure 29: Comparison of experimental results using a low-pass filter with downsampling versus only low-pass filtering,
applied to displacements of aluminum rods using manual hammer with vinyl tip,
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Low-Pass Filter + Downsampling Only Low-Pass Filter
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Figure 30: Comparison of experimental results using a low-pass filter with downsampling versus only low-pass filtering,
applied to velocities of aluminum rods using manual hammer with vinyl tip,
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Low-Pass Filter + Downsampling Only Low-Pass Filter
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Figure 31: Comparison of experimental results using a low-pass filter with downsampling versus only low-pass filtering,
applied to velocities of aluminum rods using manual hammer with steel tip,
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