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Abstract—Wireless federated learning (WFL) suffers from het-
erogeneity prevailing in the data distributions, computing powers,
and channel conditions of participating devices. This paper
presents a new Federated Learning with Adjusted leaRning ratE
(FLARE) framework to mitigate the impact of the heterogeneity.
The key idea is to allow the participating devices to adjust their
individual learning rates and local training iterations, adapting
to their instantaneous computing powers. The convergence upper
bound of FLARE is established rigorously under a general setting
with non-convex models in the presence of non-i.i.d. datasets and
imbalanced computing powers. By minimizing the upper bound,
we further optimize the scheduling of FLARE to exploit the
channel heterogeneity. A nested problem structure is revealed
to facilitate iteratively allocating the bandwidth with binary
search and selecting devices with a new greedy method. A linear
problem structure is also identified and a low-complexity linear
programming scheduling policy is designed when training models
have large Lipschitz constants. Experiments demonstrate that
FLARE consistently outperforms the baselines in test accuracy,
and converges much faster with the proposed scheduling policy.

Index Terms—Federated learning, wireless networks, device
scheduling, resource allocation, and convergence analysis.

I. INTRODUCTION

The upcoming sixth-generation (6G) wireless communica-
tion systems will be characterized by pervasive connectivity.
The volume of data generated by edge devices—spanning
smartphones, wireless sensors, and wearable devices is ex-
pected to experience exponential growth [1], [2]. This surge
in data production will catalyst widespread adoption and
proliferation of artificial intelligence (AI) [3], and give rise
to new federated learning (FL) techniques [4]. In a standard
FL algorithm, namely FedAvg [5], a fixed number τ of local
stochastic gradient descent (SGD) updates are performed at
a selected set of devices in each training round before the
updated parameters are sent to a server, e.g., a base station
(BS), for aggregation. This process repeats until an adequate
global model is obtained.

As an extension of FL, wireless FL (WFL) supports data
processing and model training in wireless networks [6], and
has been applied to, e.g., online path control for massive
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unmanned aerial vehicle (UAV) networks [7], distributed
localization [8], and content recommendations for mobile
devices [9]. While FedAvg has demonstrated good empirical
performance [10], it requires some desirable conditions as a
prerequisite, which is hardly possible in real-world wireless
networks. One challenge for directly applying FedAvg in
WFL is non-independent and identically distributed (non-i.i.d.)
datasets among devices, also known as data heterogeneity.
The data heterogeneity tends to induce significant perfor-
mance degradation [11]. Another challenge is that most FL
frameworks only allow the participants to perform the same
number of local SGD iterations per communication round
at a consistent training speed. However, various edge de-
vices may differ substantially in hardware specifications (e.g.,
CPU, memory, battery, etc.), resulting in different training
speeds and local training iteration numbers [12]. Moreover, the
transmission capability, such as transmit power, varies among
devices in many wireless systems. FL algorithms, typically
developed under the assumption of random uniform device
selection, may not be suitable, especially when the system has
a limited bandwidth. Devices with poor channel conditions can
be prevented from contributing to FL training [13].

A. Related Work

Recent studies have devoted significant attention to the
heterogeneity of FL. As for data heterogeneity, the authors
of [14] enhanced the training performance by assigning a
globally shared dataset across edge devices. In [15], a variance
reduction algorithm called Scaffold was developed with local
correction terms appended to mitigate the gradient drift. The
authors of [16] utilized contrastive learning at a model level to
rectify local updates. Yet, these works overlooked the device
heterogeneity by assuming a consistent training speed across
devices. Moreover, data sharing [14] and correction terms [15]
would increase CPU and memory burden, making it hard to
deploy FL at low-power edge devices.

To mitigate device heterogeneity, FedProx was proposed
in [17] by adding a proximal term to local training, where
the weight of the proximal term needs to be carefully tuned
for different training tasks. It was shown in [18] that device
heterogeneity could cause objective inconsistency. Then, Fed-
Nova was designed to alleviate such adverse impacts to some
extent. In [19], FedLin was proposed with correction terms
similar to stochastic variance reduction gradient (SVRG); yet,
the additional gradient computation and transmission was non-
negligible. In general, the above works [18], [19] relied on full
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or uniformly random device selection, and their convergence
under arbitrary or unbalanced device selection cannot be
guaranteed. This would hinder their application in wireless
edge networks, where devices often need to be scheduled
based on their instantaneous or statistical channel conditions,
as well as computational and communication abilities.

To tackle channel heterogeneity, efforts have been directed
toward achieving efficient aggregation and resource schedul-
ing. Recently, a new analog aggregation technique named
over-the-air computation (OTA) has been utilized in FL to
alleviate the bandwidth crunch from orthogonal transmission
by exploiting the feature of multiple-access channel superpo-
sition [20]. In [21], an optimal channel-adaptive power control
strategy for OTA-FL was investigated. For digital schemes, the
authors of [22] minimized the weighted sum of computation
delay and energy consumption in each communication round
under full device participation. In [23], a greedy strategy was
studied to schedule as many devices as possible per round.
Neither of these policies provided provable convergence. In the
absence of communication resource constraints, the authors of
[24] compared three scheduling policies: random scheduling,
round-robin, and proportional fairness. A heuristic scheduling
policy was designed in [25] with channel and update impor-
tance jointly considered. In [26], a channel- and data-aware
scheduling strategy was developed under asynchronous ag-
gregation, where only coarse-grained (e.g., evenly distributed)
bandwidth allocation was considered. Joint device scheduling
and resource allocation were studied in [27] to improve the
trade-off between training rounds and participating devices.
By assuming full gradient descent (GD) at the devices, a joint
optimization problem for device selection and bandwidth allo-
cation was considered in [28]. By contrast, gradient divergence
was used in [29] to define the importance of updates and
develop a scheduling strategy based on such importance and
channel equality. Considering data and device heterogeneity,
the authors of [30] optimized the sampling strategy in the ideal
lossless transmission environments.

B. Contribution and Organization
In this paper, we design a new scheduling framework to

address the device, data and channel heterogeneity in WFL,
where the learning rates of participating devices can be
adjusted online, adapting to the instantaneous availability of
their computing power. A new device selection and bandwidth
allocation strategy is developed to facilitate the convergence
of WFL under the new framework. The main contributions of
the paper are summarized as follows.

• We propose a new framework, Federated Learning with
Adjusted leaRning ratE (FLARE), to address device
heterogeneity in WFL. By adaptively adjusting the learn-
ing rates of the participating devices, FLARE allows
for consistent training progress among the participating
devices with substantially different computing powers,
hence accelerating model convergence.

• Under FLARE, we develop a general convergence anal-
ysis of WFL with non-convex models in the presence
of data and device heterogeneity, and arbitrary device
scheduling strategy.

• Given the convergence upper bound, we design a new
WFL scheduling policy under the FLARE framework,
when the communication bandwidth is limited. To tackle
the non-convexity of the convergence bound and the
coupling of device selection and bandwidth allocation,
we reveal a nested problem structure and decouple the
problem to iteratively allocate the bandwidth with binary
search and select devices with a new greedy strategy.

• We further reveal a linear problem structure of device
selection and bandwidth allocation for models with large
Lipschitz constants. A low-complexity linear program-
ming based policy is designed accordingly.

Experiments demonstrate the effectiveness of FLARE in ac-
celerating model convergence under different data distributions
and scheduling strategies. Under the FLARE framework, the
proposed scheduling policy outperforms the state-of-the-art
strategies even without the learning rate adjustments and
exhibits robustness under various system parameter settings.

The rest of this paper is organized as follows. Section II
presents the system model. Section III elaborates on the
FLARE framework tailored to address device heterogeneity,
analyzes the communication of FLARE under data hetero-
geneity, and formulates the problem to facilitate convergence.
Section IV reformulates the problem and presents efficient
algorithms. Numerical results are provided in Section V,
followed by conclusions in Section VI.

Notation: Calligraphic letters represent sets. Boldface low-
ercase letters indicate vectors. |A| denotes the cardinality of
set A, and \ denotes the set difference operation. R denotes
the real number field. E[·] denotes statistical expectation. ∇
stands for gradient. ∥w∥2 is the ℓ2-norm of vector w, ⟨a,b⟩
represents the inner product operation, and mean{·} denotes
a mean-value function.

II. SYSTEM MODEL

In this section, we elucidate the system model, where the
participating devices can have unbalanced data, computing,
and communication abilities.

A. Federated Learning Model

The considered WFL system comprises a BS and K edge
devices collected by K ∆

= {1, 2, · · · ,K}. The objective of
WFL is to minimize the empirical loss function on a given
dataset, as given by

F (w) :=

K∑
i=1

cifi(w), (1)

where w ∈ Rd is the d-dimensional model parameter;
fi(w)

∆
= Eξi∼Di [fi(w, ξi)] represents the local loss function

concerning the local dataset Di of device i; and ci denotes the
aggregation weight of device i, satisfying

∑K
i=1 ci = 1.

In this paper, we study a generic scenario where het-
erogeneity prevails in the data, computing and communica-
tion conditions of devices. Specifically, the data may not
be i.i.d. among the devices; the devices may have sub-
stantially different computing powers and hence train their
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Fig. 1. The architecture of a WFL system with Mr selected devices at
round r.

local models at different paces; and the communication from
the devices to the BS is constrained by limited bandwidth
and undergoes non-negligible latency. Define a binary vector
a := [ar,1, · · · , ar,K ]⊤, where ar,i ∈ {0, 1} indicates whether
device i is scheduled (ar,i = 1) or not (ar,i = 0) in round r.

At each training round r, the following steps are executed,
as illustrated in Fig. 1:

• Device scheduling and downlink transmission: The BS
selects a subset of devices, denoted by Mr, with Mr

devices, and multicasts the global parameter wr to every
selected device i ∈Mr.

• Local update: By setting w0
r,i = wr, each selected

device i begins τr,i local updates according to its local
computational capacity. The updating rule for SGD is

wj+1
r,i = wj

r,i − ηlg
j
r,i, j = 0, 1, · · · , τr,i − 1, (2)

where ηl denotes the local learning rate of the devices,
and gjr,i = ∇fi(wj

r,i, ξr,i) is the stochastic gradient of
device i with respect to the mini-batch ξr,i with size D,
sampled from the local dataset Di.

• Uploading and aggregation: After local computation, each
selected device i uploads its cumulative local gradient
∆r,i = w

τr,i
r,i −w0

r,i. With the global learning rate ηg, the
BS updates the global parameter wr+1, as follows.

wr+1 = wr + ηg
∑

i∈Mr

ci∆r,i

= wr − ηg
∑

i∈Mr

1

Mr

τr,i−1∑
j=0

ηlg
j
r,i. (3)

Then, the next (r + 1)-th training round starts. This repeats
until the prespecified termination criteria are met.

B. Local Computation-Communication Latency Model

For each round r, the total latency tr,i = tcomp
r,i + tcomm

r,i

undergone by each selected device i consists of the local
computation delay tcomp

r,i and transmission delay tcomm
r,i .

1) Local Computation: Let fr,i represent the computation
capacity of device i in round r, measured in the number of
CPU cycles per second. The computation time needed for the
τr,i local training iterations at device i is given by

tcomp
r,i =

τr,iCiD

fr,i
, (4)

(a) (b)

Fig. 2. An illustration of model updates of a heterogeneous setting with (a)
equal learning rates and (b) FLARE. The green and blue marks represent the
minima of global and local objectives, respectively.

where Ci (cycles/sample) is the number of CPU cycles re-
quired to compute a data sample. Assume that the computation
latency needed for model aggregation at the BS is relatively
negligible due to its abundant computational capacity and the
considerably low complexity of the aggregation process.

2) Wireless Transmission: After local computation, the
selected devices upload their local updates via frequency-
division multiple access (FDMA) with a total bandwidth B.
We consider a line of sight (LoS)-dominating environment,
since future wireless systems will predominantly operate in
mmWave/THz with quasi-light propagations. For device i, the
achievable uplink rate is given by

ur,i = br,ilog2

(
1 +

pr,ih
2
r,i

br,iN0

)
, (5)

where br,i is the bandwidth allocated to device i, satisfying∑
i∈K ar,ibr,i ≤ B; pr,i is the transmit power of device i

in round r; hr,i denotes the corresponding channel amplitude
gain; N0 is the power spectral density (PSD) of the additive
white Gaussian noise (AWGN) at the BS.

Thus, the transmission latency of device i is given by

tcomm
r,i =

S

ur,i
, (6)

where S is the size of ∆r,i (in bits). We assume that the
transmissions between the BS and devices are reliable and
free of packet errors. Consider synchronous aggregation, then
the total latency per round is determined by the slowest of the
selected devices. Thus, we require

max
i∈K
{ar,itr,i} = max

i∈K

{
ar,i

(
tcomp
r,i + tcomm

r,i

)}
≤ tthr, (7)

where tthr denotes the (maximum allowable) overall latency
threshold per round.

III. PROBLEM FORMULATION OF FEDERATED LEARNING
WITH DYNAMICALLY ADJUSTED LEARNING RATES

In this section, we propose the FLARE framework, which
mitigates the impact of inconsistent local training iterations be-
tween devices and expedites the convergence by dynamically
adjusting the learning rates of devices involved.

A. Overview of FLARE

Within the FL architecture, the significant difference in the
training loss landscape of different local models, resulting
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from the distinct learning capabilities of different devices, can
lead to a global objective deviation and hinder the overall
convergence [31], [32]. As illustrated in Fig. 2(a), substantially
imbalanced updating progresses between different devices
(e.g., Device 2 updates its local model much faster than De-
vice 1) are likely to lead to non-negligible deviation of the up-
dated global model wr+1 from its optimal w∗. It is imperative
to enhance the consistency of local training progress towards
the optimal global parameter w∗ in a resource-constrained
WFL system.

We propose to dynamically adjust the learning rates of
the selected devices based on their computation capabilities
so that the local SGD updates of the devices can progress
at consistent rates per round. The local learning rates are
linearly scaled to prevent the global objective deviation caused
by unbalanced local updates [18]. In other words, resource-
constrained devices can conduct a relatively smaller number
of local training iterations at faster learning rates. As a result,
they can make consistent progress in local training with their
more computationally powerful peers, and avoid becoming
stragglers, as illustrated in Fig. 2(b).

At any round r, each device reports its available instanta-
neous computational resources to the BS. This report incurs
negligible communication overhead compared to the local
model updates. After a device subset Mr is selected, the BS
determines τ̄r for the selected devices to adjust their local
training iteration numbers. Specifically, the BS sends τ̄r and
the global model wr to the selected devices. By setting its
learning rate to η̃l = ηlτ̄r/τr,i, device i ∈ Mr executes τr,i
local SGD iterations per round r, as given by

wj
r,i = wj−1

r,i − η̃lg
j−1
r,i (8)

= wj−1
r,i − ηl

τ̄r
τr,i

gj−1
r,i , j = 0, 1, · · · , τr,i − 1.

After local computations, each selected device i uploads the
gradient update ∆̃r,i = w

τr,i
r,i − wr to the BS. The BS then

performs the following aggregation:

wr+1 = wr − ηg
∑

i∈Mr

1

Mr

τr,i−1∑
j=0

ηl
τ̄r
τr,i

gj−1
r,i . (9)

Remark 1: FLARE can be viewed as a generalization version
of FedAvg by mitigating the imbalance in local SGD iterations.
It reduces to FedAvg if Mr is randomly uniformly selected
with τr,1 = · · · = τr,K and ηg = 1 at each round r.

B. Approximation Error Analysis

We analyze the approximation errors caused by the proposed
learning rate adjustment in FLARE, with respect to performing
a consistent number of local training iterations (e.g., τ r itera-
tions) across all devices. We establish the following Theorem.

Theorem 1. Suppose that w is obtained by taking τ r SGD
steps with a learning rate ηl, and w̃ is obtained by taking τr
SGD steps with a learning rate η̃l = ηlτ r/τr. Starting from
the same initial point with a non-convex function f , the mean
squared error (MSE) of w̃ with respect to w is bounded by

E
[
∥w̃ −w∥22

]
≤ 8η2l τ

2
r(g + σ2), (10)

where σ2 and g denote the SGD variance and gradient upper
bound, respectively.

Proof. See Appendix A.

From Theorem 1, the RHS of (10) depends only on the
constants, g and σ2, when the local learning rate ηl is inversely
proportional to τ r, i.e., ηl = O

(
1
τr

)
. As a consequence,

the MSE, E
[
∥w̃ −w∥22

]
, is bounded under FLARE. Also,

such approximation errors decrease with the progress of model
training since the corresponding gradient paradigm becomes
smaller, leading to a tighter gradient upper bound g. In Section
III-C, we demonstrate that the relationship between ηl and τ̄r
plays a critical role in reducing the convergence upper bound.

C. WFL Problem Formulation

For WFL with constrained computing and communication
resources, the objective is to minimize the training loss. A
general formulation of such a problem is given by

P1 : min
a,b

F (w) (11a)

s.t. ar,i ∈ {0, 1}, (11b)∑
i∈K

ar,ibr,i ≤ B, (11c)

ar,itr,i ≤ tthr,∀i ∈ K,∀r ∈ [R]. (11d)

where b = [br,1, · · · , br,K ]⊤ collects the bandwidth allocations
of the K devices in round r. Constraint (11c) specifies that the
total bandwidth B must not be exceeded; and (11d) dictates
that the computation and transmission must be completed
before a proposed latency threshold tthr in each round.

During the training process, the BS dynamically determines
a subset of devices and allocates bandwidths to achieve the
minimal global loss while satisfying constraints (11c) and
(11d). In order to analyze how the convergence of FLARE is
affected by device selection and resource allocation, we next
establish an asymptotic convergence upper bound for F (w)
and minimize the derived upper bound to seek an efficient
solution for (11).

D. Convergence Analysis

We analyze the convergence of FLARE, which contributes
to the improved tractability of Problem P1, as will be described
in Section IV. This starts with the following assumptions.
Assumption 1. (Unbiasedness and Variance Boundedness).
For a model parameter w, the stochastic gradient of each
device is an unbiased estimator of the true local gradient, i.e.,

E[∇fi(w; ξ)] = ∇fi(w), ∀i ∈ K. (12)

Moreover, there exists a bounded SGD variance σ2 such that

E
[
∥∇fi(w, ξ)−∇fi(w)∥2

]
≤ σ2, ∀i ∈ K. (13)

Assumption 2. (Smoothness) The local objective function fi is
Lipschitz smooth; i.e., there exists a constant L > 0 satisfying

∥∇fi(w2)−∇fi(w1)∥ ≤ L∥w2 −w1∥, ∀i ∈ K. (14)
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Assumption 3. (Gradient Dissimilarity Boundedness) There
exist two constants G ≥ 0 and H ≥ 1 such that

∥∇fi(w)∥2 ≤ G2 +H2∥∇F (w)∥2, ∀i ∈ K. (15)

Assumptions 1 – 3 have been extensively considered in the
literature, e.g., [15], [18], [19]. Under these assumptions, we
analyze the one-round convergence of FLARE as follows.
Lemma 1. For each round r and the subset of selected devices
Mr, the upper bound of the one-round convergence of FLARE
with a non-convex loss function is given by

E[F (wr+1)−F (wr)]≤−
τ̄rηgηlqr

2
∥∇F (wr)∥2+ϕ1+ϕ2, (16)

where ϕ1 = 1.2L2τ̄3r ηgη
3
l G

2, ϕ2 =
Lτ̄2

r ηgη
2
l

2

(
Lτ̄rηl

Mr
+

ηg

M2
r

)
σ2
∑

i∈Mr

1
τr,i

, and qr is a round-
specific positive constant.

Proof. See Appendix B.

Lemma 1 reveals that the convergence bound of any round
is affected by ϕ1 and ϕ2. Here, ϕ1 is determined by G2, which
reflects the degree of inconsistency between the local and
global gradients, as stated in Assumption 3. By contrast, ϕ2

can be further controlled as it depends heavily on the numbers
of selected devices Mr and local training iterations τr,i. We
note that ϕ2 can be reduced by selecting an adequate Mr, and
scheduling each device to perform a sufficient number τr,i of
local updates in round r. This approach is more effective in
decreasing the upper bound E [F (wr+1)− F (wr)] than only
maximizing the number of selected devices (as done in, e.g.,
[23], [33]).

Given the one-round convergence in Lemma 1, we elucidate
the convergence performance of FLARE in Theorem 2. For
illustration convenience, we assume τ̄r = τ̄ , ∀r = 1, · · · , R
in the theorem. (Nevertheless, it is straightforward to extend
Theorem 2 to the situation where τ̄r, ∀r changes over rounds,
i.e., by applying additional round-specific scaling to (35)
before summing (34) up from r = 1 to R in Appendix C.)

Theorem 2. Given an initial global model w1 and the optimal
global model w∗, the convergence upper bound of FLARE with
a total of R training rounds is given by

1

R

R∑
r=1

E
[
||∇F (wr)||2

]
≤ 2[F (w1)− F (w∗)]

τ̄ ηgηlqR
+Φ1 +Φ2,

(17)

where Φ1 = 2.4
q L2τ̄2η2l G

2, Φ2 = Lηl

q

(
Lτ̄ηl +

κηg

M

)
σ2 , κ =

max
r,i
{ τ
τr,i
}, M ∆

= min
r
{Mr}, and q is a positive constant.

Proof. See Appendix C.

Compared with the existing studies [14]–[16], the conver-
gence analysis of FLARE in Theorem 2 is generic in the
sense that it supports both non-i.i.d. data and imbalanced local
training, i.e., data and device heterogeneity with non-convex
training models.

• By observing the RHS of (17) in comparison with (36),
we can reveal the impact of device selection on the
convergence of FLARE: In any round r, a larger Mr leads

to a tighter upper bound in (36) since M
∆
= min

r
{Mr},

where M denotes the minimum number of selected
devices in R rounds. Moreover, κLηlηg

qM in Φ2 decreases
linearly with the number M of selected devices. Under
full participation at each round, i.e., M = K, the
convergence gap is the minimum.

• The parameter κ in Φ2 represents the maximal difference
of local training iterations relative to τ , which illustrates
the convergence error introduced by the imbalanced local
SGD iterations. It would decrease if the selected devices
perform a consistent number of local iterations, i.e., τr,i
is equal, ∀i. The corresponding error Lηlκηg

qM σ2 in Φ2 can
be reduced if M is larger.

• As shown in (17), Φ1 and Φ2 do not vanish with the in-
crease of training rounds R. They have similar structures
and grow with G2 and σ2. To effectively bound τ̄2η2l in
Φ1 and τ̄ η2l in Φ2, we design ηl = O

(
1
τ̄

)
. As a result,

both Φ1 and Φ2 are upper bounded in the sense that they
do not grow with τ̄ . In turn, the approximation error in
(10) is upper bounded, as described in Theorem 1.

We also establish the convergence rate of FLARE through
an appropriate configuration of global and local learning rates,
as delineated in the following corollary.

Corollary 1. Let ηl = 1
τ̄
√
R

and ηg =
√
τ̄M . The convergence

rate of FLARE is given by

1

R

R∑
r=1

E
[
||∇F (wr)||2

]
≤ O

(
1√

τ̄MR
+

1

R

)
. (18)

Proof. By plugging ηl =
1

τ̄
√
R

and ηg =
√
τ̄M into (17) and

suppressing the low-order terms, (18) is obtained.

Remark 2: It is indicated in Corollary 1 that FLARE with the
local and global learning rates of ηl = 1

τ̄
√
R

and ηg =
√
τ̄M ,

can achieve a linear convergence speedup with the number M
of devices1. The convergence rate yields O

(
1√

τ̄MR

)
when

R >
√
τ̄M . To the best of our knowledge, this is the

first work to achieve such a convergence rate under non-
i.i.d. data, imbalanced local updates (e.g., in terms of local
iteration number per round), and arbitrary device selections in
a general non-convex case, thereby validating the effectiveness
of FLARE.

Remark 3: Compared to the existing methods, e.g., [11],
[15], [34], FLARE is advantageous in both convergence rate
and communication overhead. In non-convex cases, the con-
vergence rate of FLARE, i.e., O

(
1√

τ̄MR

)
, surpasses those

of prior works, e.g., O
(

τ̄√
MR

)
in [11], [34] by properly

designing the learning rates. The convergence rate of FLARE
increases with the number τ̄ of SGD iterations per round.
In variance reduction methods, e.g., Scaffold [15], devices
perform local updates with correction terms of the same

1To attain the accuracy of ϵ, O
(

1
ϵ2

)
steps are needed with a convergence

rate O
(

1√
R

)
, while O

(
1

Mϵ2

)
steps are needed if the convergence rate

is O
(

1√
MR

)
. In this sense, we achieve a linear speedup with increasingly

selected devices.
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dimension as the model parameter w. The BS aggregates
these terms to update the global model. FLARE achieves a
comparable convergence rate, while device i only needs to
report τr,i to the BS, which is relatively negligible compared
to the correction terms used in variance reduction methods.

IV. PROPOSED SCHEDULING UNDER FLARE

In light of (16) and (17), we optimize bandwidth allocation
and device selection by minimizing the convergence upper
bound. We first develop an iterative algorithm that decouples
bandwidth allocation and device selection to alleviate commu-
nication bottlenecks and accelerate convergence. We further
reveal a convex structure of Problem P2 under certain scenar-
ios and propose an efficient solution with linear programming.

A. Problem Reformulation

Minimizing the one-round convergence upper bound in
(16) contributes to decreased convergence upper bound in
Theorem 2, i.e., (17). Consequently, the minimization of
F (w) can be approximated by minimizing the RHS of (16),
which can be efficiently achieved by minimizing ϕ2. Problem
P1 can be rewritten as

P2 : min
a,b

(
1

Mr
+

γ

M2
r

) ∑
i∈Mr

1

τr,i
, (19a)

s.t. ar,i ∈ {0, 1}, (19b)∑
i∈K

ar,ibr,i ≤ B, (19c)

ar,itr,i ≤ tthr,∀i ∈ K, ∀r = 1, · · · , R. (19d)

where we define γ =
ηg

L since ηl ∼ O
(
1
τ̄

)
, according to

Theorem 1. Problem P2 implies that the BS should optimally
specify the number of scheduled devices and their respective
local computation and transmission capabilities to minimize
(19a), while adhering to the bandwidth and delay constraints
(19c) and (19d). Problem P2 is a mixed integer nonlinear
programming (MINLP) problem.

B. Joint Bandwidth Allocation and Device Participation

According to (19d), selecting devices with smaller delays
helps admit more devices into an FL training round (i.e.,
increasing Mr) and, in turn, decrease the objective function
in (19a). We can view the MINLP Problem P2 as a nested
problem by treating tr,i, ∀i, r as a function of a and b,
albeit tr,i does not appear explicitly in (19a). This is because
minimizing tr,i can decrease (19a) by expanding the feasible
area of Problem P2, i.e., with (19d) satisfied. For this reason,
we decompose P2 into two manageable sub-problems. We
solve the optimal bandwidth allocation strategy b∗ for any
given (feasible) select of selected devicesMr to minimize the
total latency in round r. Then, we develop a greedy method
to find Mr that minimizes (19a). These two steps iterate till
convergence, achieving the overall policy.

1) Bandwidth Allocation: Given a device subset Mr, we
ensure the total latency of the selected devices satisfies (19d)
by carefully allocating the available bandwidth B to the
devices, reducing the overall latency per round. The bandwidth
allocation is cast as the following min-max problem:

P3 : min
b

max
i

tr,i (20a)

s.t.
∑

i∈Mr

br,i ≤ B, (20b)

br,i ≥ 0,∀i ∈Mr, ∀r = 1, · · · , R, (20c)

where (19c) is simplified to (20b) as ar,i = 1,∀i ∈Mr.
Let t∗r = min

b
max

i
tr,i denote the optimal value of (20a).

Given Mr, the optimal bandwidth allocation b∗ and t∗r have
the following relationship.

Theorem 3. The optimal bandwidth allocation of Problem P3
satisfies

b∗r,i =
S ln 2

(t∗r − tcomp
r,i ) (υr,i +W (−υr,ie−υr,i))

, (21)

where υr,i =
SN0 ln 2

pr,ih2
r,i(t∗r−tcomp

r,i )
, W (·) denotes the Lambert-W

function, and t∗r satisfies∑
i∈Mr

b∗r,i = B. (22)

Proof. See Appendix D.

Based on (21) and (22), a binary search method can be
employed to obtain t∗r numerically and b∗r,i,∀i subsequently.

2) Device Selection: Given the fixed bandwidth allocation
strategy b∗, device selection can be written as

P4 : min
a

(
1

Mr
+

γ

M2
r

) ∑
i∈Mr

1

τr,i
(23a)

s.t. t∗r ≤ tthr,∀Mr ⊂ K, ∀r = 1, · · · , R. (23b)

Even with the fixed b∗, Problem P4 is an MINLP. We
develop an iterative greedy algorithm to solve Problem P4
efficiently. In the k-th iteration of the greedy algorithm, we
first specify an “available” subset Mr of candidate devices
that decreases the objective of (23a). Then, we find the specific
device that minimizes the increase of the total latency tr in
the available subset solving Problem P3.

To determine the available subset of devices, denoted by
Πk, for the BS in the k-th iteration of device selection, we
come up with the following Theorem.

Theorem 4. Assuming that a device subset Qk with Q
devices has been selected for up to the k-th iteration, the BS
shall continue to select devices from the set that satisfies the
following condition:

1

τr,i
<

Q2 + (2γ + 1)Q+ γ

Q2(Q+ γ + 1)

∑
q∈Qr

1

τr,q
, ∃ i ∈ N , (24)

where N = K \ Qk.

Proof. See Appendix E.
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Algorithm 1 Iterative Scheduling Algorithm
1: Initialize Mr ← ∅, Q1 ← ∅
2: Initial determination: x← argmin

i∈K
1+γ
τr,i

, Q1 ← Q1 ∪ {x}

3: for k = 1, 2, ... do
4: Nk ← K \Qk

5: For Nk, determine the available subset Πk with (24)
6: if Πk = ∅ then
7: break
8: end if
9: for each device y ∈ Πk do

10: With Qk ∪ {y}, calculate t∗r,y with a binary search
11: end for
12: if min

y
t∗r,y ≤ tthr then

13: z ← arg min
y∈Πk

t∗y , Qk ← Qk ∪ {z}
14: else if min

y
t∗r,y > tthr then

15: break
16: end if
17: end for
18: return Mr ← Qk

Theorem 4 ensures that the selected device at each device
selection iteration decreases the value of the objective function
in (23a). By employing (24), the BS does not need to evaluate
all unselected devices at every step, thereby improving search
efficiency. The size of the subset Πk also decreases gradually.
This iterative device selection terminates when a stopping
condition is met, i.e., |Πk| = 0.

For each device in the subset Πk, a binary search method is
employed for solving Problem P3, and the device z that incurs
the smallest increase in the total latency t∗r,z is selected to be
included in the set Qk, as described in Section IV-B(1). This
iterative operation is terminated when no device in Πk satisfies
(24), or the inclusion of any other devices in Qk would violate
the latency threshold tthr. This proposed scheduling policy is
summarized in Algorithm 1, where Theorem 4 is leveraged
to ensure the monotonic decrease of (23a), until |Πk| = 0
or constraint (23b) is satisfied. A suboptimal solution is then
attained.

The binary search method adopted in Alg. 1 is known
to incur a computational complexity of O

(
|Qk| log2 tthr

ϵ

)
to

achieve ϵ-accuracy. Since the number of device selection itera-
tions must not exceed K and no more than K binary searches
are performed at each device selection iteration, the worst-
case complexity of Alg. 1 is O

(
K2 |Qk| log2 tthr

ϵ

)
, which is

no more than O
(
K3 log2

tthr

ϵ

)
. Compared to the exhaustive

search with a complexity of O
(
2K |Qk| log2 tthr

ϵ

)
, Alg. 1

effectively reduces the computational complexity, especially
in the presence of a large number of devices.

C. Linear Programming Solution with Special Structures

According to (19), as γ =
ηg

L → 0, especially when the
Lipschitz gradient constant L is large due to a deeper neural
network structure and ηg is relatively small, (19a) is readily
approximated by 1

Mr

∑
i∈Mr

1
τr,i

since γ ≪Mr. In this case,

Algorithm 2 The Proposed Scheduling Algorithm for WFL
1: Initialize w1, tthr, ηg, ηl and γ
2: for r = 1, 2, . . . R do
3: Each device i ∈ K sends fr,i, τr,i, pr,i, hr,i to the BS
4: The BS determines the value of τ r.
5: The BS derives the scheduled subset Mr with Alg. 1

or linear programming (γ → 0) in Section IV-C.
6: The BS broadcasts the global model wr, τ r and the

allocated bandwidth b∗r,i to the selected devices.
7: for each scheduled device i ∈Mr in parallel do
8: Make the learning rate adjustment η̃l =

τr

τr,i
ηl with

the received τ r
9: for j = 0, . . . τr,i − 1 do

10: Perform local SGD update according to (8)
11: end for
12: Send ∆̃r,i = −

∑τr,i−1
j=0 η̃lg

j
r,i back to the BS

13: end for
14: BS receives ∆̃r = 1

M

∑
i∈Mr

∆̃r,i and update the
global model with wr+1 = wr + ηg∆̃r

15: end for
16: return wR+1

we define ν =
[

1
τr,1

, · · · , 1
τr,K

]⊤
, θ = 1

1⊤a
, α = θa, and

β = θb. Problem P2 can be rewritten in a linear form:

P5 : min
α,β,θ

ν⊤α (25a)

s.t. αr,icr,i ≤ βr,i ≤ αr,iB, (25b)∑
i∈K

βr,i ≤ θB,
∑
i∈K

αr,i = 1, (25c)

0 ≤ αr,i ≤ 1, 0 < θ ≤ 1,∀i ∈ K, ∀r = 1, · · · , R,
(25d)

Here the term cr,i shares the same form as b∗r,i in (21), with
t∗r = tthr substituted. To this end, the minimum bandwidth is
allocated when any device i is selected.

It is observed that Problem P5 is, a convex linear program-
ming problem. This convex linear program can be effectively
solved using, e.g., the Matlab linprog function. Once the
optimal α∗, β∗ and θ∗ are obtained, the optima of a∗ and
b∗ can be approximately identified as a∗ = round

(
α∗

θ∗

)
and

b∗ = round
(

β∗

θ∗

)
, where round(·) stands for rounding. This

linear programming solution complements Alg. 1 to achieve
a fast approximate solution with polynomial complexity when
γ is small.

D. Overall Policy

We describe the proposed FLARE framework with the
joint device selection and bandwidth allocation strategy for
WFL, as outlined in Algorithm 2. Specifically, each round
of FL training starts with all devices sending their local
computation and channel information to the BS. After the
BS determines the value of τ r, it calls Alg. 1 or its linear
programming-based low-complexity alternative to decide the
selected device subsetMr, and sends the global model to the
selected devices inMr. Then, the selected devices adjust their
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local learning rate ηl based on τ r. After local computation,
with the allocated bandwidths, the selected devices transfer
their updated accumulated gradients to the BS for global model
aggregation with the global learning rate ηg.

V. EXPERIMENT RESULTS

In this section, we empirically evaluate the proposed
FLARE framework and scheduling strategy for WFL.

A. Experiment Setup

We carry out experiments on the MNIST [35] and CIFAR-
10 [36] datasets. In the case of MNIST, we employ a CNN
for handwritten digit recognition. In the case of CIFAR-10, we
use another CNN for image classification. We consider both
i.i.d. and non-i.i.d. data distributions for both datasets. In the
non-i.i.d. case, the training data samples are sorted by label
and distributed randomly among the devices. Unless specified
otherwise, we set the global learning rate ηg = 1, and the local
learning rate is set to ηl = 0.005 for MNIST and ηl = 0.01
for CIFAR-10. The batch size is D = 40.

Consider a WFL edge network with K = 40 devices
uniformly distributed between 100 m and 500 m away from
the BS. The path-loss exponent is 3.76. The total bandwidth
B is 10 MHz. The maximum transmit power of a device
is pi,max = 20 dBm. The power spectrum density of the
AWGN is N0 = −114 dBm/MHz at the BS. The model
size S is 1 × 107 or 6.4 × 107 bits for MNIST and CIFAR-
10, respectively. The CPU frequency of a device follows a
uniform distribution between 2 GHz and 4 GHz. According
to our experimental tests, the required number of CPU cycles
for computing a data sample is specified empirically to be
110 cycles/bit for MNIST and 85 cycles/bit for CIFAR-10.
To simulate device heterogeneity, we assume that the number
of local updates τr,i of each device i follows an exponential
distribution with the mean value τ [37]. All experiments are
conducted on a computer with an Intel 13700K processor
and 64 GB memory, running Python 3.9, Numpy 1.23.3, and
PyTorch 1.13.0, installed on a Windows 10 operating system.

B. Evaluation of FLARE

Fig. 3 demonstrates the benefit of the local learning rate
adjustments in FLARE in the presence of device and data
heterogeneity, where we assume that the wireless bandwidth
is sufficient. The following baselines are considered.

• Fixed Aggregation: The same number of local training
iterations with persistent learning rates is performed at
the selected devices per round.

• Flexible Aggregation: Different numbers of local training
iterations with persistent learning rates can be performed
at the selected devices per round.

We see that FLARE dramatically outperforms the other two
settings, attributed to the adaptively adjusted local learning
rates of the selected devices.

Under FLARE, we further consider the following strategies
that the BS can take to determine τ r in each round r.

• Max strategy (MaS): τ r = max
i∈Mr

{τr,i} for r ≥ 1;

0 100 200 300 400 500
Training Rounds

10 1

100

Lo
ss

Fixed Aggregation
Flexible Aggregation
FLARE

Fig. 3. Comparison of training loss on non-i.i.d MNIST dataset with K =
60, Mr = 20, and uniform sampling. For the fixed aggregation, we have
τr,i = 7, ∀r ∈ Mr . For the flexible aggregation, every 20 devices among
the K devices perform 12, 6, and 3 local updates, respectively. For FLARE,
τ̄r is set as the maximal local updates among the selected devices in each
round.

• Mean strategy (MeS): τ r = mean
i∈Mr

{τr,i} for r ≥ 1;

• Fixed max strategy (FMaS): τ r = max
i∈Mr

{τ1,i} for r > 1;

• Fixed mean strategy (FMeS): τ r = mean
i∈Mr

{τ1,i} for r > 1.

Here, FMaS and FMeS suggest that the BS directly utilizes
{τ̄1,i} from the first training round in various ways.

Fig. 4 shows the convergence of FLARE with τ = 3. A
random, uniform selection of 10 out of K = 40 devices
and a non-uniform device selection are considered. As for
the non-uniform device selection, we divide all devices into
four groups before training. The probabilities of devices being
selected in the four groups are 0.05, 0.15, 0.2, and 0.6 per
round. MaS and MeS outperform FedAvg upon convergence,
by up to 4.5% and 9.4% under the i.i.d. and non-i.i.d. settings,
respectively. MaS converges faster than MeS because τ̄r is
larger in most rounds and hence the test accuracy is better
under MaS. In contrast, MeS allows for a stable accuracy
growth, as it reduces ϕ1 and ϕ2 in (16). Moreover, FLARE
tolerates non-uniform device selection with limited accuracy
loss, e.g., only 2.4% under MaS, as revealed by comparing
Figs. 4(b) and 4(d).

Under FMaS and FMeS, τ r is adjusted. FMeS tends to offer
greater robustness since no excessively large τ r is produced.
However, the gain of FMeS is marginal, compared to FedAvg.
Additionally, FMaS and FMeS only introduce negligible addi-
tional communications between the BS and devices in the first
training round, making them slightly more communication-
efficient than MaS and MeS.

C. Comparison with State-Of-The-Art

We proceed to evaluate the FLARE framework for resource-
constrained WFL, by considering the following benchmarks.

• Pre-tuned Scheduling (PS) [27]: The BS randomly selects
Mr devices in each round r. The optimal value of Mr is
pre-tuned experimentally.

• Channel Proportion (CP) [24]: The BS selects the device
subset Mr with the best instantaneous channel qualities
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(a) Accuracy on i.i.d. MNIST with
uniform sampling.
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(b) Accuracy on non-i.i.d. MNIST
with uniform sampling.
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(c) Accuracy on i.i.d. MNIST with
non-uniform sampling.
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(d) Accuracy on non-i.i.d. MNIST
with non-uniform sampling.

Fig. 4. The performance of different τ̄r-strategies of FLARE on MNIST with
both uniform and non-uniform sampling.

iteratively until the delay constraint (11d) is satisfied; that
is, based on the channel states of the devices, the BS
selects devices one after another and utilizes Theorem 3
to allocate the available bandwidth until tthr is reached.

• Device Maximization (DM) [23]: The BS iteratively
selects the devices that minimize the growth of the total
delay tr, and then distributes the available bandwidth B
evenly among the selected devices.

• Computation Minimization (CM) [38]: The BS ranks the
expected computing times of all devices, followed by a
binary search for the largest device subset satisfying all
constraints.

For fair comparisons, the optimal bandwidth allocation policy
in Theorem 3 is also applied in PS, CP, and CM. We consider
two ways to implement the proposed scheduling policy under
FLARE. The one utilizing the MaS strategy to determine τ r
round-by-round is dubbed SPF. The one without the learning
rate adjustments is called SP.

The convergence performances of the different policies
and datasets are plotted in Figs. 5 and 6. For MNIST, two
settings are considered: tthr = 0.4 and 1. For CIFAR-10,
tthr = 1.5 and 5. In both figures, SPF and SP consistently
outperform the benchmarks under both i.i.d. and non-i.i.d.
datasets. CM performs the worst, followed by DM in all cases.
This is due to their tendency to favor devices with insuffi-
cient local updates, thus hindering convergence, even though
DM considers channel states. Similarly, CP focuses solely
on the channel strengths of the devices and overlooks their
different computational abilities and unequal contributions to
model updates, while PS lacks adaptability to time-varying
environments due to a persistent number of devices selected
per round.

By comparing SPF and SP, it is evident that the inclusion of
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(a) Accuracy on i.i.d. MNIST with
tthr = 0.4.
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(b) Accuracy on non-i.i.d. MNIST
with tthr = 0.4.
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(c) Accuracy on i.i.d. MNIST with
tthr = 1.
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(d) Accuracy on non-i.i.d. MNIST
with tthr = 1.

Fig. 5. Convergence performance of different policies on MNIST.
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(a) Accuracy on i.i.d. CIFAR-10
with tthr = 1.5.
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(b) Accuracy on non-i.i.d. CIFAR-10
with tthr = 1.5.
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(c) Accuracy on i.i.d. CIFAR-10
with tthr = 5.
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with tthr = 5.

Fig. 6. Convergence performance of different policies on CIFAR-10.

FLARE consistently improves performance, especially under
the non-i.i.d. settings. This can be attributed to the exacer-
bation of differences between the local models induced by
heterogeneous updates in non-i.i.d. distributions, leading to an
increased performance gap between SP and SPF.

We examine the average number of participating devices per
round and their local update numbers under different policies
in Fig. 7. It is noticed that SPF/SP demonstrates consistently
the highest number of local updates, and maintains a sufficient
number of participating devices in both the cases depicted
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(b) non-i.i.d. CIFAR-10.

Fig. 7. Average participated devices per round and local updates per device
of different policies with tthr = 2. For SPF/SP, the participated device subset
is determined by calling Alg. 1 at the BS side in each round.

0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.8 2.0
Value of tthr

80.0

82.5

85.0

87.5

90.0

92.5

95.0

97.5

Te
st

 a
cc

ur
ac

y 
(%

)

SPF, i.i.d. 
PF, i.i.d. 
SPF, non-i.i.d. 
PF, non-i.i.d.

Fig. 8. The maximum achievable accuracy on i.i.d. and non-i.i.d. MNIST
dataset. The total training time t is 300s.

in Figs. 7(a) and 7(b). This indicates that it is crucial to
select devices with a larger number of local updates (and
hence higher contributions) while ensuring adequate device
participation, to accelerate the convergence.

Last but not least, we investigate the impact of tthr on
the achievable accuracy of SPF and SP within a fixed train-
ing time. Specifically, we explore the values of tthr from
{0.4, 0.6, 0.8, 1, 1.2, 1.6, 2}. As tthr increases, the system be-
comes more tolerant of larger tcomp

r,i and tcomm
r,i , resulting in

an increased number of devices selected according to Alg.
1. Meanwhile, the number of training rounds decreases. As
shown in Fig. 8, in the i.i.d. case where data heterogeneity
does not exist, the performance degenerates with tthr since the
enlarging subset of selected devices cannot fully compensate
for the reduction in the number of training rounds under SPF
and PF. This contrasts with the non-i.i.d. case, where the
optimal performance is acquired at tthr = 0.6, indicating a
trade-off between training time and training rounds. Consistent
accuracy is also attained when tthr > 0.6. This stability
stems from the fact that the increasing number of devices can
counteract effectively the adverse effect of data heterogeneity.

VI. CONCLUSION

In this paper, we presented the FLARE framework specif-
ically designed to address data, device, and channel hetero-
geneity and expedite WFL training. Our contribution included

a comprehensive convergence analysis of FLARE with non-
convex loss functions under data and device heterogeneity
and arbitrary device scheduling policy. We optimized the
device selection and bandwidth allocation of FLARE in the
face of resource constraints by minimizing the convergence
upper bound. Efficient solutions were developed by revealing a
nested optimization structure of the intended problem, as well
as a much simpler linear structure when the neural network
models have large Lipschitz constants. Experiments corrobo-
rated the efficacy of FLARE in mitigating heterogeneity across
diverse system settings, and that the proposed scheduling
policy consistently outperformed the state of the art in test
accuracy.

APPENDIX A
PROOF OF THEOREM 1

We begin with the following general assumption:

Eξ

[
∥∇f(x; ξ)−∇f(x)∥2

]
≤ σ2 and ∥∇f(x)∥2 ≤ g. (26)

Setting the local learning rate η̃l = ηlτ̄r/τr in round r and
denoting ξi as the local data used for the i-th local iteration
in an SGD round, we have

∥w̃−w∥2=

∥∥∥∥∥∥η̃l
τr−1∑
i=0

∇f(w̃i, ξi)− ηl

τ̄r−1∑
j=0

∇f(wj , ξj)

∥∥∥∥∥∥
2

(a)

≤ 2τrη̃
2
l

τr−1∑
i=0

∥∥∇f(w̃i, ξi)−∇f(w̃i) +∇f(w̃i)
∥∥2

+ 2τ̄rη
2
l

τ̄r−1∑
j=0

∥∥∇f(wj , ξj)−∇f(wj) +∇f(wj)
∥∥2

(b)

≤ 4τrη̃
2
l

τr−1∑
i=0

(∥∥∇f(w̃i, ξi)−∇f(w̃i)
∥∥2+∥∥∇f(w̃i)

∥∥2)
+4τ̄rη

2
l

τ̄r−1∑
j=0

(∥∥∇f(wj , ξj)−∇f(wj)
∥∥2+∥∥∇f(wj)

∥∥2)
(c)

≤ 2 · 4τ̄2r η2l (g + σ2) = 8η2l τ̄
2
r (g+σ2). (27)

where (a) and (b) are obtained because of the Cauchy-
Schwartz inequality, and (c) is obtained by substituting (26).

APPENDIX B
PROOF OF LEMMA 1

Since fi, ∀i ∈ K is L-smooth, F (w) is L-smooth. Since
∇F is also Lipschitz continuous, it readily leads to

E[F (wr+1)−F (wr)] ≤ E [⟨∇F (wr), ηg∆r⟩]︸ ︷︷ ︸
A1

+
L

2
E
[
∥ηg∆r∥2

]
︸ ︷︷ ︸

A2

,

(28)
where E [·] takes expectation over random minibatch sampling.

The upper bound of A1 is given by

A1 = −ηgηl

〈
∇F (wr),E

 ∑
i∈Mr

1

Mr

τr,i−1∑
j=0

τ̄r
τr,i

gjr,i

〉
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= −ηgηl

〈
√
τ̄r∇F (wr),

1

Mr

∑
i∈Mr

τr,i−1∑
j=0

√
τ̄r

τr,i
∇fi(wj

r,i)

〉

(a)

≤ a1+
ηgηl
2

∥∥∥∥∥∥ 1

Mr

∑
i∈Mr

τr,i−1∑
j=0

√
τ̄r

τr,i

(
∇fi(wj

r,i)−∇fi(wr)
)∥∥∥∥∥∥

2

(b)

≤ a1 +
L2ηgηl
2Mr

∑
i∈Mr

τ̄r
τr,i

τr,i−1∑
j=0

E
[∥∥∥wj

r,i −wr

∥∥∥2]︸ ︷︷ ︸
B1

, (29)

where a1 = − τ̄rηgηl

2 ∥∇F (wr)∥2. Here, (a) is due to
−2 ⟨a,b⟩ ≤ −∥a∥2 + ∥a−b∥2 with a =

√
τ̄r∇F (wr) and

b = 1
Mr

∑
i∈Mr

∑τr,i−1
j=0

√
τ̄r

τr,i
∇fi(wj

r,i); and (b) is from As-
sumption 1.

To derive the upper bound of B1, we start with

the upper bound of E
[∥∥∥wj

r,i −wr

∥∥∥2]∀i, j. Note that

E
[∥∥∥wj

r,i −wr

∥∥∥2] = 0 when j = 0, since w0
r,i = wr by

definition. When j ≥ 1, we have

E
[∥∥∥wj

r,i −wr

∥∥∥2] = E

[∥∥∥∥wj−1
r,i −

τ̄r
τr,i

ηlg
j−1
r,i −wr

∥∥∥∥2
]

(a)
= E

[∥∥∥∥wj−1
r,i −

τ̄r
τr,i

ηl∇fi(wj−1
r,i )−wr

∥∥∥∥2
]
+

τ̄2r
τ2r,i

σ2η2l

(b)

≤
(
1 +

1

bτr,i − 1

)
E
[∥∥∥wj−1

r,i −wr

∥∥∥2]
+ (1 + bτr,i − 1)

τ̄2r
τ2r,i

η2l

∥∥∥∇fi(wj−1
r,i )

∥∥∥2 + τ̄2r
τ2r,i

σ2η2l

(c)

≤
(
1 +

1

bτr,i − 1

)
E
[∥∥∥wj−1

r,i −wr

∥∥∥2]+ τ̄2r
τ2r,i

σ2η2l

+
2bτ̄2r η

2
l

τr,i

∥∥∥∇fi(wj−1
r,i )−∇fi(wr)

∥∥∥2+2bτ̄2r η
2
l

τr,i
∥∇fi(wr)∥2

(d)

≤
(
1 +

1

bτr,i − 1
+ 2b

L2τ̄2r
τr,i

η2l

)
E
[∥∥∥wj−1

r,i −wr

∥∥∥2]
+

2bτ̄2r η
2
l

τr,i
∥∇fi(wr)∥2 +

τ̄2r
τ2r,i

σ2η2l

(e)

≤ bτr,i+1

bτr,i−1
E
[∥∥∥wj−1

r,i −wr

∥∥∥2]+ τ̄2r σ
2η2l

τ2r,i
+
2bτ̄2r η

2
l

τr,i
∥∇fi(wr)∥2 ,

(30)

where (a) holds since E
[
∥x∥2

]
= E

[
∥x− E[x]∥2

]
+∥E[x]∥2;

(b) is due to the relaxed triangle inequality ∥x1 + x2∥2 ≤
(1 + β) ∥x1∥2 +

(
1 + 1

β

)
∥x2∥2 ,∀β = bτr,i − 1 ≥ 0; (c)

comes from the Cauchy-Schwartz inequality; (d) is based on
Assumption 1; (e) holds under the condition that 2bL

2τ̄2
r

τr,i
η2l ≤

1
bτr,i−1 . Without loss of generality, we set b = 1.2 to ensure
β = bτr,i − 1 > 0 since τr,i ≥ 1. Moreover, ηl ≤ 0.58

Lτ̄r
is

required by resolving the condition 2.4
L2τ̄2

r

τr,i
η2l ≤ 1

1.2τr,i−1 .
By unrolling the recursion of (30), B1 is upper bounded by

B1 ≤ E

[
L2ηgηl
2Mr

∑
i∈Mr

τ̄rer,i
τr,i

]

(a)

≤ L2ηgηl
2Mr

E

[ ∑
i∈Mr

2.4τ̄3r η
2
l ∥∇fi (wr)∥2 +

τ̄3r η
2
l

τr,i
σ2

]
(b)

≤ 1.2L2τ̄3r ηgη
3
l [G

2+H2∥∇F (wr)∥2]+
L2τ̄3r ηgη

3
l

2Mr

∑
i∈Mr

σ2

τr,i
,

(31)

where er,i =
1.2τr,i−1

2

[
1−3.2τr,i

2 +
1.2τr,i−1

2

(
1.2τr,i+1
1.2τr,i−1

)τr,i]
·[

2.4
τ̄2
r

τr,i
η2l ∥∇fi(wr)∥2 + τ̄2

r

τ2
r,i
σ2η2l

]
; (a) holds due to

1.2τr,i−1

2τ2
r,i

[
1−3.2τr,i

2 +
1.2τr,i−1

2

(
1.2τr,i+1
1.2τr,i−1

)τr,i]
< 1, ∀τr,i ≥ 1;

and (b) follows readily from Assumption 3.
Next, we derive the upper bound of A2 in (28), as given by

A2 =
L

2
η2gη

2
l E


∥∥∥∥∥∥
∑

i∈Mr

1

Mr

τr,i−1∑
j=0

τ̄r
τr,i

gjr,i

∥∥∥∥∥∥
2


(a)
=

L

2
η2gη

2
l E


∥∥∥∥∥∥ 1

Mr

∑
i∈Mr

τr,i−1∑
j=0

τ̄r
τr,i

(
gjr,i−∇fi(w

j
r,i)
)∥∥∥∥∥∥

2


+
L

2
η2gη

2
l

∥∥∥∥∥∥ 1

Mr

∑
i∈Mr

τr,i−1∑
j=0

τ̄r
τr,i
∇fi(wj

r,i)

∥∥∥∥∥∥
2

(b)

≤ L

2
η2gη

2
l

1

M2
r

∑
i∈Mr

τ̄2r
τ2r,i

τr,i−1∑
j=0

σ2

+
L

2
η2gη

2
l τ̄

2
r

∥∥∥∥∥∥ 1

Mr

∑
i∈Mr

τr,i−1∑
j=0

1

τr,i
∇fi(wj

r,i)

∥∥∥∥∥∥
2

(c)

≤
Lη2gη

2
l τ̄

2
r

2M2
r

σ2
∑

i∈Mr

1

τr,i
+

Lτ̄2r η
2
gη

2
l

2ρ2
∥∇F (wr)∥2 , (32)

where (a) is due to E
[
∥x∥2

]
= E

[
∥x− E[x]∥2

]
+∥E[x]∥2; (b)

is due to E
[
∥x1 + · · ·+ xn∥2

]
≤ nE

[
∥x1∥2 + · · ·+ ∥xn∥2

]
.

We can further prove that there exists a constant ρ > 0 such
that∥∥∥∥∥ 1

Mr

∑
i∈Mr

1

τr,i
∇fi(wr)

∥∥∥∥∥
2

≤
∥∥∥∥1ρ∇F (wr)

∥∥∥∥2 ,∀r, i. (33)

Applying the Cauchy-Schwartz inequality and Assumption 3
on the LHS of (33) yields ρ2≤ Mr∥∇F (wr)∥2∑

i∈Mr
1

τ2
r,i
(G2+H2∥∇F (wr)∥2)

.

Setting τr,i = 1,∀r, i, the upper bound of ρ is
ρ ≤ 1√

H2+G2/∥∇F (wr)∥2
with a bounded global gradient

∥∇F (wr)∥, and (c) follows from (33).
With the upper bound of A1 based on (29) and (31) and

the upper bound of A2 based on (32), (28) can be reorganized
into (16), where we define a positive constant qr that satisfies
the condition 0 < qr < 1− τ̄rηgηl

ρ2 − 2.4H2L2τ̄2r η
2
l < 1.

APPENDIX C
PROOF OF THEOREM 2

By adding F (w∗) to both sides of (16) and then reorganiz-
ing and taking expectation, we have

E
[
∥∇F (wr)∥2

]
≤ a2 +

2.4

qr
G2L2τ̄2η2l (34)
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+
Lτ̄ηl
qr

(
Lτ̄ηl
Mr

+
ηg
M2

r

)
σ2

∑
i∈Mr

1

τr,i
,

where a2 = 2(E[F (wr)−F (w∗)]−E[F (wr+1)−F (w∗)])
τ̄ηgηlqr

. To derive

an upper bound of
∑

i∈Mr

1
τr,i

in (34), we define κr
∆
=

max
r,i∈Mr

{
τ̄

τr,i

}
, and rewrite (34) as

E
[
∥∇F (wr)∥2

]
≤a2+

2.4

qr
G2L2τ̄2η2l +

Lηl
qr

(
Lτ̄ηl+

κrηg
Mr

)
σ2.

(35)

By summing up (35) from r = 1, · · · , R and dividing both
sides of the resulting inequality by R, we obtain

1

R

R∑
r=1

E
[
||∇F (wr)||2

]
≤ EM

[
1

R

R∑
r=1

a2 (36)

+
1

R

R∑
r=1

2.4

qr
G2L2τ̄2η2l +

1

R

R∑
r=1

Lηl
qr

(
Lτ̄ηl +

κrηg
Mr

)
σ2

]
,

where EM[·] takes expectation over the past device scheduling
decisions, i.e., M = {Mr|r = 1, · · · , R}. Define q

∆
=

min
r
{qr}, κ

∆
= max

r
{κr}, and M

∆
= min

r
{Mr} with M ≥ 1,

and further rescale the RHS of (36). We finally obtain

1

R

R∑
r=1

E
[
||∇F (wr)||2

]
≤ 2[F (w1)− F (w∗)]

τ̄ ηgηlqR
(37)

+
2.4

q
G2L2τ̄2η2l +

Lηl
q

(
Lτ̄ηl +

κηg
M

)
σ2,

which completes this proof.

APPENDIX D
PROOF OF THEOREM 3

For illustration convenience, we suppress the indexes of
training rounds and devices, i.e., r and i. The transmission
rate u monotonically increases w.r.t b > 0, since

du

db
=

1

ln 2

(
ln

(
1 +

ph2

bN0

)
− ph2

bN0 + ph2

)
> 0. (38)

We can prove by contradiction that t∗r must be equal for all
selected devices under the optimal bandwidth allocation. To
see it, we first assume that b

′
denotes the optimal bandwidth

allocation, with tr,i inconsistent across devices, and let the
fastest and slowest devices be denoted by m, n, respectively.
Due to synchronous aggregation, the total delay of each round
is determined by the slowest device. Then according to (38),
the bandwidth bm allocated to Device m can be partially
reassigned to Device n to increase its transmission rate and in
turn decrease the total latency determined by Device n. Such
an operation can be repeated continuously until a solution b∗

of Problem P3 is obtained when the latency tr,i of all the
selected devices is the same. The solution b∗ clearly leads to
a strictly smaller objective in (20a) than that of “optimal” b

′
,

leading to a contradiction. Having proved that t∗r is equal, the

optimal bandwidth allocation can be obtained by solving the
following system of equations: tcomp

r,i + S

b∗r,i log2

(
1+

pih
2
r,i

b∗
r,i

N0

) = t∗r ,∀i ∈Mr∑
i∈Mr

b∗r,i = B.
(39)

By leveraging the definition of Lambert-W function, the the-
orem readily follows.

APPENDIX E
PROOF OF THEOREM 4

Consider the currently selected subset of devices, denoted
as Qk, including Q devices, and the objective function (19a).
If the introduction of another device i ∈ K\Qk into Qk allows
for a further decrease of (19a), then we have

Q+ 1 + γ

(Q+ 1)2

(
∆+

1

τr,i

)
<

Q+ γ

Q2
∆, (40)

where ∆ =
∑

q∈Qk

1
τr,q

. This readily implies (24), the proof
is thus complete.
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