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Abstract—In this paper, we investigate the potential of recon-
figurable intelligent surfaces (RISs) in facilitating passive/device-
free three-dimensional (3D) drone localization within existing
cellular infrastructure operating at millimeter-wave (mmWave)
frequencies and employing multiple antennas at the transceivers.
The developed localization system operates in the bi-static mode
without requiring direct communication between the drone and
the base station. We analyze the theoretical performance limits
via Fisher information analysis and Cramér Rao lower bounds
(CRLBs). Furthermore, we develop a low-complexity yet effec-
tive drone localization algorithm based on coordinate gradient
descent and examine the impact of factors such as radar cross
section (RCS) of the drone and training overhead on system
performance. It is demonstrated that integrating RIS yields
significant benefits over its RIS-free counterpart, as evidenced
by both theoretical analyses and numerical simulations.

Index Terms—Cramér Rao lower bound (CRLB), millimeter
wave (mmWave), passive 3D drone localization, reconfigurable
intelligent surface (RIS).

I. INTRODUCTION

Radio localization presents various formats depending on
the interaction between the target and the base station (BS).
When the target actively communicates with the BS, it consti-
tutes active localization, commonly utilized in fifth generation
(5G) and ultra-wideband (UWB) localization [1]. Conversely,
passive localization approaches, prevalent in radar sensing
applications, come into play when the target does not commu-
nicate with the radar or BS. In addition, localization systems
can be further categorized into mono-static or bi-static mode
based on the collocation of the emitter/transmitter and receiver
of pilot signals.

In the existing cellular systems, radar sensing is gaining
tremendous momentum owing to the emergence of inte-
grated communication and sensing (ISAC) paradigms [2].
This innovation enables cellular BSs, traditionally focusing on
communications, to incorporate sensing functionalities such
as drone detection, localization, and tracking [3]. In our
latest work [4], we investigated drone detection leveraging
reconfigurable intelligent surfaces (RISs) in millimeter-wave
(mmWave) multiple-input multiple-output (MIMO) networks
and examined the impact of various system parameters, in-
cluding radar cross section (RCS) [5], on detection probability.
Additional works in this domain can be found in [6], [7].

In this paper, we further extend our previous work to device-
free three-dimensional (3D) drone localization, leveraging an
RIS to enhance its performance within a bi-static setup. We
develop a practical localization algorithm with low com-
putational complexity based on coordinate gradient descent
(CGD) while achieving performance close to the theoretical
limits characterized by Fisher information analysis and the
Cramér Rao lower bound (CRLB). Simulation results verify
the feasibility of passive drone localization within cellular
mmWave MIMO networks assisted by RISs, showcasing the
advantages brought through the introduction of RISs.

Notations: A bold lowercase letter a denotes a vector, and
a bold capital letter A denotes a matrix. The operators (·)∗,
(·)T, (·)H, and (·)−1 denote the matrix or vector conjugate,
transpose, Hermitian transpose, and inverse, respectively. [a]m,
[A]mn, and [A]:,m:n denote the mth element of a, the (m,n)th
element of A, and the submatrix of A formed by its elements
in the columns m,m + 1, . . . , n. diag(a) denotes a square
diagonal matrix with the entries of a on its diagonal, vec(A)
denotes the vectorization of A by stacking the columns of the
matrix A on top of one another, A⊗B denotes the Kronecker
product of A and B, rank(A) returns the rank of matrix A,
Tr(A) denotes the trace of A, E[·] is the expectation operator,
0 denotes the all-zero vector, IM denotes the M ×M identity
matrix, and j =

√
−1. ∥ · ∥F denotes the Frobenius norm of

a matrix, | · | returns the absolute value of a complex number,
and ∥ · ∥2 denotes the Euclidean norm of a vector. Finally,
ℜ{·} returns the real part of its complex argument.

II. SYSTEM MODEL

Fig. 1 showcases a novel device-free drone localization sys-
tem deployed on the roof of a high-rise building. It comprises
a mmWave BS, a passive RIS without any radio frequency
(RF) chains and baseband processing units, and a receiving
user equipment (UE), all possessing a uniform planar array
(UPA) structure with multiple antennas or elements. This
configuration resembles a conventional bi-static radar system
with spatial separation of the transmitter and receiver, but
harnesses augmented capabilities through the introduction of
an RIS. All the three network nodes serve as positioning
reference nodes, a.k.a. anchors. The BS array aligns with
the y-z plane, while the RIS and UE arrays are oriented
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Fig. 1: Device-free drone localization system consists of a
mmWave BS, an RIS, and a receiving UE, deployed on the
roof of a high-rise building.

parallel to the x-y plane, facing towards the sky. To improve
sounding efficiency, the BS employs a multi-beam approach
with one fixed beam towards the RIS and one time-varying
beam towards the sky. The primary goal of such a system is
to localize a flying drone with a relatively low RCS, without
requiring information exchange between the drone and the BS.

A. mmWave Channel Model

In contrast to sub-6GHz wireless channels, mmWave chan-
nels exhibit poor-scattering property. Furthermore, since we
consider an open space scenario, we focus solely on the line-
of-sight (LoS) path when modelling the mmWave channels.
Intuitively, the RIS should be placed in the proximity of the
BS, with the potential to reduce the path loss. The channel
between the BS and the RIS, denoted as H1 ∈ CMR×MB ,
where MR and MB represent the number of RIS elements and
BS antennas respectively, can be effectively characterized us-
ing the Saleh-Valenzuela channel model [8], a widely adopted
approach, as

H1 =
e−j2πd1/λ

√
ρ1

αx(θr,1, ϕr,1)⊗αy(θr,1, ϕr,1)(
αy(θt,1, ϕt,1)⊗αz(ϕt,1)

)H
, (1)

where ρ1 represents the path loss, and d1 denotes the distance
between the BS and RIS. The term λ corresponds to the
wavelength of the carrier frequency, while θr,1 (= θt,1)
and ϕr,1 (= ϕt,1) are the azimuth and elevation angles of
arrival (departure) associated with H1, respectively. Here, the
subscripts t and r denote the transmitter and receiver, respec-
tively. To be specific, the array response vectors αx(θr,1, ϕr,1),
αy(θr,1, ϕr,1), αy(θt,1, ϕt,1), and αz(ϕt,1) can be written
as [9]

αx(θr,1, ϕr,1) =
[
e−j

2πdR,x
λ

(
MR,x−1

2

)
cos(θr,1) sin(ϕr,1),

· · · , ej
2πdR,x

λ

(
MR,x−1

2

)
cos(θr,1) sin(ϕr,1)

]T
, (2)

αy(θr,1, ϕr,1) =
[
e−j

2πdR,y
λ

(
MR,y−1

2

)
sin(θr,1) sin(ϕr,1),

· · · , ej
2πdR,y

λ

(
MR,y−1

2

)
sin(θr,1) sin(ϕr,1)

]T
, (3)

αy(θt,1, ϕt,1) =
[
e−j

2πdB,y
λ

(
MB,y−1

2

)
sin(θt,1) sin(ϕt,1),

· · · , ej
2πdB,y

λ

(
MB,y−1

2

)
sin(θt,1) sin(ϕt,1)

]T
, (4)

αz(ϕt,1) =
[
e−j

2πdB,z
λ

(
MB,z−1

2

)
cos(ϕt,1),

· · · , ej
2πdB,z

λ

(
MB,z−1

2

)
cos(ϕt,1)

]T
, (5)

where MR = MR,xMR,y with MR,x and MR,y being the
number of RIS elements along the x axis and y axis, re-
spectively. Additionally, dR,x and dR,y represent the inter-
element spacing for RIS elements along the x-axis and y-axis
respectively. Similarly, MB = MB,y × MB,z , with MB,y and
MB,z denoting the number of BS antennas along the y-axis
and z-axis, respectively. Furthermore, dB,y and dB,z represent
the inter-element spacing for BS antennas along the y-axis and
z-axis, respectively.

Similarly, the remaining channels (marked in Fig. 1), e.g.,
h2 ∈ C1×MB , h3 ∈ C1×MR , h4 ∈ CMU×1, and H5 ∈ CMU×MB

can be presented in the same manner, listed below:

h2 =
e−j2πd2/λ

√
ρ2

(
αy(θt,2, ϕt,2)⊗αz(ϕt,2)

)H
, (6)

h3 =
e−j2πd3/λ

√
ρ3

(
αx(θt,3, ϕt,3)⊗αy(θt,3, ϕt,3)

)H
, (7)

h4 =
e−j2πd4/λ

√
ρ4

αx(θr,4, ϕr,4)⊗αy(θr,4, ϕr,4), (8)

H5 =
e−j2πd5/λ

√
ρ5

αx(θr,5, ϕr,5)⊗αy(θr,5, ϕr,5)(
αy(θt,5, ϕt,5)⊗αz(ϕt,5)

)H
, (9)

where MU is the number of UE antennas, d2(ρ2), d3(ρ3), and
d4(ρ4) are the distance (path loss) between the drone and the
BS, the RIS, and the UE, respectively, d5(ρ5) is the distance
(path loss) between the BS and the UE. θt,i and ϕt,i are the
azimuth and elevation angles of departure associated with hi

for i = 2, 3, and θr,4 (θr,5) and ϕr,4 (ϕr,5) are the azimuth
and elevation angles of arrival associated with h4 (H5). θt,5
and ϕt,5 are the azimuth and elevation angles of departure
associated with H5. In this device-free drone localization
system, H5 is the direct channel between the BS and the UE,
which serves as an interference link.

B. Downlink Sounding Procedure

The sounding procedure, illustrated in Fig. 2, involves the
BS transmitting beamformed pilot signals over the downlink
to illuminate both the RIS and a specific portion of the sky si-
multaneously, employing a multi-beam approach. Meanwhile,
the RIS adjusts its beams to cover a designated area of the sky
where the drone might be located. The BS beam f0 ∈ CMB
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Fig. 2: The sounding framework for passive drone localization,
where two beams f0, fk ∈ CMB×1 are concurrently employed
at the BS, the former fixed beam towards the RIS and the
latter time-varying beam towards the sky, and one time-varying
beam ωk ∈ CMR×1 is considered at the RIS towards the sky,
during time slot k.

(∥f0∥2 =
√
MB) directed towards the RIS remains fixed

over time, while the BS beam fk ∈ CMB (∥fk∥2 =
√
MB)

and the RIS beam ωk ∈ CMR (∥ωk∥2 =
√
MR) directed

towards the sky vary with time, for k = 1, · · · ,K, with K
indicating the level of training overhead. We guarantee that
the pairs of BS beams are mutually orthogonal, i.e., fH0 fk = 0,
∀k. Each element of RIS phase profile ωk satisfies unit-
modulus constraint, i.e., |[ωk]i| = 1, for ∀i. The pilot signals
transmitted from the BS traverse various paths to reach the UE,
including a direct path (BS-UE), a single-bounce path (BS-
drone-UE), and a double-bounce path (BS-RIS-drone-UE).

We assume that the exact locations of the RIS and UE are
known to the BS. In this sense, the BS can take full advantage
of such prior information and use it for the purpose of beam
design during the sounding procedure. It should be noted that
during the sounding procedure, the beam design at the BS
and RIS is essential for the passive 3D drone localization
systems. By following the maximum ratio transmission (MRT)
principle based on the known positions of the BS and RIS, we
set f0 =

(
αy(θt,1, ϕt,1)⊗αz(ϕt,1)

)
. To further make the BS

beams f0, fk orthogonal and mitigate the interference from H5,
we define g0 =

(
αy(θt,5, ϕt,5)⊗αz(ϕt,5)

)
and constrain the

remaining beams (i.e., fk, for k = 1, · · · ,K) to lie within the
null space of the matrix FH, where F = [f0, g0]. As a result,
fHk f0 = fHk g0 = 0, ∀k.

C. Signal Model

The received signal at the receiving UE during the time slot
k can be expressed as

yk = ζh4(h3diag(ωk)H1Fksk + h2Fksk) +H5Fksk + nk,
(10)

where ζ is the reflection coefficient of the drone, a.k.a. RCS,
Fk = [f0, fk], sk = [s0, sk]

T, and the transmitted pilot
symbols during each time slot satisfy the following sum power
constraint: E{|s0|2} + E{|sk|2} = P for ∀k. Without loss
of generality, we set s0 = sk =

√
P/2. The additive noise

vector at the UE follows complex Gaussian distribution, i.e.,
nk ∼ CN (0, σ2IMU). Note that the interference term H5Fksk
is equal to H5f0s0 due to H5fk = 0. Namely, the interference
comes only from the beam f0. By carefully choosing the
locations of the RIS and UE, we can further reduce and even

eliminate the interference term in Eq. (10). The signal vector
yk in (10) can be further expressed as

yk = ζh4(h3diag(αx(θr,1, ϕr,1)⊗αy(θr,1, ϕr,1))ωk

× e−j2πd1/λ

√
ρ1

(
αy(θt,1, ϕt,1)⊗αz(ϕt,1)

)H
xk

+ h2xk) +H5xk + nk

=
√
P/2

e−j2πd1/λ

√
ρ1

MBζh4h3

× diag(αx(θr,1, ϕr,1)⊗αy(θr,1, ϕr,1))ωk

+
√
P/2ζh4h2f̄k +

√
P/2H5f̄k + nk, (11)

where xk = Fksk and f̄k = f0+ fk. By stacking {yk} column
by column, the received signal can be expressed as

Y =
√

P/2H̃Ω̄+
√
P/2ĤF̄+

√
P/2H5F̄+N, (12)

where Ω̄ = [diag(αx(θr,1, ϕr,1) ⊗
αy(θr,1, ϕr,1))ω1, · · · ,diag(αx(θr,1, ϕr,1) ⊗
αy(θr,1, ϕr,1))ωK ], F̄ = [f̄1, · · · , f̄K ], and N =
[n1, · · · ,nK ]. The two cascaded channels H̃ and Ĥ
are function of ζ, h4, h3, and h2, as

H̃ = ζMB
e−j2πd1/λ

√
ρ1

h4h3 = ϵ̃αx(θr,4, ϕr,4)αx(θt,3, ϕt,3)
H

⊗αy(θr,4, ϕr,4)αy(θt,3, ϕt,3)
H, (13)

Ĥ = ζh4h2 = ϵ̂αx(θr,4, ϕr,4)αy(θt,2, ϕt,2)
H

⊗αy(θr,4, ϕr,4)αz(ϕt,2)
H, (14)

where ϵ̃ = ζMB
e−j2πd1/λ

√
ρ1

e−j2πd4/λ
√
ρ4

e−j2πd3/λ
√
ρ3

and ϵ̂ =

ζ e−j2πd4/λ
√
ρ4

e−j2πd2/λ
√
ρ2

.
Since we assume that the angular parameters in H1 are

known a priori due to the known positions of the BS and
RIS, diag(αx(θr,1, ϕr,1) ⊗ αy(θr,1, ϕr,1)) is known in Ω̄.
Therefore, in Eq. (12), both Ω̄ and F̄ are known to the UE.
Recall that the goal of the study is to localize the drone in
a passive device-free manner based on the received signal
Y at the UE. The unknown parameters in H̃ are h3, h4,
ζ, and e−j2πd1/λ

√
ρ1

. In Ĥ, all the three terms, i.e., ζ, h4, and

h2, are unknown. Both H̃ and Ĥ are rank-one matrices. In
the considered localization system, we have three reference
nodes, i.e., the BS, the UE, and the RIS. Provided that we can
estimate the angular parameters in h2, h3, and h4, i.e., θt,2,
ϕt,2, θt,3, ϕt,3, θr,4, and ϕr,4, from the received signal Y in
Eq. (12), we can exploit the Triangulation localization method
to calculate the 3D coordinate of the drone, realizing passive
3D drone localization.

III. PERFORMANCE LIMIT ANALYSIS

In this section, we characterize the 3D drone localiza-
tion via Fisher information analysis and CRLB. Accord-
ing to Eqs. (13) and (14), the unknown parameters in the
received signal in Eq. (12) are complex-valued ϵ̂ and ϵ̃
as well as real-valued θt,2, ϕt,2, θt,3, ϕt,3, θr,4, and ϕr,4.
We stack all the unknown parameters into a vector η =



[ℜ(ϵ̃) ℑ(ϵ̃) ℜ(ϵ̂) ℑ(ϵ̂) θt,2 ϕt,2 θt,3 ϕt,3 θr,4 ϕr,4]
T ∈ R10.

The vectorized received signal can be expressed as

y =
√
P/2ϵ̃(Ω̄

T ⊗ IMU)(α
∗
x(θt,3, ϕt,3)⊗α∗

y(θt,3, ϕt,3)

⊗αx(θr,4, ϕr,4)⊗αy(θr,4, ϕr,4))

+
√

P/2ϵ̂(F̄T ⊗ IMU)(α
∗
y(θt,2, ϕt,2)⊗α∗

z(ϕt,2)

⊗αx(θr,4, ϕr,4)⊗αy(θr,4, ϕr,4))+

√
P

2
vec(H5F̄)+n,

(15)

where y = vec(Y), and n = vec(N). The Fisher information
matrix J ∈ C10×10 for η is written as [10]

[J]mn =
2

σ2
ℜ
{ ∂µH

[η]m

∂µ

[η]n

}
, (16)

where µ is the noise- and interference-free
signal from Eq. (15). The details on ∂µ

[η]n
are provided in Eqs. (17)–(26), where Φ1 =
−jπ cos(θt,2) sin(ϕt,2)diag([−MB,y−1

2 , · · · , MB,y−1
2 ]),

Φ2 = −jπ sin(θt,2) cos(ϕt,2)diag([−MB,y−1
2 , · · · , MB,y−1

2 ]),
Φ3 = jπ sin(ϕt,2)diag([−MB,z−1

2 , · · · , MB,z−1
2 ]),

Φ4 = jπ sin(θt,3) sin(ϕt,3)diag([−MR,x−1
2 , · · · , MR,x−1

2 ]),
Φ5 = −jπ cos(θt,3) sin(ϕt,3)diag([−MR,y−1

2 , · · · , MR,y−1
2 ]),

Φ6 = −jπ cos(θt,3) cos(ϕt,3)diag([−MR,x−1
2 , · · · , MR,x−1

2 ]),
Φ7 = −jπ sin(θt,3) cos(ϕt,3)diag([−MR,y−1

2 , · · · , MR,y−1
2 ]),

Φ8 = −jπ sin(θr,4) sin(ϕr,4)diag([−MU,x−1
2 , · · · , MU,x−1

2 ]),
Φ9 = jπ cos(θr,4) sin(ϕr,4)diag([−MU,y−1

2 , · · · , MU,y−1
2 ]),

Φ10 = jπ cos(θr,4) cos(ϕr,4)diag([−MU,x−1
2 , · · · , MU,x−1

2 ]),
Φ11 = jπ sin(θr,4) cos(ϕr,4)diag([−MU,y−1

2 , · · · , MU,y−1
2 ]).

In this work, we only consider the angular parameter esti-
mates for passive 3D drone localization. The transform matrix,
a.k.a. Jacobian matrix, is calculated based on the geometrical
relationship among the network nodes [10]. In its first six
columns, the transform matrix T ∈ R3×10 has only non-zero
elements in the following places:

[T]15 = ∂θt,2/∂xD = − sin(θt,2)

d2 cos(ϕt,2)
, (27)

[T]25 = ∂θt,2/∂yD =
cos(θt,2)

d2 cos(ϕt,2)
, (28)

[T]16 = ∂ϕt,2/∂xD = −cos(θt,2) sin(ϕt,2)

d2
, (29)

[T]26 = ∂ϕt,2/∂yD = − sin(θt,2) sin(ϕt,2)

d2
, (30)

[T]36 = ∂ϕt,2/∂zD =
cos(ϕt,2)

d2
, (31)

where (xD, yD, zD) is the 3D coordinate of the drone. Similarly,
we can calculate the non-zero entries within [T]:,7:10. The
localization error bound in terms of root mean square error
(RMSE) can be characterized by

σp̂D =
√

E{(pD − p̂D)T(pD − p̂D)}

≥
√
Tr

{(
TJTT

)−1
}
, (32)

where pD = (xD, yD, zD) and p̂D is its estimate.

IV. DRONE LOCALIZATION ALGORITHM

For the sake of tractability, we develop a multi-stage local-
ization approach: i) estimation of {h4,h2,h3}, ii) extraction
of {θt,2, ϕt,2, θt,3, ϕt,3, θr,4, ϕr,4}, and iii) mapping the esti-
mates from step ii) to the 3D drone location.

A. CGD Based Channel Estimation

In the first stage, we resort to CGD for estimating h4, h2,
and h3 in a sequential manner. The objective is to minimize

min f(h2,h3,h4) =
∥∥∥Y−

√
P/2H̃Ω̄−

√
P/2ĤF̄

∥∥∥2
F
. (33)

The CGD approach provides the solutions for the three
variables iteratively until convergence or reaching a certain
stopping criterion. The major updating steps are summarized
in the following:

h
(k)
4 = h

(k−1)
4 − η

∂f
(
h
(k−1)
2 ,h

(k−1)
3 ,h4

)
∂h4

∣∣∣∣
h4=h

(k−1)
4

, (34)

h
(k)
2 = h

(k−1)
2 − η

∂f
(
h2,h

(k−1)
3 ,h

(k)
4

)
∂h2

∣∣∣∣
h2=h

(k−1)
2

, (35)

h
(k)
3 = h

(k−1)
3 − η

∂f
(
h
(k)
2 ,h3,h

(k)
4

)
∂h3

∣∣∣∣
h3=h

(k−1)
3

, (36)

where η is the step size and superscript (k) specifies the
iteration index. The above gradient terms are further detailed
below:

∂f
(
h
(k−1)
2 ,h

(k−1)
3 ,h4

)
∂h4

= DHDh4 −DHvec(Y),

∂f
(
h2,h

(k−1)
3 ,h

(k)
4

)
∂h2

=
(
BHBh2 −BHvec(Y1)

)T
,

∂f
(
h
(k)
2 ,h3,h

(k)
4

)
∂h3

=
(
CHCh3 −CHvec(Y2)

)T
,

where

Y1 = Y −
√
P/2h

(k)
4 h

(k−1)
3 Ω̄, (37)

Y2 = Y −
√
P/2h

(k)
4 h

(k)
2 F̄, (38)

B =
√

P/2
(
F̄T ⊗ h

(k)
4

)
, (39)

C =
√

P/2
(
Ω̄

T ⊗ h
(k)
4

)
, (40)

D =
(√

P/2h
(k−1)
3 Ω̄+

√
P/2h

(k−1)
2 F̄

)T

⊗ IMU . (41)

Remark 1: Here, we integrate ζ into h4 for the sake
of simplicity. Intuitively, the scaling coefficient ζ will bring
a significant impact on the estimation results, verified in
Section V.

Remark 2: We employ the iterative CGD method for
the channel vector estimation due to its low computational
complexity. Alternatively, one can also exploit nuclear norm



∂µ

[η]1
=

√
P/2(Ω̄

T ⊗ IMU)(α
∗
x(θt,3, ϕt,3)⊗α∗

y(θt,3, ϕt,3)⊗αx(θr,4, ϕr,4)⊗αy(θr,4, ϕr,4)), (17)

∂µ

[η]2
= j

√
P/2(Ω̄

T ⊗ IMU)(α
∗
x(θt,3, ϕt,3)⊗α∗

y(θt,3, ϕt,3)⊗αx(θr,4, ϕr,4)⊗αy(θr,4, ϕr,4)), (18)

∂µ

[η]3
=

√
P/2(F̄T ⊗ IMU)(α

∗
y(θt,2, ϕt,2)⊗α∗

z(ϕt,2)⊗αx(θr,4, ϕr,4)⊗αy(θr,4, ϕr,4)), (19)

∂µ

[η]4
= j

√
P/2(F̄T ⊗ IMU)(α

∗
y(θt,2, ϕt,2)⊗α∗

z(ϕt,2)⊗αx(θr,4, ϕr,4)⊗αy(θr,4, ϕr,4)), (20)

∂µ

[η]5
=

√
P/2ϵ̂(F̄T ⊗ IMU)(Φ1α

∗
y(θt,2, ϕt,2)⊗α∗

z(ϕt,2)⊗αx(θr,4, ϕr,4)⊗αy(θr,4, ϕr,4)), (21)

∂µ

[η]6
=

√
P/2ϵ̂(F̄T ⊗ IMU)((Φ2α

∗
y(θt,2, ϕt,2)⊗α∗

z(ϕt,2) +α∗
y(θt,2, ϕt,2)⊗Φ3α

∗
z(ϕt,2))⊗αx(θr,4, ϕr,4)⊗αy(θr,4, ϕr,4)), (22)

∂µ

[η]7
=

√
P

2
ϵ̃(Ω̄

T ⊗ IMU)((Φ4α
∗
x(θt,3, ϕt,3)⊗α∗

y(θt,3, ϕt,3)+(α
∗
x(θt,3, ϕt,3)⊗Φ5α

∗
y(θt,3, ϕt,3))⊗αx(θr,4, ϕr,4)⊗αy(θr,4, ϕr,4)),

(23)

∂µ

[η]8
=

√
P

2
ϵ̃(Ω̄

T ⊗ IMU)((Φ6α
∗
x(θt,3, ϕt,3)⊗α∗

y(θt,3, ϕt,3)+(α
∗
x(θt,3, ϕt,3)⊗Φ7α

∗
y(θt,3, ϕt,3))⊗αx(θr,4, ϕr,4)⊗αy(θr,4, ϕr,4)),

(24)

∂µ

[η]9
=

√
P

2
ϵ̃(Ω̄

T ⊗ IMU)(α
∗
x(θt,3, ϕt,3)⊗α∗

y(θt,3, ϕt,3)⊗ (Φ8αx(θr,4, ϕr,4)⊗αy(θr,4, ϕr,4)+αx(θr,4, ϕr,4)⊗Φ9αy(θr,4, ϕr,4)))

+

√
P

2
ϵ̂(F̄T ⊗ IMU)(α

∗
y(θt,2, ϕt,2)⊗α∗

z(ϕt,2)⊗ (Φ8αx(θr,4, ϕr,4)⊗αy(θr,4, ϕr,4) +αx(θr,4, ϕr,4)⊗Φ9αy(θr,4, ϕr,4))), (25)

∂µ

[η]10
=

√
P

2
ϵ̃(Ω̄

T⊗IMU)(α
∗
x(θt,3, ϕt,3)⊗α∗

y(θt,3, ϕt,3)⊗(Φ10αx(θr,4, ϕr,4)⊗αy(θr,4, ϕr,4)+αx(θr,4, ϕr,4)⊗Φ11αy(θr,4, ϕr,4)))

+

√
P

2
ϵ̂(F̄T ⊗ IMU)(α

∗
y(θt,2, ϕt,2)⊗α∗

z(ϕt,2)⊗ (Φ10αx(θr,4, ϕr,4)⊗αy(θr,4, ϕr,4) +αx(θr,4, ϕr,4)⊗Φ11αy(θr,4, ϕr,4))).

(26)

minimization, posing a regularized optimization problem [11].
However, this approach entails inevitably higher complexity,
particularly when the numbers of RIS elements and BS anten-
nas are large, leading to larger-sized matrices H̃ and Ĥ.

B. Angular Parameter Estimation via 2D Search

In the second stage, we extract the angular parameters from
the estimate of hi, denoted as ĥi, for i = 2, 3, 4. Based on two-
dimensional (2D) search, we can find the angular parameter
estimates, θ̂t,i, ϕ̂t,i, for i = 2, 3, 4, as follows:

θ̂t,2, ϕ̂t,2 = argmax
θt,2,ϕt,2

∣∣∣ĥ2

(
αy(θt,2, ϕt,2)⊗αz(ϕt,2)

)∣∣∣,
θ̂t,3, ϕ̂t,3 = argmax

θt,3,ϕt,3

∣∣∣ĥ3

(
αx(θt,3, ϕt,3)⊗αy(θt,3, ϕt,3)

)∣∣∣,
θ̂r,4, ϕ̂r,4 = argmax

θr,4,ϕr,4

∣∣∣ĥH
4

(
αx(θr,4, ϕr,4)⊗αy(θr,4, ϕr,4)

)∣∣∣.
C. Drone Location Mapping

Based on the estimated angular parameters
{θ̂t,2, ϕ̂t,2, θ̂t,3, ϕ̂t,3, θ̂r,4, ϕ̂r,4}, we in the last stage calculate
the 3D drone location by taking into consideration the
geometrical relationship between the drone and the other
network nodes in the spherical coordinate system. We apply
the least squares (LS) principle for mapping those angular

estimates to the 3D position estimate of the drone, p̂D, as [4,
sec. IV.A]

p̂D = (BB +BR +BU)
−1

(BBpB +BRpR +BUpU) , (42)

where BB ≜ I3 − ξ̂Bξ̂
T

B with ξ̂B ≜
[cos(θ̂t,2) cos(ϕ̂t,2), sin(θ̂t,2) cos(ϕ̂t,2), sin(ϕ̂t,2)]

T,
BR ≜ I3 − ξ̂Rξ̂

T

R with ξ̂R ≜
[cos(θ̂t,3) cos(ϕ̂t,3), sin(θ̂t,3) cos(ϕ̂t,3), sin(ϕ̂t,3)]

T,
BU ≜ I3 − ξ̂Uξ̂

T

U with ξ̂U ≜
[cos(θ̂r,4) cos(ϕ̂r,4), sin(θ̂r,4) cos(ϕ̂r,4), sin(ϕ̂r,4)]

T, and
pB, pR, and pU are the 3D coordinates of the BS, the RIS,
and UE, respectively.

V. SIMULATION RESULTS

In this section, we evaluate the performance of the RIS-
assisted drone localization systems using the following pa-
rameter configuration: MB = 8 × 8,MU = 4 × 4, and
MR = 6 × 6. The locations of the BS, RIS, drone, and
UE are specified as (0, 0, 26), (0, 0.5, 25.5), (3, 3, 30), and
(2, 2, 24), respectively. The path loss ρi is defined as ρi = dΓi
with Γ = 2. Leveraging geometric relationships, we compute
angular parameters for each of the five individual channels.
The channel bandwidth B is fixed as 20 MHz, yielding a noise
variance of σ2 = −174 dBm+10 log10(B) = −101 dBm. The
signal-to-noise ratio (SNR) P/σ2 is varied from −10 dB to 10
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Fig. 3: RMSE performance with and without RIS, where K =
60 and ζ = 1.
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Fig. 4: RMSE performance with various K values and ζ = 1.

dB. A straightforward benchmark involves comparing drone
localization performance without an RIS, relying solely on
two reference nodes within the system. The simulation results,
depicted in Fig. 3, reveal a significant improvement with the
introduction of an RIS, particularly evident in the low SNR
regime. In the legend, “Proposed” stands for the developed
practical localization algorithm based on CGD.

We examine the impact of training overhead on perfor-
mance. Various levels of training overhead, i.e., K values, are
considered. The simulation results are illustrated in Fig. 4. As
expected, higher training overhead leads to improved drone
localization performance.

The RCS values play a pivotal role in affecting the per-
formance. Hence, we evaluate the following three cases:
ζ ∈ {0.5, 1, 2}. The simulation results are depicted in Fig. 5.
Notably, RCS values exhibit a substantial impact on the
accuracy of angular parameter estimation (as discussed in
Section IV-B), which in turn affects the passive 3D drone
localization performance.

VI. CONCLUSIONS

In this paper, we have investigated device-free drone lo-
calization within RIS-assisted mmWave MIMO networks,

-10 -5 0 5 10
SNR

10-1

100

101

R
M

SE

Fig. 5: RMSE performance with K = 60 and ζ ∈ {0.5, 1, 2}.

specifically focusing on scenarios where direct communication
between the drone and the BS is absent. We have theoretically
analyzed the performance limits via Fisher information analy-
sis as well as CRLB and developed a practical localization
algorithm based on CGD. Furthermore, we have examined
various system parameters to offer insights for the prospective
deployment of such systems. The optimal power allocation
among the BS beams will be considered in our future work.
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