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Abstract

In this work a set of simulations that aim at the optimization of gaseous detectors for applications in X-ray fluorescence

imaging in the energy range of 3 – 30 keV is presented. By studying the statistical distribution of the radiation inter-

actions with gases, the energy resolution limits after charge multiplication for 6 keV X-ray photons in Ar/CO2(70/30)

and Kr/CO2(90/10) were calculated, obtaining energy resolutions of 15.4(4)% and 14.6(2)% respectively. The detec-

tor design was also studied to reduce the presence of escape peaks and complement a model to evaluate the inevitable

X-ray fluorescence of copper generated by the conductive materials inside the detector.

Keywords: Gas Electron Multiplier, X-ray fluorescence imaging, GEM copper fluorescence

1. Introduction

Micro-pattern gaseous detectors (MPGD) [1, 2, 3, 4] have earned their place in high energy physics and particle

physics experiments due to their performance as charge multiplication devices in tracking and particle identifying

detectors. MPGDs are a key component in the construction and performance of this type of detectors, but have also

reached other applications, showing promising results in the detection of low energy X-ray photons while providing

a good position sensitivity, necessary, for example, for cultural heritage studies[5, 6] that can even be complemented

with tomography techniques [7]. The main advantage of using such technology is the capability to cover a larger area

(≥ 100 cm2) when compared to solid state detectors, without the need to scan the samples. These techniques have

undergone a steady development in the past few years, but there is room to optimize parameters of the detector to

obtain more reliable results in this energy range.

In this work a set of simulations is presented focused on the optimization of detectors based on gas electron

multipliers (GEM) for X-ray detection. The energy range of interest goes from 3 keV to 30 keV, covering the K or L
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Figure 1: Detector setup used for X-ray fluorescence. Not to scale.

emission lines of most elements. The final aim is the suppression of escape peaks, improving the detection efficiency,

and the reduction of the copper fluorescence background generated by the conductive layers of the detector. The

simulations were done using Garfield++ libraries[8] and standard C++ code.

In section 2, results regarding the photon conversion efficiency and the energy resolution limits that can be achieved

with GEM-based gaseous detectors in the desired energy range are presented. Section 3 shows results related to the

photon escape probability and a proposal to reduce the escape peak contribution to the energy spectrum. Since

this work is focused in X-ray fluorescence analysis and imaging, a model that describes the extra fluorescence peak

generated by the presence of copper in GEM foils was also studied, as described in section 4.

2. Detection efficiency

The X-ray fluorescence imaging setup consists of a triple-GEM foil detector that is operated at atmospheric pres-

sure, using argon and carbon dioxide mixtures at different relative concentrations. The gas flow is set to 6 L/h and

the detector is operated with gain close to 2×104. The sample is irradiated by a commercial X-ray tube and, by using

a pin-hole geometry, the image is projected on the detector as shown in figure 1. After the charge multiplication,

the electrons are collected by a segmented strip readout (256 strips for each dimension) interconnected by resistors

that allow to reconstruct the position of the interaction by resistive charge division (more details can be found in [9]).

There are 20 cm of air and a 100 µm kapton window between the source and the detector, resulting in most of the

radiation below 3 keV being absorbed, leading to a limitation on the lowest energy that can be detected. Two different

configurations of the detector’s absorption region — where the conversion of the photons in electron-ion pairs takes

place — were considered, one with 1 cm and the other with 3 cm.

Figure 2 shows the simulated detector efficiency (calculated using the data table from [10]) for three different

gas mixtures, Ar/CO2(70/30), Ne/CO2(90/10) and Kr/CO2(90/10), the attenuation due to the air between the sample
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Figure 2: Computed detection efficiency for three different noble gaseous mixtures.

and the detector and due to the kapton window are included in the calculation. Comparing between the different

configurations, argon and krypton shows an efficiency of the same order of magnitude up to 14 keV. Above this

energy, krypton shows a higher efficiency due to the K absorption edge. Neon has a detection efficiency that is

approximately one order of magnitude smaller than the other gasses as expected from its lower atomic number.

To study the statistical fluctuations in the electron-ion pair creation inside the detector and how it influences the

energy resolution, the HEED [11] package, which is available inside the Garfield++ program, was used to simulate

the interaction of monoenergetic photons inside a gaseous volume filled with Ar/CO2 or Kr/CO2 mixtures. The

simulation was done for 105 photons absorbed by the detector. Figure 3 shows the distribution of the number of

primary electrons (Qp) generated by the 6 keV photon interaction with Ar/CO2(70/30) and Kr/CO2(90/10). Both

detectors simulated are operating at atmospheric pressure, with dimensions of 10 cm width × 10 cm depth × 1 cm

height . The number of primary electrons is distributed around a mean value that is proportional to the energy deposited

in the drift region. The secondary peak, at lower energy in the plot on the left, is the argon escape peak.

The number of primary electrons generated after the first ionization is described by Poisson processes. However,

the distribution is narrower than what is predicted by purely statistical considerations due to the fact that the processes

generating the primary cloud are not completely independent from each other. This difference is corrected by the

Fano factor [12]. In any case, the more primary electrons are generated, the smaller are the relative fluctuations in

this number. The charge amplification mechanism (Townsend avalanche) adds further statistical fluctuations and will

generate a final energy distribution which is wider when compared to the primary electrons distribution. Figure 4

shows a simulation of the multiplication factor distribution for a single electron obtained with a single GEM foil

detector at different operating voltages. The multiplication factor is defined as the amount of charge collected by the
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Figure 3: Number of electrons generated in the drift region by monoenergetic photons with 6 keV for argon mixture (left) and krypton mix-
ture (right). The total number of photons interacting was 105. The energy resolution is given by the full width at half maximum (FWHM).

readout electronics of the detector (Qa) divided by the primary charge (Qp). It corresponds to the effective gain of the

detector when applied to the primary electron clouds. The simulated drift field (Ed) was set to 400 V/cm while the

induction field (Ei) was kept at 4000 V/cm.

Geff =
Qa

Qp
; (1)

Figure 4: Simulation of the number of electrons produced after the GEM multiplication of a single primary electron.

The Y-axis in figure 4 shows the probability density of each of the occurrences. These probability density distribu-
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tions allow to make a Monte-Carlo simulation where for each primary electron from figure 3, a multiplication factor is

assigned and a histogram of the final distribution of electrons after a stack of GEMs foils is computed. Figure 5 shows

the electron distribution after multiplication, using the gain curve for 350 V. As expected, after the multiplication the

energy resolution is degraded due to the statistical process that takes place in the multiplication. The same procedure

was made for a stack of two and three GEM foils, however, no considerable difference in the energy resolution could

be found, reflecting the smaller statistical fluctuations due to the much larger number of electrons now available.

The value obtained is important since it shows the best energy resolution that can be achieved with ideal GEM foils,

neglecting other effects such as electronic noise or detector non uniformity. The energy resolution is limited by the

amount of primary electron-ion pairs generated by one photon. For 6 keV the value for the energy resolution before

charge multiplication in Ar/CO2 was close to 7% (FWHM), at atmospheric pressure. However, it is mandatory to use

a structure such as the GEM foils to increase the signal-to-noise ratio, and after charge multiplication, the value for

energy resolution degrades to 15% (FWHM), which may cause uncertainties in the identification of elements with

adjacent atomic numbers. The same effect was simulated in Kr/CO2(90/10) and since the Fano’s factor for Krypton

and Argon [13, 14] are similar, and also the effective gain achieved [15], the resolution degradation was similar.

Figure 5: Number of electrons (generated by 6 keV photons) collected at the anode after multiplication by a single GEM foil. The resolution is the
FWHM.

3. Photon escape probability

In the energy spectra of the argon-based mixture shown in figures 3 and 5 the escape peak can be clearly seen, with

lower intensity and less energy than the main peak. It is generated by events where the energy of the incident photons

is not completely deposited inside the detector. When the secondary X-ray photon, produced by the gas de-excitation
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escapes the detector without interacting, less energy is deposited in the detector. For argon, the energy of the X-ray

photon emitted is 3 keV (a transition between the L and K shells) and for krypton 1.5 keV (the transition between M

and L shells — for incident energies below 14 keV). The escape probability for the krypton fluorescence photon is

much smaller due to its lower energy. For each characteristic X-ray line in the detected energy spectrum an escape

peak is generated with a well known energy defined by the filling gas. This poses a challenge when trying to identify

elements by spectral analysis, due to the overlapping of the escape peaks with the fluorescence lines emitted by the

sample under study. To better understand such effects, one can simulate the probability of a photon escaping as a

function of the height of the drift gap and the type of gas used inside the detector.

From the Lambert-Beer equation, which describes the attenuation of the intensity of photons in matter, the proba-

bility of transmission through a certain thickness of material is determined by:

P(x) = e−
x
λ , (2)

where x is the length traveled by the photon inside the medium and λ is the attenuation length for a given energy in the

same medium. The two different detector configurations mentioned above were considered, the first one with a 1 cm

absorption region and the second with 3 cm, both square with an active area of 100 cm2, operating with Ar/CO2(70/30)

at atmospheric pressure. To calculate the escape probability at each point of the entire volume, photons were generated

isotropically and the total travel length for each one was calculated analytically.

Figure 6: Escape probability for two different geometries. For the drift region with 3 cm the escape probability is substantially lower.

Figure 6 shows the escape probability for a photon of 3 keV, argon’s Kα fluorescence energy, for different positions

in the detector. One can notice how much the escape probability drops just by increasing the drift region by 2 cm.
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Also, by increasing the argon concentration in the mixture the escape probability for the whole detector decreases, as

figure 7 shows. The result shown in figure 7 is due to the fact that the interaction cross-section for photons of 3 keV is

higher in argon than in carbon dioxide [16]. Increasing the concentration of argon however, affects other parameters

such as gain and operation stability .

Figure 7: Escape probability as a function of the argon concentration in the gaseous mixture with carbon dioxide.

If there is a necessity to work with shorter drift lengths, it is necessary to use gasses with a larger atomic number,

increasing the X-ray absorption cross section and, depending on the incident energies, also decreasing the energy of

the secondary photons. Krypton only emits the Kα line if it is ionized by radiation with energy higher than 14 keV.

For lower energies, the Lα transition emits a photon with 1.59 keV[17]. Since this energy is lower, the probability to

absorb these photons is higher, and the complete energy of the event is deposited in the gas in most of the interactions.

Figure 8 shows that the probability of a secondary photon escaping the detector is much lower than for argon.

4. Copper background in the energy spectra

One of the challenges regarding the detection of fluorescence X-ray photons with an imaging system based on

GEMs is the background added to the energy spectrum generated by the copper electrodes for X-ray energies above

8 keV. A part of the radiation which does not interact in the drift region may hit the copper cladding of the GEM

foil or the readout electrode, generating fluorescence X-rays that can enter the absorption region. The characteristic

K-shell of copper has an energy of 8.05 keV [17], inconveniently close to the efficiency peak of our system, as shown

before in figure 2. As calculated previously, the energy resolution limit for our detector is around 15% at this energy
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Figure 8: Escape probability for a 1 cm drift region gap. The escape probability is one order of magnitude lower than the one with argon. There
are also border effects similar to those seen for argon, but they happen much closer to the boundaries of the detector at distances neglected in this
calculation.

range and the presence of this peak may jeopardize the identification of elements. Figure 9 shows how the process

happens.

To estimate the contribution of the copper background to the energy spectrum, a model that is widely used in XRF

spectroscopy [18, 19] was studied and complemented. The simulation was made taking into account the amount of

fluorescence photons created in each electrode of the detector, that is, the top and bottom electrodes of each GEM foil

and the readout plane. The final result is the sum of all these contributions.

The probability of detecting a photon dIk, that comes from the fluorescence Kα of copper and is emitted by the

infinitesimally thin layer dy of the top copper cladding of the first GEM foil, can be obtained as following:

dIk(νi, ν f ) ∝
dΩ
4π
ωk

1
λk(νi)

exp
(
−

y
λCu(νi)

)
exp

(
−

z
λCu(ν f )

)
dy (3)

where the variables are depicted in fig. 9.

The first exponential term gives the intensity of the beam (with energy νi) that reaches the infinitesimal layer of

copper (dy) after traveling a copper length of y. The second exponential is the attenuation of the fluorescence photons

(with energy ν f ) that are generated inside this same infinitesimal layer and that pass through a total length of z inside

the copper. The term 1
λk(νi)

is related to the differential probability of photon fluorescence emission and takes into

account only interactions which generated K-shell vacancies. In a first approximation, at these energies, the difference

between the attenuation length using all the electronic shells or only the K-shell is small [20] and can be neglected,
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Figure 9: Schematics of the paths traveled by the primaries and fluorescence photons.

that is, 1
λk(νi)

≈ 1
λCu(νi)

. The term dΩ
4π will give the solid angle covered by the active area of the detector (the drift region)

and ωk is the fluorescence yield, that is, the probability of the K-shell vacancy be filled through radiative processes.

The value used was 0.433, obtained from [21].

To obtain the probability of fluorescence photons being detected (dĪk), two extra terms need to be added into this

equation. The first one, γ(νi) is the term related with the attenuation by the different materials with which the photon

beam may interact before going through the copper layer (that is, the air column between the source and the detector

and the window and drift region transmission) and is energy dependent. The second is the probability of detection of

the fluorescence photons by the drift region, considering that they are not absorbed by any other material until they

reach the absorption region. Taking into account the angle emission, one can write z = y
cos(θ) (also applying it to the

path inside the drift region), leading to the following:

dĪk(νi, ν f ) =
dΩγ(νi)ωk

4πλCu(νi)
exp

[
−

(
y

λCu(νi)
+

y
λCu(ν f ) cos(θ)

)] (
1 − exp

[
−D

λAr(ν f ) cos(θ)

])
dy (4)

where D is the drift region thickness and λAr(ν f ) is the argon attenuation length. The total intensity for the first copper

layer of the first GEM foil can be obtained by integrating over the thickness of the copper cladding (d) and the solid

angle:

Īk(νi, ν f ) =
γ(νi)ωk

4πλCu(νi)

∫ 2π

0
dϕ

∫ π
2

0
dθ sin(θ)

∫ d

0
dy exp

[
−

(
1

λCu(νi)
+

1
λCu(ν f ) cos(θ)

)
y
]

(
1 − exp

[
−D

λAr(ν f ) cos(θ)

]) (5)
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Integrating over d and ϕ, and re-writing 1
λCu(νi)

, 1
λCu(ν f ) and 1

λAr(ν f ) as a, b and c respectively the following equation

is obtained:

Īk(νi, ν f ) =
γ(νi)ωk

2

∫ π
2

0
dθ sin(θ)

a
a + b cos(θ)

(
1 − exp

[
−

(
a +

b
cos(θ)

)
d
]) (

1 − exp
[(
−Dc

cos(θ)

)])
(6)

This integral can be solved numerically however, some additional boundary conditions were added to the problem.

The first one is that the X-ray source is considered to be far enough from the detector window to consider all the

photons entering the drift region perpendicularly to the detector plane. The detector is considered to have an infinite

area, and the GEM foils and readout strips are considered continuous electrodes, neglecting the GEM holes and

the strip structure at the readout plane. These conditions were assumed in order to simplify the problem and it is

expected that they would change the problem just by a small scale factor. The values for the attenuation length used

were obtained using the tabulated values [10, 16]. To calculate the contribution of the other copper electrodes, more

attenuation terms are taken into account.

Figure 10 shows the fluorescence absorption contribution from three different layers inside a triple-GEM detector,

the first and second copper electrodes from the stack and the readout plane. The contributions, shown as a function

of the fluorescence emission angle, were calculated using equation 4 by applying the additional terms in the case of a

triple stack.

Figure 10: Copper fluorescence generated inside the detector by different layers as a function of the emission angle.

It is clear that the contribution of fluorescence photons detected that were generated in layers which are deeper

inside the detector are smaller. To estimate the total contribution for a specific detector setup one needs to add

additional attenuation terms for each subsequent electrode, and integrate and sum each one of their contributions.

Figure 11 shows the total copper fluorescence detected for two different systems. The one on the left side has a drift

region with 1 cm, while the second one, on the right side, has a drift with 3 cm. Both detectors have three GEM
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foils and a readout covered by copper and each one of these electrodes is 5 µm thick. The gap between GEM foils is

considered 1.5 mm and between the last GEM foil and the readout plane is 1 mm. The value for γ in the first layer

calculation was kept equal to the transmission probability in the drift region and for the inner copper layers, the terms

related to the transmission in other components were added. The fluorescence photons from these inner layers will

also be attenuated by the components that are above them (for example, a fluorescence photon which is generated in

the top layer of the second GEM foil will have a specific probability of interacting anywhere in the transfer region and

the first GEM foil of the stack).
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Figure 11: Copper fluorescence detection probability (blue) and fluorescence detection fraction (red) for 1 cm and 3 cm drift thickness.

One can see that the probability of a fluorescence from copper (blue curve) has its maximum just above the K-shell

absorption edge and then it drops. This happens mainly due to the increase of the attenuation length for higher energy

primary photons, while the attenuation length for the copper Kα photons remains constant. In red (secondary Y-axis)

it is possible to see the fraction of fluorescence photons detected with respect to the number of primary photons.

The ideal is to minimize this ratio, increasing the number of primary photons which are detected, thus, the detector

with thicker drift region shows more advantages. It is simple to understand that this pollution worsens the position

resolution of the detector (these photons are going to create a flat background in the images, decreasing the contrast

over the whole active area) and of course, will generate a extra peak at 8.05 keV plus the correspondent argon escape

peak at 5 keV.

Different groups are working in methods to suppress the fluorescence of copper in GEM-based detectors. One

idea is to remove most of the copper conductive layer and to use only the adhesive which glues the copper to the

dielectric as a conductor [22, 23]. This layer has chromium in its composition, which can also produce a fluorescence,

however, it is much thinner and should not affect the energy spectrum as much as the standard conductive layer made

of copper. Another alternative is to use a different cladding for the GEM foils, replacing the copper by another metal

with a smaller atomic number. Aluminum may be one of the candidates, with X-ray fluorescence at 1.48 keV which

will not affect the energy spectrum in the region of interest [24]. Figure 12 shows the total fluorescence calculated for
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a aluminum-clad triple-GEM detector operating with a copper readout.
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Figure 12: Copper fluorescence detection probability for a triple-GEM detector using aluminum cladding and copper readout.

The relative dimensions were kept the same as the ones for the previous configurations and there is no possibility

of fluorescence of aluminum, because only photons with energies well above the Al fluorescence threshold are able to

reach the drift region. One can see that the probability of generating a fluorescence photon of copper is small in the

system using aluminum GEMs because only the copper present in the readout is contributing for this background and

also the ratio between fluorescence photons and primary photons detected is smaller in this system. Although this is a

promising result, the etching of aluminum foils may be more difficult and this electrode may show oxidation problems

in a shorter time than the copper one.

5. Conclusion and outlook

Gaseous detectors have shown their importance in high energy physics experiments and they also may be used

for other applications such as XRF, PIXE and X-ray diffraction if the correct parameters and detector assembly are

chosen. The main advantage of using such detectors is connected to the large sensitive areas that are possible to

manufacture, without prohibitively increasing their price and that can dramatically reduce the scanning time of large

samples. For applications such as XRF it was shown that the spectral analysis may present some challenges due to

the limitations in energy resolution which does not allow distinguishing neighboring elements in the periodic table.

The detection efficiency can achieve larger values and the escape peak interference may be suppressed at a point

that it stops influencing the final spectrum by increasing the depth of the drift region or by changing the gas according

to the specific application. Everything will depend on the needs of the experiment and availability of material.

Regarding the copper fluorescence background in the energy spectrum, it was possible to evaluate the probability

to detect undesired fluorescence photons. Showing that detectors with larger drift regions or without copper in its

composition will be more robust against the contamination of the energy spectra with fluorescence X-rays from the

copper surface of the GEM foils.
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