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Reflections on the Larson-Sweedler theorem
for (weak) multiplier Hopf algebras

A. Van Daele (∗)

Abstract

Let A be an algebra with identity and ∆ : A→ A⊗A a coproduct that admits a counit.
If there exist a faithful left integral and a faithful right integral, one can construct an
antipode and (A,∆) is a Hopf algebra. This is the Larson-Sweedler theorem.

There are generalizations of this result for multiplier Hopf algebras, weak Hopf algebras
and weak multiplier Hopf algebras. In the case of a multiplier Hopf algebra, the existence
of a counit can be weakened and can be replaced by the requirement that the coproduct
is full. A similar result is true for weak multiplier Hopf algebras.

What we show in this note is that in fact the result for multiplier Hopf algebras can still be
obtained without the condition of fullness of the coproduct. As it turns out, this property
will already follow from the other conditions. Consequently, also in the original theorem
for Hopf algebras, the existence of a counit is a consequence of the other conditions. This
slightly generalizes the original result.

The situation for weak multiplier Hopf algebras seems to be more subtle. We discuss the
problems and see what is still possible here.

We consider these results in connection with the development of the theory of locally
compact quantum groups. This is discussed in an appendix.
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0. Introduction

In this paper we work with an algebra A over the complex numbers. We do not assume
that it has an identity, but we require the product to be non-degenerate (as a bilinear
map). Remark that this is automatic when the algebra is unital.

We consider the algebra A⊗ A. It is again a non-degenerate algebra. We use M(A) and
M(A⊗A) for the multiplier algebras of A and A⊗A respectively.

We consider the obvious inclusions

A⊗A ⊆M(A)⊗M(A) ⊆M(A⊗A).

Observe that these inclusions, in general, are strict. We refer to the item Notations,

conventions and basic references for details.

In general, a coproduct on a vector space V is defined as a linear map ∆ : V → V ⊗ V

satisfying coassociativity (∆⊗ ι)∆ = (ι⊗∆)∆. We use ι for the identity map from V to
itself. This is the usual definition when V is a unital algebra. In the more general case of
a non-degenerate algebra A, possibly without identity, it would be far too restrictive for
a coproduct to assume that it takes values in A ⊗ A. But then we have a problem with
the formulation of coassociativity in its usual form as the maps ∆ ⊗ ι and ι ⊗∆ are not
defined on the range of ∆.

A correct description of coassociativity is crucial for the treatment of the Larson-Sweedler
theorem in this note.

This problem is discussed in detail in a note we have written on the coproduct on non-
unital algebras, see [18]. We will briefly recall some aspects of this in a preliminary section
of this paper (see Section 1).

Content of the paper

In Section 1, we first recall the different regularity conditions of a coproduct, needed to
formulate coassociativity. Further we mention some other properties of a coproduct that
are important for the rest of the paper. There is the notion of fullness of a coproduct
and the possible existence of a counit. The two properties are related and this relation
is discussed. For the main results in this note, we will need regularity of some of the
canonical maps, while fullness of the coproduct and the existence of a counit will follow
from the assumptions.

We will need to recall other notions, like an antipode, left and right integrals, ... . This
will be done further in the paper, at those places where these concepts first appear.

In Section 2 we discuss the main result for multiplier Hopf algebras. We start with a pair
(A,∆) of a non-degenerate algebra A and a coproduct ∆ on A. We assume the existence
of a left integral and a right integral. Under the appropriate regularity conditions of ∆ and
faithfulness properties of the integrals, we show that there is an antipode and that actually
(A,∆) is a multiplier Hopf algebra. This is the Larson-Sweedler theorem for multiplier
Hopf algebras. In an earlier paper on the subject ([21]), we have proven the same result
but under the assumption that the coproduct is regular and that it is full. Here we show
that fullness is not needed to prove the result but that it actually follows from the other
assumptions.
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In Section 3 we consider the more general case of a weak multiplier Hopf algebra. The
starting point is the same, but now we use a more general notion of integrals. We have to
assume the existence of a faithful set of left integrals and a faithful set of right integrals.
Again the existence of an antipode is proven under these conditions and the pair (A,∆)
now turns out to be a regular weak multiplier Hopf algebra. This is the Larson-Sweedler
theorem for weak multiplier Hopf algebras.

In an earlier work on the subject ([4]), fullness of the coproduct is used to obtain the
result. In this note, we attempt to avoid this assumption and work along the lines of the
arguments we developed in the previous section in the case of a multiplier Hopf algebra.

In Section 4 we draw some conclusions and consider some possible further research.

We have included two appendices. In Appendix A we treat an aspect of integrals on
multiplier Hopf algebras that is not important for the theory of multiplier Hopf algebras as
such, but rather for the Larson-Sweedler theorem as we treat it in this paper. In Appendix

B we discuss the relevance of the Larson-Sweedler theorem as we prove it here for the
understanding of the basic ideas behind the definitions of locally compact quantum groups,
both in the C∗-algebraic setting as well as in the von Neumann algebraic framework. In
fact, it is the work on locally compact quantum groups that inspired us to consider this
more advanced approach to the Larson-Sweedler theorem.

Notations, conventions and basic references

As mentioned already, we only work with algebras over the complex numbers, although
we believe that most of the results are true for algebras over other fields.

If the algebra has an identity, we use 1 to denote it. If it has no identity, we do assume that
the product is non-degenerate. For such an algebra A we denote by M(A) the multiplier
algebra. The identity in M(A) is also denoted by 1.

The tensor product A⊗A is again non-degenerate and we use M(A⊗A) for its multiplier
algebra.

The space of linear functionals on A is denoted by A′. A linear functional ω on A is called
faithful if the linear maps a 7→ ω(a · ) and a 7→ ω( · a) are both injective from A to A′. We
will also consider single sided faithful linear functionals (see Definition 1.7 in Section 2),
as well as faithful sets of linear functionals (see Definition 3.12).

If A is finite-dimensional, a linear functional is automatically faithful if it is either left or
right faithful. This is no longer true in the infinite-dimensional case.

A coproduct on the algebra A will always be a linear map from A to the multiplier algebra
M(A⊗A). It is assumed to satisfy the conditions formulated in Section 1.

We use the leg numbering notation for a coproduct ∆. We write ∆12(a), where a ∈ A, for
∆(a)⊗1 as sitting inM(A⊗A⊗A). Similarly, we use ∆23(a) for 1⊗∆(a) inM(A⊗A⊗A).
Finally, ∆13(a) is as ∆(a) sitting with its first leg in the first factor and with its second
leg in the third factor of M(A⊗A⊗A). More precisely it is (ζ ⊗ ι)∆23(a) where ζ is the
flip on A⊗A and ζ ⊗ ι is extended to M(A⊗A⊗A).

We will sometimes use the Sweedler notation for the coproduct. This is justified provided
we have the correct coverings. This is explained in [3]. See also [14] and the more recent
work on this topic, found in [26]. Remark however that the Sweedler notation is just
what it says, a notation, and nothing more. It is simply another way of writing down
results and formulas to obtain the results. It has the advantage of making formulas more
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transparent but the disadvantage that it is less rigorous. Still, it should always be clear
how to make the arguments completely rigorous by avoiding the use of the Sweedler
notation. We illustrate this point of view by providing two proofs of similar results, one
using the Sweedler notation and another one where the Sweedler notation is not used, see
Proposition 2.6.

If an antipode exists, we will denote it by S. The defining properties for an antipode are
more complicated, certainly in the case of a weak multiplier Hopf algebra. We will discuss
these when we meet the antipode in the course of the paper.

For the theory of Hopf algebras we have the standard references [1] and [10], see also
the more recent work [9]. For the theory of multiplier Hopf algebras, the main (original)
reference is [12] and for the theory of multiplier Hopf algebras with integrals, sometimes
called algebraic quantum groups, the main reference is [13]. Weak multiplier Hopf algebras
are studied in a number of papers. See [23, 24] and [25] (and also [22]).
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1. Preliminaries

As mentioned already in the introduction, in this paper we work with an algebra A over
the complex numbers, it is not assumed to be unital, but we do require that the product
is non-degenerate. The tensor product algebra A⊗ A is again a non-degenerate algebra.
We use M(A) and M(A⊗A) for the multiplier algebras of A and A⊗A respectively.

For a coproduct ∆ on a non-unital algebra, it is too restrictive to assume that it takes
values in A ⊗ A. We need to consider linear maps from A into the multiplier algebra
M(A ⊗ A) of A ⊗ A. This needs some extra considerations that are not relevant if the
algebra has an identity.

Coproducts on non-degenerate algebras

For an algebra A, not necessarily unital, a coproduct is a linear map ∆ : A→M(A⊗A) to
begin with. We cannot simply express coassociativity in its usual form (∆⊗ι)∆ = (ι⊗∆)∆
as the maps ∆ ⊗ ι and ι ⊗ ∆ are not defined on the range of ∆. The problem can be
overcome in different ways.

One possibility is to assume that ∆ is a homomorphism from A to M(A⊗A) and that it
is non-degenerate. That means that the subspaces of A⊗ A, spanned by elements of the
form

∆(a)(c⊗ b) and (c⊗ b)∆(a)

are both all of A⊗ A. Under this condition, it is possible to extend the homomorphisms
∆⊗ι and ι⊗∆ in a unique way to unital homomorphisms fromM(A⊗A) toM(A⊗A⊗A).
We usually denote these extensions by the same symbols and then coassociativity is still
formulated as (∆ ⊗ ι)∆ = (ι⊗∆)∆.
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Unfortunately, non-degeneracy of the coproduct is too restrictive in the case of weak mul-
tiplier Hopf algebras. The condition can be weakened so that still these homomorphisms
can be extended and so that coassociativity can be formulated in its usual form.

All of this is explained in detail, in the recent note on coproducts for non-unital algebras,
see [18].

This is one way to solve the problem.
In this note however, we will use a second possibility (which is in fact the more common
one). It is also discussed in detail in [18], where moreover the relation between the two
approaches is given.

We recall the basic concepts here. The starting point is just a linear map A 7→M(A⊗A).
We associate the following four maps.

1.1. Notation Given a linear map ∆ : A→M(A⊗A), we consider the maps from A⊗A

to M(A⊗A), defined by

T1(a⊗ b) = ∆(a)(1 ⊗ b) and T2(c⊗ a) = (c⊗ 1)∆(a)

T3(a⊗ b) = (1⊗ b)∆(a) and T4(c⊗ a) = ∆(a)(c⊗ 1)

where a, b, c ∈ A.

We call these maps the canonical maps associated to ∆. If a canonical map has range in
A⊗A, we say that it is regular. If all four of the canonical maps have range in A⊗A, we
call ∆ regular.

The assumptions on the ranges of these canonical maps are meaningless for an algebra
with identity as then these conditions are trivially satisfied. The same is true for the
notion of regularity of a coproduct.

We formulate coassociativity of such a linear map ∆ in various situations.

1.2. Definition i) If the maps T1 and T2 are regular, we say that ∆ is coassociative if

(c⊗ 1⊗ 1)(∆ ⊗ ι)(∆(a)(1 ⊗ b)) = (ι⊗∆)((c⊗ 1)∆(a))(1 ⊗ 1⊗ b) (1.1)

for all a, b, c ∈ A.

ii) If the maps T3 and T4 are regular, we say that ∆ is coassociative if

(∆⊗ ι)((1 ⊗ b)∆(a))(c ⊗ 1⊗ 1) = (1⊗ 1⊗ b)(ι⊗∆)(∆(a)(c ⊗ 1)) (1.2)

for all a, b, c ∈ A.

Remark that regularity of the maps T1 and T2 is needed for Equation (1.1) to make sense.
Similarly we need the regularity of T3 and T4 for Equation 1.2. One form is equivalent
with the other when we replace A by Aop or ∆ by ∆cop.

Equation (1.1) can be reformulated as (T2⊗ι)(ι⊗T1) = (ι⊗T1)(T2⊗ι). Similar alternative
expressions are possible for the other case.

The first condition is the more common one. However, apart from these two, there still
are other possibilities.
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1.3. Definition i) Assume that T1 and T4 are regular. Then we call ∆ coassociative if

((∆ ⊗ ι)(∆(a)(1 ⊗ b)))(c ⊗ 1⊗ 1) = ((ι ⊗∆)(∆(a)(c ⊗ 1)))(1 ⊗ 1⊗ b) (1.3)

for all a, b, c ∈ A.

ii) Assume that T2 and T3 are regular. Then we call ∆ coassociative if

(c⊗ 1⊗ 1)((∆ ⊗ ι)((1 ⊗ b)∆(a))) = (1⊗ 1⊗ b)((ι⊗∆)((c ⊗ 1)∆(a))) (1.4)

for all a, b, c ∈ A.

Remark that if the four canonical maps are regular, all these conditions are equivalent.
This is shown by using the non-degeneracy of the product in A.

This takes us to the following basic definition, used in this paper.

1.4. Definition Let A be a non-degenerate algebra. A coproduct on A is a homomor-

phism ∆ from A to M(A⊗A) satisfying coassociativity (in any of these forms).

So we only call a linear map ∆ : A →M(A⊗ A) a coproduct if either T1 and T2, T3 and
T4, T1 and T4 or T2 and T3 have range in A⊗ A. These are precisely the four cases that
allow the formulation of coassociativity.

Remark that in the literature on multiplier Hopf algebras and weak multiplier Hopf alge-
bras, for non-regular coproducts, only the first case, where T1 and T2 are assumed to map
in A ⊗A, have been considered. For regular multiplier Hopf algebroids, as introduced in
[11], the cases with T1 combined with T4 and T2 combined with T3 are used. These com-
binations are also used in the more recent paper on single-sided multiplier Hopf algebras
[19].

The definition, as formulated here, is symmetric in the following sense. If ∆ is a coproduct
on A, then it is also a coproduct on the opposite algebra Aop. Also the flipped map ∆cop

is a coproduct on A. These two cases give a regular coproduct if there is regularity in the
original situation.

There are also ways to express coassociativity if only one canonical map is regular (see
[18] and also [19] , but this situation does not occur in this paper.

Finally remark that for several notions and results that follow, it is not always necessary
to have that the linear map ∆ : A → M(A ⊗ A) is a homomorphism, neither that it is
coassociative. We will mention this when appropriate.

The legs of a coproduct

We recall the following definition, see e.g. Section 1 in [21].

1.5. Definition Let ∆ be a linear map from A to M(A⊗A). Assume that the canonical
maps T1 and T2 are regular. Denote by V and W the smallest subspaces of A
satisfying

∆(a)(1 ⊗ b) ∈ V ⊗A and (c⊗ 1)∆(a) ∈ A⊗W (1.5)

for all a, b, c ∈ A. We will call V the left leg of ∆ and W the right leg of ∆. A
coproduct is called full if V = A and W = A.
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We have the obvious definitions in the other cases. Moreover, it is an easy consequence
of the non-degeneracy of the product in A that e.g. if both the canonical maps T1 and T3
are regular, then the smallest subspaces V and V ′ satisfying

∆(a)(1⊗ b) ∈ V ⊗A and (1⊗ b)∆(a) ∈ V ′ ⊗A (1.6)

for all a, b ∈ A, will be the same. Similarly for the right leg if T2 and T4 are regular.

We can characterize these legs of ∆ as follows, see Propositions 1.5 and 1.6 in [21].

1.6. Proposition i) If T1 is regular then the left leg V of ∆ is equal to the linear span of
elements of the form (ι⊗ω)(∆(a)(1⊗ b)), with a, b ∈ A and ω ∈ A′. If T3 is regular,
it is the span of the elements (ι⊗ ω)((1 ⊗ b)∆(a)).

ii) If T2 is regular then the right leg W of ∆ is equal to the linear span of elements
of the form (ω ⊗ ι)((c⊗ 1)∆(a)), with a, c ∈ A and ω ∈ A′. If T4 is regular, it is the
span of the elements (ω ⊗ ι)(∆(a)(c ⊗ 1)).

Proof: Assume that T1 is regular. Assume that V is a subspace of A such that
∆(a)(1⊗ b) ⊆ V ⊗A for all a, b. Denote by V ′ the space spanned by elements of the
form (ι⊗ ω)(∆(a)(1 ⊗ b)), with a, b ∈ A and ω ∈ A′. It is clear that V ′ ⊆ V .

On the other hand, take a, b ∈ A and write

∆(a)(1 ⊗ b) =
∑

i

pi ⊗ qi

with the (qi) linearly independent. Choose any index j and a linear functional ωj

on A that is 1 and qj and 0 on the other elements. Then

pj = (ι⊗ ωj)(∆(a)(1 ⊗ b)).

We find that pj ∈ V ′. This holds for all indices and hence ∆(a)(1 ⊗ b) ∈ V ′ ⊗ A.
Therefore V ′ is the smallest subspace with this property for all a, b.

A similar argument works for the other cases.

We relate these results with the notion of faithfulness of linear functionals.

Faithful linear functionals

1.7. Definition A linear functional ω on A is called left faithful if, given a ∈ A, we have
a = 0 if ω(ab) = 0 for all b in A. Similarly, a linear functional on A is called right

faithful if, given a ∈ A, we have a = 0 if ω(ca) = 0 for all c ∈ A. We call ω faithful

if it is both left and right faithful.

In other words, ω is left faithful if a 7→ ω(a · ) is an injective map from A to A′ and it is
right faithful if a 7→ ω( · a) is injective.

Let us make a few remarks about this notion of faithfulness for linear functionals.

1.8. Remark i) If the algebra is finite-dimensional, a linear functional that is left faithful
will also be right faithful and vice versa. In other words, it is automatically faithful
in that case.
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ii) For any faithful linear functional ω on a finite-dimensional algebra A, there ex-
ists an automorphism σ of A satisfying ω(ab) = ω(bσ(a)) for all a, b ∈ A. This
automorphism is called the modular automorphism. Its inverse is the Nakayama
automorphism, see [8].

iii) In general, a faithful linear functional ω on an algebra that admits a modular
automorphism as above is called weakly KMS (or simply a KMS-functional). Observe
that it follows from the faithfulness that this modular automorphism is unique if it
exists. But remark that there are examples of faithful linear functionals on infinite-
dimensional non-degenerate algebras that do not have a modular automorphism, see
e.g. [20].

In Section 3 we will need the notion of a faithful set of linear functionals, see Definition
3.12.

As a consequence of Proposition 1.6 we now get the following.

1.9. Proposition Assume that ω is any linear functional on A.

i) If ω is left faithful and if the map T1 is regular, then the linear span of elements
of the form (ι ⊗ ω)(∆(a)(1 ⊗ b)), with a, b ∈ A, is equal to V . If it is right faithful
and if T3 is regular, the span of elements (ι⊗ω)((1⊗ b)∆(a)), with a, b ∈ A, is again
equal to V .

ii) If ω is right faithful and if T2 is regular, the span of elements (ω⊗ ι)((c⊗1)∆(a)),
with a, c ∈ A, is equal to W . If it is left faithful and if T4 is regular, then the span
of elements (ω ⊗ ι)(∆(a)(c ⊗ 1)), with a, c ∈ A, is also equal to W .

Proof: Assume that T1 is regular. By definition of V we have (ι⊗ω)(∆(p)(1⊗q)) ∈ V

for all p, q ∈ A and all linear functionals ω ∈ A′. Fix ω and denote by V ′ the span
of elements (ι⊗ ω)(∆(p)(1 ⊗ q)) where p, q ∈ A. Then V ′ ⊆ V .

Now suppose that ρ is an element in A′ such that ρ is 0 on V ′. This means that
ω(a) = 0 for all a of the form (ρ ⊗ ι)(∆(p)(1 ⊗ q)). This holds for all p, q. Replace
q by qc. Then we get ω(ac) = 0 for all c and all a of the form (ρ⊗ ι)(∆(p)(1 ⊗ q)).
If now ω is left faithful, we must have a = 0. Hence (ρ⊗ ι)(∆(p)(1 ⊗ q)) = 0. This
holds for all p, q and therefore ρ = 0 on V . This proves that V ⊆ V ′. Because we
already have the other inclusion, we get V = V ′.

This proves the first statement of item i). The other cases are proven in a similar
way.

Remark that we do not need that ∆ is a homomorphism nor any form of coassociativity
to define these legs of ∆ and to obtain its properties.

The notion of a counit

Next we recall the notion of a counit in this setting.

1.10. Definition Let ∆ be a linear map from A to M(A ⊗ A). Assume that T1 and T2
are regular. A linear functional ε : A→ C is called a counit if

(ε⊗ ι)(∆(a)(1 ⊗ b)) = ab and (ι⊗ ε)((c ⊗ 1)∆(a)) = ca (1.7)

for all a, b, c ∈ A.
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Again, we have the obvious definition in the other cases. And also here, the counit will
be the same for the different possibilities.

Just as for the notion of fullness, also for the definition of a counit, there is no need to
have that ∆ is a homomorphism, nor that is coassociative.

1.11. Remark If the linear map ∆ : A→M(A⊗A) is full, then a counit is unique if it
exists. In fact, in that case, if ε is a linear map satisfying the first formula of (1.7)
for all a, b and if ε′ is a linear map satisfying the second formula of (1.7) for all c, a,
then ε = ε′. This will follow from coassociativity.

If the algebra A has an identity, and if there is a counit, the map ∆ is automatically
full. In general, if there is a counit and if this counit is an algebra map, then again
the coproduct is full. In particular, in these two cases, the counit is unique. In the
general case however (e.g. for a weak multiplier Hopf algebra), there seems to be no
way to conclude fullness from the existence of a counit.

See Proposition 1.12 in [22] for a proof of these statements.

Other notions needed, like an antipode and integrals, will be recalled later, where they
are encountered in this note for the first time.

2. The Larson-Sweedler theorem for multiplier Hopf algebras

In this section, we start with a non-degenerate algebra A and a coproduct ∆ on A as in
Definition 1.4 of Section 1. So it is a homomorphism ∆ : A→M(A⊗A) satisfying some
form of coassociativity as in Definitions 1.2 and 1.3.

We introduce the notions of a left and a right integral. The main part of this section is
devoted to the properties of the canonical maps T1, T2, T3 and T4 that can be proven from
the existence of such integrals.

Left and right Integrals

In this section, we work with the following definition of a left and a right integral.

2.1. Definition Consider a non-degenerate algebra A with a coproduct ∆ on A.

i) A left integral is defined if either T2 or T4 is regular as a non-zero linear functional
ϕ on A satisfying

(ι⊗ ϕ)((c ⊗ 1)∆(a)(c′ ⊗ 1)) = ϕ(a)cc′

for all a, c, c′ ∈ A.

ii) A right integral is defined if either T1 or T3 is regular as a non-zero linear functional
ψ on A satisfying

(ψ ⊗ ι)((1⊗ b′)∆(a)(1 ⊗ b)) = ψ(a)b′b

for all a, b, b′ ∈ A.

Let us make some trivial remarks about these definitions.

2.2. Remark i) Let ψ be a linear functional on A. Assume that T1 is regular. Then
(ψ ⊗ ι)∆(a) is defined as a left multiplier on A for all a ∈ A by

((ψ ⊗ ι)∆(a))b = (ψ ⊗ ι)(∆(a)(1 ⊗ b))

9



where b ∈ A. When ψ is non-zero it is a right integral if and only if (ψ ⊗ ι)∆(a) =
ϕ(a)1 for all a. If on the other hand T3 is regular, then (ψ ⊗ ι)∆(a) is defined as a
right multiplier on A for all a ∈ A by

b((ψ ⊗ ι)∆(a)) = (ψ ⊗ ι)(1⊗ b)∆(a))

where b ∈ A. When ψ is non-zero, it is a right integral if and only if (ψ ⊗ ι)∆(a) =
ϕ(a)1 for all a. In the event that both T1 and T3 are regular, then (ψ ⊗ ι)∆(a) is
defined as a multiplier of A. Again, if ψ is non-zero, the multiplier is ψ(a)1 if and
only if ψ is a right integral.

ii) We have similar results for left integrals. If T2 is regular, we have (ι⊗ ϕ)∆(a) =
ϕ(a)1 as left multipliers while if T4 is regular, we have this equation as right multi-
pliers.

All these properties are direct consequences of the non-degeneracy of the product in A.

We agree that, when we assume the existence of a left integral, it is implicitly understood
that either T2 or T4 is regular. Similarly, when we assume that a right integral exists, we
implicitly require that T1 or T3 is regular.

Remark that it is not necessary that the linear map ∆ : A→M(A⊗A) is a homomorphism
or that it is coassociative to define these integrals.

Before we continue, we want to add the following remark. It is important for the treatment
of the Larson-Sweedler theorem for weak multiplier Hopf algebras in the next section, but
it is a remark about integrals in the case of multiplier Hopf algebras.

2.3. Remark Let A be a unital algebra and ∆ : A→ A⊗A a coproduct on A. Let ϕ be
a linear functional such that for all a there is scalar λ such that (ι ⊗ ϕ)∆(a) = λ1.
Then we have

∑

(a)

∆(a(1))ϕ(a(2)) = λ 1⊗ 1

=
∑

(a)

(a(1) ⊗ 1)ϕ(a(2)).

It follows that (ι ⊗ ϕ)∆(b) = ϕ(b)1 for b in the right leg of ∆. Therefore, if ∆ is
full, we get it for all elements. Also if there is a counit, we can apply it from the
very beginning and get λ = ϕ(a) so that also in this case, we get the formula for all
elements.

An argument like this also works when A is not unital but one has to be more careful.
We have discussed this in an appendix because it is not relevant here. On the other
hand, a similar problem occurs when treating the Larson-Sweedler theorem in the
next section. There it is relevant however, see the item on integrals in Section 3.

In other words, we could give a more general definition of a left integral by requiring
that (ι ⊗ ϕ)∆(a) is a scalar multiple of 1 but we need that the right leg of ∆ is all
of A to conclude that this is a left integral in the sense of Definition 2.1.

In what follows, we stick to the more common, although somewhat less general, definition
of integrals as given in 2.1.

10



To prove the main result, it will not be enough that non-zero integrals exist. We will need
faithfulness of these integrals. We distinguish between left and right faithful as we defined
in Definition 1.7 in the previous section.

Injectivity of the canonical maps

First we prove results about the injectivity of the canonical maps when integrals exist. We
distinguish between the different cases.

2.4. Proposition i) The map T1 is injective if there is a right faithful right integral.
ii) The map T2 is injective if there is a left faithful left integral.
iii) The map T3 is injective if there is a left faithful right integral.
iv) The map T4 is injective if there is a right faithful left integral.

Proof: i) Take an element z ∈ A⊗A and assume that T1(z) = 0. Write z =
∑

i ai⊗bi
so that ∑

i

∆(ai)(1 ⊗ bi) = 0. (2.1)

Take any x, y ∈ A, multiply with (1⊗y)∆(x) from the left and apply a right integral
ψ on the first leg. Using that ∆ is a homomorphism, we get

∑

i

ψ(xai)ybi = 0.

This holds for all x and if ψ is right faithful we get
∑

i ai ⊗ ybi = 0. This holds for
all y and so

∑
i ai ⊗ bi = 0. Hence T1 is injective.

We have implicitly used that T1 or T3 is regular by the existence of ψ.

ii) Next assume
∑

i(ci ⊗ 1)∆(ai) = 0. Multiply with ∆(x)(y ⊗ 1) from the right
and apply a left integral ϕ. We get

∑
i ϕ(aix)ciy = 0. If ϕ is left faithful, we find∑

i ci ⊗ ai = 0 and so T2 is injective.

Properties iii) and iv) are proven in the same way.

The proof is simple and is already found in [21]. We recall it here to verify the result
when we use only one-sided faithfulness of the integrals. Also observe that for this result,
regularity of the coproduct is not needed, also coassociativity is not needed, but we need
∆ to be a homomorphism.

Surjectivity of the canonical maps

We will now further concentrate on the ranges of the canonical maps. As for the results
on injectivity, also here we carefully distinguish between the different cases.

Before we start, let us consider the case of a unital algebra A. We will use it to motivate
the choices made further.

2.5. Example Let A be a unital algebra and ∆ : A→ A⊗A a coproduct on A. Assume
that ϕ is a left integral. Take elements p, q, b ∈ A and consider

y =
∑

(p),(q)

(p(1) ⊗ q(1)b)ϕ(p(2)q(2)). (2.2)

11



Using coassociativity, that ∆ is a homomorphism and ϕ left invariant, we have

T1(y) =
∑

(p),(q)

(p(1) ⊗ p(2)q(1)b)ϕ(p(3)q(2)) =
∑

(p)

(p(1) ⊗ b)ϕ(p(2)q).

So T1(y) = a⊗ b where a = (ι⊗ ϕ)(∆(p)(1 ⊗ q)).

If ϕ is faithful, the span of such elements a is equal to the left leg of ∆. In particular,
if ∆ is full, we see that the range of T1 is all of A⊗A.

One can obtain similar results for the other canonical maps. And it is not hard to obtain
the Larson-Sweedler result for unital algebras from this.

In fact, to obtain the result in the case of multiplier Hopf algebras (as in [21]) and in
the case of weak multiplier Hopf algebras (as in [4]), the same kind of elements are used.
In these papers, the coproduct is assumed to be regular so that all canonical maps are
regular. Then one can use the formula (2.2) to define an element y in A⊗A because q(1)
is covered by b and consequently p(2) is also covered.

In what follows we now modify the arguments at a few points. In the first place, we do
not assume that all canonical maps are regular, use one-sided faithfulness of the integrals
where possible and finally, we do not require the coproduct to be full.

We will systematically treat the four canonical maps. As before, we assume that A is a
non-degenerate algebra and ∆ a coproduct on A. We consider a left integral ϕ and a right
integral ψ.

2.6. Proposition i) Assume that the canonical maps T1 and T4 are regular. Given
p, q, b ∈ A we can define an element y ∈ A⊗A by

y = (ι⊗ ι⊗ ϕ)(∆13(p)∆23(q)(1⊗ b⊗ 1)).

We can apply T1 and we obtain T1(y) = a⊗ b where a = (ι⊗ ϕ)(∆(p)(1 ⊗ q)).

ii) Assume that the canonical maps T2 and T3 are regular. Given p, q, c ∈ A we can
define an element y ∈ A⊗A by

y = (ψ ⊗ ι⊗ ι)((1 ⊗ c⊗ 1)∆12(p)∆13(q)).

We can apply T2 and we obtain T2(y) = c⊗ a where a = (ψ ⊗ ι)((p ⊗ 1)∆(q)).

iii) Assume that the canonical maps T2 and T3 are regular. Given p, q, b ∈ A we can
define an element z ∈ A⊗A by

z = (ι⊗ ι⊗ ϕ)((1 ⊗ b⊗ 1)∆23(p)∆13(q)).

We can apply T3 and we obtain T3(z) = a⊗ b where now a = (ι⊗ ϕ)((1 ⊗ p)∆(q)).

iv) Finally assume that the maps T1 and T4 are regular. Given p, q, c ∈ A we can
define z ∈ A⊗A by

z = (ψ ⊗ ι⊗ ι)(∆13(p)∆12(q)(1 ⊗ c⊗ 1)).

We can apply T4 and we obtain T4(z) = c⊗ a where a = (ψ ⊗ ι)(∆(p)(q ⊗ 1)).

12



Proof: i) Assume that T1 and T4 are regular. Take p, q, b ∈ A and define U in the
multiplier algebra M(A⊗A⊗A) by

U = ∆13(p)∆23(q)(1 ⊗ b⊗ 1).

Because T4 is regular, ∆(q)(b⊗1) belongs to A⊗A and we can write it as
∑

i ri⊗si.
Then we find

U =
∑

i

∆13(p)(1 ⊗ ri ⊗ si).

Because T1 is regular, ∆(p)(1 ⊗ si) belongs to A ⊗ A for all i and we find that
U ∈ A⊗A⊗A. We apply T1 ⊗ ι and we get

(T1 ⊗ ι)(U) =
∑

i

(∆⊗ ι)(∆(p)(1 ⊗ si))(1⊗ ri ⊗ 1).

We multiply with an element c of A from the right in the first factor. Then we
can use coassociativity for the combination of the canonical maps T1 and T4 (see
Definition 1.3), and we obtain

((T1 ⊗ ι)(U))(c ⊗ 1⊗ 1) =
∑

i

(∆⊗ ι)(∆(p)(1 ⊗ si))(c⊗ 1⊗ 1)(1 ⊗ ri ⊗ 1)

=
∑

i

(ι⊗∆)(∆(p)(c ⊗ 1))(1 ⊗ 1⊗ si)(1 ⊗ ri ⊗ 1)

= (ι⊗∆)(∆(p)(c ⊗ 1))(1 ⊗∆(q))(1⊗ b⊗ 1)

= (ι⊗∆)(∆(p)(c ⊗ 1)(1 ⊗ q))(1 ⊗ b⊗ 1)

= (ι⊗∆)(∆(p)(1 ⊗ q))(c⊗ b⊗ 1).

We have used that ∆ is a homomorphism. In the end we can cancel c to obtain

(T1 ⊗ ι)(U) = (ι⊗∆)(∆(p)(1 ⊗ q))(1⊗ b⊗ 1).

Finally, we apply the left integral on the third factor and we get, because (ι⊗ϕ)U = y,
and using left invariance of ϕ that

T1(y) = (ι⊗ ϕ)(∆(p)(1 ⊗ q))⊗ b.

So T1(y) = a⊗ b when we define a = (ι⊗ϕ)(∆(p)(1⊗ q)). This completes the proof
of the first statement in the proposition.

ii) The proof is completely similar to the proof of the previous result. But let us
give a proof using the Sweedler notation, just to illustrate how that works.

The element y is given by

y =
∑

(p)(q)

ψ(p(1)q(1)) cp(2) ⊗ q(2).

The element c covers p(2) (using that T3 is regular) and then p(1) covers q(1) (using
that T2 is regular). We can apply the map T2 to get

T2(y) =
∑

(p)(q)

ψ(p(1)q(1)) cp(2)q(2) ⊗ q(3).
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Again c will cover p(2) (as T3 is regular) and consequently also q(1) and q(2) are
covered (as T2 is regular). This requires another form of coassociativity however. In
order to use coassociativity with the canonical maps T2 and T3 as in Definition 1.3
we need an extra covering of q(3) in the above formula with an element b on the left.
We also had to do this in the previous proof. Finally, we can use right invariance of
ψ to get

T2(y) =
∑

(q)

ψ(pq(1)) c⊗ q(2)

and we get T2(y) = c⊗ a with a =
∑

(q) ψ(pq(1))q(2).

iii) If now T2 and T3 are regular, we can define the element z ∈ A ⊗ A. A similar
calculation as above will give

T3(z) = (ι⊗ ϕ)((1 ⊗ p)∆(q))⊗ b.

iv) Again if T1 and T4 are regular, we can define the element z ∈ A ⊗ A as in the
formulation and obtain the desired formula.

The reader is advised to compare the proof of item ii), using the Sweedler notation, with
the proof of item i) where we did not use the Sweedler notation.

We used that ∆ is a homomorphism and that it is coassociative. However, we do not
need any faithfulness property of the integrals for these results. Of course, without this
condition on the integrals, we have no guarantee that the range of these canonical maps
is big enough.

If we assume that the integrals are faithful and that the coproduct is full, we get from
the above results that the canonical maps are surjective. However, we do not assume this
here and so we have to be more careful.

The main result

We now combine the results of Proposition 2.4 with those of Proposition 2.6 to obtain the
main results for multiplier Hopf algebras.

Recall from Definition 1.5 that the left and the right leg of ∆ are the smallest subspaces
V and W of A satisfying

∆(a)(1⊗ b) ∈ V ⊗A and (1⊗ b)∆(a) ∈ V ⊗A

∆(a)(c⊗ 1) ∈ A⊗W and (c⊗ 1)∆(a) ∈ A⊗W

for all a, b, c ∈ A. It is implicitly assumed that the canonical maps, involved in these
formulas, are regular.

We do not assume that ∆ is full. So the spaces V and W could be strictly smaller than
A. However, as we mentioned already, it will eventually be shown that they are equal to
A. This will follow from the other assumptions.

2.7. Proposition i) If T1 and T4 are regular, then T1 is bijective if there is a left faithful
left integral and a right faithful right integral.
ii) If T2 and T3 are regular, then T2 is bijective if there is a left faithful left integral
and a right faithful right integral.
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iii) If T2 and T3 are regular, then T3 is bijective if there is a right faithful left integral
and a left faithful right integral.
iv) If T1 and T4 are regular, then T4 is bijective if there is a right faithful left integral
and a left faithful right integral.

Proof: i) Because we have a right faithful right integral, by Proposition 2.4 the map
T1 is injective. To prove that it is surjective, we proceed as follows.

Take any element x ∈ A ⊗ A. We know that T1(x) ∈ V ⊗ A. On the other hand,
because ϕ is assumed to be left faithful, by Proposition 1.9, V is spanned by elements
of the form a = (ι ⊗ ϕ)((∆(p)(1 ⊗ q)) for p, q ∈ A. In Proposition 2.6 we have seen
that for such elements we have a⊗ b = T1(y) where

y =
∑

(p),(q)

p(1) ⊗ q(1)b ϕ(p(2)q(2)).

The element y is a linear combination of elements of the form
∑

(p) p(1) ⊗ r ϕ(p(2)s).
Hence y ∈ V ⊗A. Taking all these results together, we find that T1(x) ∈ T1(V ⊗A).
Because T1 is injective, it follows that x ∈ V ⊗ A. This is now true for all elements
x ∈ A⊗A and hence V = A. Then also T1 is surjective.

ii) The other statements are proven in a similar way by using the other parts of
Propositions 2.4 and 2.6.

Observe that replacing ∆ by ∆cop results in interchanging T1 with T4 and a left integral
with a right integral. This shows that i) and iv) are compatible with each other. It will
also interchange T2 with T3 and so also ii) and iii) are compatible with each other. On
the other hand, if we replace A by Aop, this converts T1 to T3 and T2 to T4, while left
faithfulness becomes right faithfulness. This shows that i) is compatible with iii) and that
ii) is compatible with iv).

Also remark that in all these cases, we need regularity of a second canonical map to obtain
a result about one canonical map. We see e.g. that we need also regularity of T4 in order
to prove that T1 is bijective. Similarly for the other three cases.

The argument we use here to obtain the surjectivity of the canonical maps is inspired by
an argument given in [5], known as ‘Kustermans trick’, see a comment in Section 4 and
further Appendix B where we say something more about this.

2.8. Remark i) We see that we get a full coproduct under the appropriate conditions.
ii) We can also obtain that A is idempotent if e.g. T1 and T4 are regular and if any
of these canonical maps is surjective. Indeed, assume that ω = 0 on A2. If T4 is
regular, we have

∆(a)(p ⊗ q) ∈ A⊗A2

and so (ι⊗ ω)(∆(a)(p ⊗ q)) = 0 for all a, p, q. If also T1 is regular we can conclude
that still (ι⊗ω)(∆(a)(1⊗ q)) = 0 for all a, q. So when T1 is surjective, we must have
ω = 0. This proves that A = A2.
iii) Assume that A is idempotent. If T1(A⊗A) = A⊗A we see that also ∆(A)(A⊗

A) = A⊗A. This also holds if T4 is surjective. On the other hand, if T2 is surjective
we would get (A⊗A)∆(A) = A⊗A. In these cases we get that ∆ is a non-degenerate
homomorphism from A to M(A⊗A).
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We now come to our main results.

2.9. Theorem Assume that A is a non-degenerate algebra and that ∆ : A→M(A⊗A)
is a regular coproduct on A. Then (A,∆) is a multiplier Hopf algebra if there is a
left faithful left integral and a right faithful right integral. It is a regular multiplier
Hopf algebra if there is a faithful left integral and a faithful right integral.

Proof: i) Because we assume that ∆ is regular, all canonical maps are regular.
And because we assume that there is a left faithful left integral and a right faithful
right integral, we can apply items i) and ii) of the previous proposition and we have
that T1 and T2 are bijective maps. Hence, by definition, (A,∆) is a multiplier Hopf
algebra.

ii) If there is a faithful left integral and a faithful right integral, also the other items,
iii) and iv) apply and the canonical maps T3 and T4 are also bijective. This means
that (A,∆) is a regular multiplier Hopf algebra.

The last property is obtained in [21] under the extra assumption that the coproduct is full.
We see that this result is a bit stronger than the one in [21]. Observe that the coproduct
in any multiplier Hopf algebra is automatically full.

In the following result we get a still stronger property than the last one. For the notion
of a single sided (left or right) multiplier Hopf algebra, we refer to [19].

2.10. Proposition Assume that A is a non-degenerate algebra and that ∆ is a coproduct
on A. If T1 and T4 are regular, then (A,∆) is a left multiplier Hopf algebra if there
is a faithful left integral and a faithful right integral. If T2 and T3 are regular, then
(A,∆) is a right multiplier Hopf algebra if there is a faithful left integral and a
faithful right integral.

Proof: i) Given that T1 and T4 are regular, we can use item i) and item iv) of
Proposition 2.7. The maps T1 and T4 are bijective because there is a faithful left
integral and a faithful right integral. Then (A,∆) is a left multiplier Hopf algebra
as in item i) of Definition 1.5 of [19].

ii) Given that T2 and T3 are regular, we can use item ii) and item iii) of Proposition
2.7. Again the maps T2 and T3 are bijective because of the existence of faithful
integrals. Now (A,∆) is a right multiplier Hopf algebra as in item ii) of Definition
1.5 of [19].

For the above result we only need the material obtained in this paper. However, it is shown
in [19] that a single sided multiplier Hopf algebra is automatically a regular multiplier Hopf
algebra. Therefore, we also get the following stronger form of the second part of Theorem
2.9.

2.11. Theorem Assume that A is a non-degenerate algebra and that ∆ : A→M(A⊗A)
is a coproduct on A. If T1 and T4 are regular, then (A,∆) is a regular multiplier
Hopf algebra if there is a faithful left integral and a faithful right integral. If T2 and
T3 are regular, then (A,∆) is a regular multiplier Hopf algebra if there is a faithful
left integral and a faithful right integral.

We now look at some consequences for the case when A is unital. We derive the following
consequence from Theorem 2.9.
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2.12. Corollary Assume that A is a unital algebra and that ∆ : A→ A⊗A is a coproduct
on A. Then A is a Hopf algebra if there exists a left faithful left integral and a right
faithful right integral. If these integrals are faithful, A has an invertible antipode.

Proof: Because A has an identity all the canonical maps are automatically regular.

i) If there is a left faithful left integral and a right faithful right integral, the maps
T1 and T2 are bijections. Then A is a Hopf algebra.

ii) If there is a faithful left integral and a faithful right integral, all four canonical
maps are bijective. Then A is a Hopf algebra with an invertible antipode.

Observe that we do not need the existence of a counit to obtain this result. It is a
consequence of the other conditions.

For a finite-dimensional space, a left faithful functional is automatically faithful. Simi-
larly for a right faithful functional. Moreover a finite-dimensional algebra with a faithful
functional is automatically unital. Hence we obtain the following consequence.

2.13. Corollary Assume that A is a finite-dimensional algebra and that ∆ : A→ A⊗A

is a coproduct on A. Then A is a Hopf algebra if there exists a faithful left integral
and a faithful right integral.

We also obtain that the antipode is invertible, but that is always the case for a finite-
dimensional Hopf algebra.

Further reflections

From the general theory, we know that for any multiplier Hopf algebra there exists a counit
and an antipode. The result is also true for single sided multiplier Hopf algebras. In the
first case, this is already proven in [12]. In the second case, a somewhat easier approach is
found in [19]. In the two cases, these objects are constructed using the bijectivity of the
canonical maps.

In this paper, the bijectivity of the canonical maps is proven by using properties of the
integrals. In this item, we show how the counit and antipode can be constructed directly
from the properties of the integrals, thus avoiding the intermediate step. It turns out to
give also some extra information.

We begin with the counit. In [19] the counit is obtained from the inverse of the canonical
map T1. If a, b ∈ A and

a⊗ b =
∑

i

∆(pi)(1⊗ qi),

then ε(a)b =
∑

i piqi. This however only defines ε(a) as a left multiplier of A. The
canonical map T4 is used to show that this left multiplier is actually a scalar multiple of
the identity.

Here we proceed as follows.

2.14. Proposition Let A be a non-degenerate algebra and ∆ : A→M(A⊗A) a coprod-
uct on A. Assume that the maps T1 and T4 are regular. Also assume that we have
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a left faithful left integral and a right faithful right integral. Then one can define a
linear map ε on the left leg of ∆ satisfying

(ε⊗ ι)(∆(a)(1 ⊗ b)) = ε(a)b

for all a, b.

Proof: i) Because ϕ is assumed to be left faithful, the left leg V of ∆ is spanned by
elements of the form (ι⊗ ϕ)(∆(p)(1 ⊗ q)), see item i) in Proposition 1.9.

ii) We want to define ε on V by the formula
∑

i

ε((ι⊗ ϕ)(∆(p)(1 ⊗ q))) = ϕ(pq)

where p, q ∈ A. To show that this is well-defined, we first assume that we have
elements pi, qi so that ∑

i

(ι⊗ ϕ)(∆(pi)(1⊗ qi)) = 0.

By the first result in Proposition 2.6 it follows that

T1(
∑

i

(ι⊗ ι⊗ ϕ)(∆13(pi)∆23(qi)(1⊗ b⊗ 1))) = 0

for all b. Because we have a right faithful right integral, we can apply Proposition
2.4 and the canonical map T1 is injective. So

∑

i

(ι⊗ ι⊗ ϕ)(∆13(pi)∆23(qi)(1⊗ b⊗ 1)) = 0

for all b. If we now apply multiplication and use left invariance of ϕ, we find

0 =
∑

i

(ι⊗ ϕ)(∆(pi)∆(qi)(b⊗ 1)) =
∑

i

b ϕ(piqi)

for all b and so
∑

i ϕ(piqi) = 0. This means that we can define ε on A by the formula

ε((ι⊗ ϕ)(∆(p)(1 ⊗ q))) = ϕ(pq).

iii) For any a, b, c ∈ A we have

ε((ι⊗ ϕ)(∆(a)(1 ⊗ bc))) = ϕ(abc)

and because ϕ is assumed to be left faithful, it follows that

(ε⊗ ι)((∆(a)(1 ⊗ b)) = ab.

The proof uses that T4 is regular by the use of Proposition 2.6. In the existence proof in
[19], it is needed that it is surjective, see Proposition 2.2 in that paper. On the other hand,
here we only have the counit on the left leg of ∆. This is not really a problem because,
after all, the formula characterizing the counit only uses the values on the left leg of ∆.
Apart from this difference, there is also some similarity. In [19] the counit is defined by
ε(a)b = mT−1

1 (a⊗ b). Also here we use in fact the same formula.

To continue, we use the same method to obtain a counit ε′ on the right leg of ∆.
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2.15. Proposition Let A be a non-degenerate algebra and ∆ : A→M(A⊗A) a coprod-
uct on A. Assume that the maps T1 and T4 are regular. Also assume that we have
a right faithful left integral and a left faithful right integral. Then one can define a
linear map ε′ on the right leg of ∆ satisfying

(ι⊗ ε′)(∆(a)(c ⊗ 1)) = ε(a)c

for all a, c.

Proof: We define ε′ by

ε′((ψ ⊗ ι)(∆(p)(q ⊗ 1)) = ψ(pq)

and we use a similar argument as in the previous proof to show that it is well-
defined. We need regularity of T1 and T4 to use Proposition 2.6 and a right faithful
left integral to use that T4 is injective. Then we have

ε′((ψ ⊗ ι)(∆(p)(qx⊗ 1)) = ψ(pqx)

and using the left faithfulness of ψ that

(ι⊗ ε′)(∆(p)(q ⊗ 1)) = pq.

The proof uses that T1 is regular. In the existence proof in [19], it is needed that T1 is
surjective. But just as in that paper, we essentially define here ε′ by

ε′(a)c = mopT−1
4 (c⊗ a).

Observe that, in order to get ε and ε′ we need a faithful left integral and a faithful right
integral. This is in agreement with the result of Proposition 2.10.

The case of the counit gives little extra information, but we include it to illustrate the
approach.

We now consider the antipode.

First recall the following well-known result.

2.16. Proposition Let (A,∆) be a regular multiplier Hopf algebra with antipode S. If
ϕ is a left integral, we have

S((ι⊗ ϕ)(∆(a)(1 ⊗ b))) = (ι⊗ ϕ)((1 ⊗ a)∆(b)) (2.3)

for all a, b ∈ A.

With the use of the Sweedler notation, we get

(1⊗ a)∆(b) =
∑

(a)

(S(a(1))⊗ 1)∆(a(2)b)

and the formula (2.3) follows by applying ϕ on the second leg of this equation.

Consider a faithful left integral ϕ. Then the antipode S, if it exists, is completely deter-
mined by the formula (2.3) of Proposition 2.16. We now use this formula to define the
antipode in this context.
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2.17. Proposition Let A be a non-degenerate algebra and ∆ : A→M(A⊗A) a coprod-
uct. Assume that the maps T1 and T4 are regular. Also assume that we have a left
faithful left integral and a right faithful right integral. Then we can define a linear
map S from A to the left multiplier algebra L(A) satisfying

S((ι⊗ ϕ)(∆(p)(1 ⊗ q))) = (ι⊗ ϕ)((1 ⊗ p)∆(q)). (2.4)

as left multipliers.

Proof: We proceed as in the proof of Proposition 2.15.

i) Because ϕ is assumed to be left faithful, the left leg V of ∆ is spanned by elements
of the form (ι⊗ ϕ)(∆(p)(1 ⊗ q)), see item i) in Proposition 1.9.

ii) We now want to define S by the formula

S((ι⊗ ϕ)(∆(p)(1 ⊗ q))) = (ι⊗ ϕ)((1 ⊗ p)∆(q)).

To do this, assume that (pi) and (qi) are elements in A so that∑
i(ι⊗ ϕ)(∆(pi)(1 ⊗ qi)) = 0. Then by Proposition 2.6 we have

T1(
∑

i

(ι⊗ ι⊗ ϕ)(∆13(pi)∆23(qi)(1⊗ b⊗ 1))) = 0

for all b in A. Because we assume that there is a right faithful right integral, by the
injectivity of the canonical map T1 we find

∑

i

(ι⊗ ι⊗ ϕ)(∆13(pi)∆23(qi)(1⊗ b⊗ 1)) = 0

for all b. We can apply the counit on the first factor and we obtain

∑

i

(ι⊗ ϕ)((1 ⊗ pi)∆(qi)(b⊗ 1)) = 0.

We see that we can define S(a) for a ∈ A as a left multiplier by the formula

S((ι⊗ ϕ)(∆(p)(1 ⊗ q))) = (ι⊗ ϕ)((1 ⊗ p)∆(q)).

2.18. Proposition Assume the conditions of the previous proposition. For all a in the
left leg of ∆ and for all b we have

∑
(a) a(1) ⊗ S(a(2))b well-defined in A ⊗ A and∑

(a) a(1)S(a(2))b = ε(a)b.

Proof: Apply the formula (2.4)with p replaced by (ω⊗ι)(∆(p)(c⊗1)) where p, b, c ∈
A and ω ∈ A′. Using the Sweedler notation we find

∑

(p)

ω(p(1)c)S(p(2))b ϕ(p(3)q) =
∑

(p),(q)

ω(p(1)c)q(1)b ϕ(p(2)q(2)).

This means that
∑

(p)

p(1)c⊗ S(p(2))b ϕ(p(3)q) =
∑

(p),(q)

p(1)c⊗ q(1)b ϕ(p(2)q(2)).
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We can write this as

∑

(a)

a(1)c⊗ S(a(2))b =
∑

(p),(q)

p(1)c⊗ q(1)b ϕ(p(2)q(2)) (2.5)

where a = (ι⊗ϕ)(∆(p)(1⊗ q)). On the right hand side, we see that b covers q(1) and
also p(2) is covered. We can cancel c and still get an element in A ⊗ A. It implies
that

∑
(a) a(1)c⊗S(a(2))b is well-defined in A⊗A. Then we can apply multiplication

and obtain

∑

(a)

a(1)S(a(2))b) =
∑

(p),(q)

p(1)q(1)bϕ(p(2)q(2)) = bϕ(pq)

= bε((ι⊗ ϕ)(∆(p)(1 ⊗ q)).

We see that
∑

(a) a(1)S(a(2))b = ε(a)b.

The map a⊗ b 7→
∑

(a) a(1) ⊗ S(a(2))b is the inverse of T1. One can see this by applying
T1 on the formula (2.5) above.

We finish with some remarks about the more general situations.

In Theorem 2.9 we found a multiplier Hopf algebra under the conditions (1) that the
coproduct is regular, (2) the existence of a left faithful left integral and (3) the existence
of a right faithful right integral. We see from the formula (2.3), that indeed the antipode
will map A into A when it is assumed that the coproduct is regular. Now, for a general
multiplier Hopf algebra, the antipode is known to map into the multiplier algebra M(A).
For this to happen, we should weaken the condition on the coproduct and only require
the canonical maps T1 and T2 to be regular.

3. The theorem for weak multiplier Hopf algebras

In this section, we consider the Larson-Sweedler theorem for weak multiplier Hopf algebras.

We formulate the starting conditions, compare them with the ones we had in the previous
section, as well as with the conditions we used in the original article [4]. It is the intention
to weaken these conditions where possible.

Conditions on the algebra A and the coproduct ∆

We assume that A is a non-degenerate algebra and that ∆ : A→M(A⊗A) is a coproduct
(as in Definition 1.4). So ∆ is a homomorphism and it is coassociative in any of the forms
we have in Definition 1.2 and Definition 1.3.

Just as in [4] we have the following condition on the coproduct.

3.1. Condition We assume the existence of an idempotent E ∈M(A⊗A) satisfying

∆(A)(A ⊗A) = E(A⊗A) and (A⊗A)∆(A) = (A⊗A)E.

We know that such an idempotent is unique and it is the smallest one satisfying

E∆(a) = ∆(a)E = ∆(a)
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for all a ∈ A. One can extend ∆⊗ ι and ι⊗∆ to M(A⊗A) and require that

(∆⊗ ι)E = (E ⊗ 1)(1⊗ E) = (1⊗ E)(E ⊗ 1). (3.1)

For details, see the appendix in [22].

3.2. Remark i) In the previous section, this condition would appear with E = 1 and
hence, the coproduct would be required to be non-degenerate. We didn’t need this
condition and in fact it followed as a consequence, see Remark 2.8.

ii) On the other hand, in [4], we have extra assumptions for this case. The algebra
A is assumed to be idempotent and the coproduct is assumed to be regular and full.
As in the previous section, we do not assume these conditions and we will see how
far we can get without them.

iii) It is probably possible to replace these conditions with weaker ones also here,
but we will not make an attempt to do so. We made an extra remark about this in
Section 4.

Just as in [4], we need the following extra condition on the idempotent E as sitting in
M(A⊗A).

3.3. Condition We assume the existence of two algebras B and C, sitting in M(A) in a
non-degenerate way. Further we require that E is a regular separability idempotent
in M(B ⊗C) as in Definition 1.5 of [15].

Most of the material on separability idempotents in this context is collected in Appendix
B of [4]. We include here the relevant properties for the convenience of the reader. More
details can be found in that appendix.

That B and C sit in M(A) in a non-degenerate way means that we have BA = AB = A

and CA = AC = A. It follows that the products in B and C are non-degenerate. The
embeddings extend to embeddings of M(B) andM(C) inM(A). So we can consider these
multiplier algebras as subalgebras of M(A). The same holds for B⊗C and the multiplier
algebra M(B ⊗ C) is a subalgebra of M(A⊗A).

It is shown in [4] that the algebras B and C are determined by E if they exist, see
Proposition 2.1 in [4]. Indeed, it can be proven that the algebras B and C can be defined
as the left and the right leg of E, as sitting in M(A ⊗ A). This is the content of the
following proposition.

3.4. Proposition If the conditions above hold, then

(a⊗ 1)E ∈ A⊗ C and E(a⊗ 1) ∈ A⊗ C

E(1⊗ a) ∈ B ⊗A and (1⊗ a)E ∈ B ⊗A

for all a ∈ A. Moreover B and C are the smallest subspaces of M(A) for which this
is true.

From this result, we can already prove that A has to be idempotent if any of the canonical
maps is regular. Indeed suppose e.g. that T1 is regular and that ω = 0 on A2. Because T1
is regular, we have

∆(a)(p⊗ q) ∈ A2
⊗A
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and so (ω ⊗ ι)∆(a)(p ⊗ q)) = 0 for all a, p, q. Because we assume that ∆(A)(A ⊗ A) =
E(A ⊗ A) we find that (ω ⊗ ι)(E(p ⊗ q)) = 0 for all p, q. Because E(p ⊗ 1) ∈ A ⊗ C we
already have (ω⊗ ι)(E(p⊗1)) = 0 for all p ∈ A. Because E is full, this implies that ω = 0.
This proves that A = A2. A similar argument works for the other canonical maps.

It follows from the Equations (3.1) that the following formulas hold.

3.5. Proposition i) The subalgebras B and C of A commute.
ii) For all a ∈ A and y ∈ B we have

∆(ay) = ∆(a)(y ⊗ 1) and ∆(ya) = (y ⊗ 1)∆(a).

iii) For all a ∈ A and x ∈ C we have

∆(xa) = (1⊗ x)∆(a) and ∆(ax) = ∆(a)(1 ⊗ x).

It is not hard to see that these properties also are true for elements in the multiplier
algebras of B and C respectively.

We have anti-isomorphisms SB : B → C and SC : C → B characterized by the formulas

E(b⊗ 1) = E(1⊗ SB(b)) and (1⊗ c)E = (SC(c)⊗ 1)E.

We can define the elements F1, F2, F3 and F4 (see e.g. the Appendix in [4]).

3.6. Definition Denote

F1 = (ι⊗ SC)E and F3 = (ι⊗ S−1
B )E (3.2)

F2 = (SB ⊗ ι)E and F4 = (S−1
C ⊗ ι)E. (3.3)

These elements satisfy the following properties.

3.7. Proposition The elements F1 and F3 belong to M(B ⊗B) while F2 and F4 belong
to M(C ⊗C). They satisfy

E13(F1 ⊗ 1) = E13(1⊗ E) and (F3 ⊗ 1)E13 = (1⊗ E)E13 (3.4)

(1⊗ F2)E13 = (E ⊗ 1)E13 and E13(1⊗ F4) = E13(E ⊗ 1). (3.5)

Finally, also observe that, with B = C = C1 and E = 1 ⊗ 1, all these conditions are
trivially fulfilled. This is essentially the situation in the previous section.

Integrals

Integrals can be defined as in Definition 2.5 of [4]). However, we modify the definition
slightly as we do not require the coproduct to be regular, just as we did in the previous
section, see Definition 2.1.

We will use the following notations.

3.8. Notation We denote the multiplier algebras of B and C by respectively As and At.
We have seen that they are subalgebras of M(A).

Then we define integrals.
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3.9. Definition If T2 or T4 is regular, then a non-zero linear functional ϕ is called a left
integral if (ι ⊗ ϕ)∆(a) ∈ At for all a ∈ A. If T1 or T3 is regular, then a non-zero
linear functional ψ is called a right integral if (ψ ⊗ ι)∆(a) ∈ As for all a ∈ A.

Remember that, given a ∈ A and ω ∈ A′, an element (ι ⊗ ω)∆(a) is defined as a right
multiplier if T2 is regular and as a left multiplier if T4 is regular. Similarly, we have that
(ω ⊗ ι)∆(a) is defined as a left multiplier if T1 is regular and as a right multiplier if T3 is
regular. Therefore, the above definition of integrals makes sense.

For the integrals, defined in this way, we get the following results. They generalize the re-
sults as obtained in Proposition 2.7 in [4]. We use the elements Fi introduced in Definition
3.6.

3.10. Proposition i) Assume that the canonical maps T1 and T4 are regular. If ϕ is a
left integral, we have

(ι⊗ ϕ)∆(a) = (ι⊗ ϕ)((1 ⊗ a)F4)

for all a in the right leg of ∆. If ψ is a right integral we get

(ψ ⊗ ι)∆(a) = (ψ ⊗ ι)((a ⊗ 1)F1)

for all a in the left leg of ∆.

ii) Assume that the canonical maps T2 and T3 are regular. If ϕ is a left integral we
have

(ι⊗ ϕ)∆(a) = (ι⊗ ϕ)(F2(1⊗ a))

for all a in the right leg of ∆. If ψ is a right integral we get

(ψ ⊗ ι)∆(a) = (ψ ⊗ ι)(F3(a⊗ 1))

for all a in the left leg of ∆.

Proof: i) Assume that T1 and T4 are regular and that ϕ is a left integral as in
Definition 3.9. Because T4 is regular, given a ∈ A we can define y = (ι ⊗ ϕ)∆(a).
By definition it belongs to At and therefore

∆(yc)(p ⊗ q) = (y ⊗ 1)∆(c)(p ⊗ q) (3.6)

for all c, p, q ∈ A. This follows from Proposition 3.5. For the right hand side of
Equation (3.6) we have

(y ⊗ 1)∆(c)(p ⊗ q) =
∑

(a)

(a(1) ⊗ 1)∆(c)(p ⊗ q)ϕ(a(2)).

The element a(1) is covered because the maps T1 and T4 are regular. For the left
hand side of Equation (3.6) we get

∑

(a)

∆(a(1)c)(p ⊗ q)ϕ(a(2)).

With an extra covering factor d we can write
∑

(a)

∆(a(1)c)(p ⊗ q)⊗ a(2)d =
∑

(a)

∆(a(1))∆(c)(p ⊗ q)⊗ a(2)d.
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Here we use that T1 is regular. Now we use that E(A ⊗ A) = ∆(A)(A ⊗ A). Take
r, s ∈ A and write E(r ⊗ s) =

∑
i ∆(ci)(pi ⊗ qi). We get

∑

(a),i

∆(a(1)ci)(pi ⊗ qi)⊗ a(2)d =
∑

(a),i

∆(a(1))∆(ci)(pi ⊗ qi)⊗ a(2)d

=
∑

(a)

∆(a(1))E(r ⊗ s)⊗ a(2)d

=
∑

(a)

∆(a(1))(r ⊗ s)⊗ a(2)d

=
∑

(a)

a(1)r ⊗∆(a(2))(s⊗ d)

We have used that ∆(x)E = ∆(x) for all x ∈ A. For the last step we have used
coassociativity with the pair T1, T4 (cf. Definition 1.3). Because a(1) is covered in
the two sides of this equation, we can cancel d again and obtain

∑

(a),i

∆(a(1)ci)(pi ⊗ qi)⊗ a(2) =
∑

(a)

a(1)r ⊗∆(a(2))(s⊗ 1).

We get an element in A⊗A⊗A and we can apply ϕ on the last factor. We get

∑

(a),i

∆(a(1)ci)(pi ⊗ qi)ϕ(a(2)) =
∑

(a)

a(1)r ⊗ a(2)s ϕ(a(3)).

Putting things together, and using that ∆13(a)(E⊗1) = ∆13(a)(1⊗F4) (see Propo-
sition 3.7) we find

∑

(a)

a(1)r ⊗ a(2)s ϕ(a(3)) =
∑

(a)

(a(1) ⊗ 1)E(r ⊗ s)ϕ(a(2))

=
∑

(a)

a(1)r ⊗ (ι⊗ ϕ)((s ⊗ a(2))F4).

We can apply a linear functional ω on the first factor and we get that

∑

(b)

b(1)s ϕ(b(2)) = (ι⊗ ϕ)((s ⊗ b)F4)

for all b in the right leg of ∆.

ii) The three other cases are proven in the same way.

Remark that the formulas make sense because elements like F2(1 ⊗ a) belong to C ⊗ A

and so (ι⊗ω)(F2(a⊗ 1)) belongs to C for any linear functional ω. Similarly for the other
cases. In fact, we see from these formulas that not only (ι ⊗ ϕ)∆(a) belongs to At, the
multiplier algebra of C, but that actually such elements already belong to C. This is a
phenomenon we discovered already in Section 1 in [25].

3.11. Remark i) In [4] the coproduct is assumed to be regular and full, see the beginning
of Section 2 in [4]. Therefore we get the above results for all elements in A. This is
used to obtain the formulas in Proposition 2.7 of [4]. It should be observed however
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that the proof given in [4] is not very accurate as we see from the argument in the
previous proof here.

ii) Further we will need to have these formulas for all elements in A. Instead of
assuming that the product is full and regular, we will just assume that the formulas
hold. This boils down to giving an other definition of left and right integrals.

iii) For the case E = 1 as we have in the previous section, this just means that
we define a left integral with the formula (ι ⊗ ϕ)∆(a) = ϕ(a)1 and not with the
requirement that (ι⊗ ϕ)∆(a) is a scalar multiple of 1. See Appendix A.

Therefore, it makes sense to work only with integrals that satisfy the formulas of the

previous result for all a ∈ A. And this is what we will do further.

The kernels and ranges of the canonical maps

We first prove the basic results about the kernels of these canonical maps. We need the
concept of a left and right faithful set of linear functionals.

3.12. Definition We call a set F of linear functionals on A left faithful if, given a ∈ A

we have a = 0 if ω(a · ) = 0 for all ω ∈ F . We call it right faithful if, given a ∈ A we
have a = 0 if ω( · a) = 0 for all ω ∈ F .

3.13. Proposition

i) If we have a right faithful set of right integrals then Ker(T1) = (A⊗1)(1−F1)(1⊗A).
ii) If we have left faithful set of left integrals, then Ker(T2) = (A⊗1)(1−F2)(1⊗A).
iii) If we have left faithful set of right integrals then Ker(T3) = (1⊗A)(1−F3)(A⊗1).
iv) If we have a right faithful set of left integrals Ker(T4) = (1⊗A)(1− F4)(A⊗ 1).

Proof: First we show that T1((a ⊗ 1)F1(1 ⊗ b)) = T1(a ⊗ b) for all a, b in A. We
know that F1(1 ⊗ b) ∈ B ⊗ A. We can use the Sweedler type notation E(1) ⊗ E(2)

for E. Then (a⊗ 1)F1(1⊗ b) = aE(1) ⊗ SC(E(2))b so that

T1((a⊗ 1)F1(1⊗ b)) = ∆(aE(1))(1⊗ SC(E(2))b)

= ∆(a)(1 ⊗E(1)SC(E(2))b) = ∆(a)(1 ⊗ b).

This proves the claim. Remark that we do not need the integrals for this result.

Conversely, assume that
∑

i pi⊗qi ∈ Ker(T1). This means that
∑

i ∆(pi)(1⊗qi) = 0.
Multiply with ∆(a) from the left and apply a right invariant functional ψ on the
first leg. We find ∑

i

(ψ ⊗ ι)(∆(api)(1⊗ qi)) = 0

and by the formula in Proposition 3.10 we find that
∑

i

(ψ ⊗ ι)((api ⊗ 1)F1(1⊗ qi)) = 0.

This holds for all right integrals ψ and all a. Because we assume that there is a right
faithful set of right integrals, it follows that

∑

i

(pi ⊗ 1)F1(1⊗ qi) = 0.
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This gives the right expression for the kernel of T1.

The other formulas are obtained in a similar way.

Next we look for the ranges of the canonical maps.

3.14. Proposition

i) Assume that T1 and T4 are regular. When ϕ is a left integral we have

T1((ι⊗ ι⊗ ϕ)(∆13(a)∆23(b)(1 ⊗ c⊗ 1)) = E(p ⊗ c)

where p = (ι⊗ ϕ)(∆(a)(1 ⊗ b)).
ii) Assume that T2 and T3 are regular. When ψ is a right integral we have

T2((ψ ⊗ ι⊗ ι)((1 ⊗ c⊗ 1)∆12(a)∆13(b))) = (c⊗ p)E

where p = (ψ ⊗ ι)((a ⊗ 1)∆(b)).
iii) Assume that T2 and T3 are regular. When ϕ is a left integral we have

T3((ι⊗ ι⊗ ϕ)((1 ⊗ c⊗ 1)∆23(a)∆13(b))) = (q ⊗ c)E

where q = (ι⊗ ϕ)((1 ⊗ a)∆(b)).
iv) Assume that T1 and T4 are regular. When ψ is a right integral we have

T4((ψ ⊗ ι⊗ ι)(∆13(a)∆12(b)(1 ⊗ c⊗ 1)) = E(c⊗ q)

where q = (ψ ⊗ ι)(∆(a)(b ⊗ 1)).

Proof: First assume that the maps T1 and T4 are regular. Then

∆13(a)∆23(b)(1⊗ c⊗ 1)

is well-defined as an element in the threefold tensor product A ⊗ A ⊗ A for all
a, b, c ∈ A. We can apply a left integral ϕ on the last factor to get elements in A⊗A.
On such elements we can apply the canonical map T1. Then we find

T1((ι⊗ ι⊗ ϕ)(∆13(a)∆23(b)(1 ⊗ c⊗ 1))) (3.7)

= (ι⊗ ι⊗ ϕ)(((∆ ⊗ ι)∆(a))∆23(b)(1 ⊗ c⊗ 1)) (3.8)

(a)
= (ι⊗ ι⊗ ϕ)((ι ⊗∆)(∆(a)(1 ⊗ b))(1⊗ c⊗ 1)) (3.9)

(b)
= (ι⊗ ι⊗ ϕ)((1 ⊗ F2)(∆13(a)(1 ⊗ c⊗ b))) (3.10)

(c)
= (ι⊗ ι⊗ ϕ)((E ⊗ 1)(∆13(a)(1⊗ c⊗ b))) (3.11)

= E((ι⊗ ϕ)(∆(a)(1 ⊗ b))⊗ c) (3.12)

= E(p⊗ c) (3.13)

with p = (ι ⊗ ϕ)(∆(a)(1 ⊗ b)). For the equality (a) we use coassociativity of the
coproduct and for (c) we use Proposition 3.7. For (b) we need the formulas from
Proposition 3.10. Recall that we assume these to be true for all elements a in the
right leg of ∆, see Remark 3.11.

The three other formulas are proven in the same way, using the other expressions in
Proposition 3.10.
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The start of this proof is as in the proof of Proposition 2.6.

Recall that we use V for the left leg of ∆ and W for the right leg of ∆. We do not assume
fullness of the coproduct and so, in principle, these can be proper subspaces of A.

However, with the previous result in mind, we can show the following about these sub-
spaces. Compare this result with Proposition 1.9.

3.15. Proposition Suppose that there exists a set of left integrals that is left faithful.
Then the span of elements of the form (ι⊗ϕ)(∆(a)(1⊗ b)) where a, b ∈ A and where
ϕ is a left integral, is equal to the left leg V of ∆. If there is a set of left integrals
that is right faithful, the span of elements (ι⊗ ϕ)(1⊗ b)∆(a)) is again V . A similar
result for right integrals will give the right leg W of ∆

Proof: Assume that ω is a linear functional that kills all elements of the form
(ι ⊗ ϕ)(∆(a)(1 ⊗ b)) where a, b ∈ A and where ϕ is a left integral. Replace here b
by bc. Then ϕ(xc) = 0 for all c when x = (ω ⊗ ι)(∆(a)(1 ⊗ b)). If we assume that
there is a set of left integrals that is left faithful, it follows that x = 0. This holds
for all a, b ∈ A and consequently, ω is 0 on V . This proves the first statement of the
proposition. The others are proven in a completely similar way.

Remark that we do not really need integrals. The result is true for any set of functionals
with the appropriate faithfulness property.

If we combine this with the results of Proposition 3.14 we find the following.

3.16. Proposition i) Assume that T1 and T4 are regular. If there is a left faithful set of
left integrals,

T1(A⊗A) ⊆ E(V ⊗A) ⊆ T1(V ⊗A).

ii) Assume that T2 and T3 are regular. If there is a right faithful set of right integrals,

T2(A⊗A) ⊆ (A⊗W )E ⊆ T2(A⊗W ).

iii) Assume that T2 and T3 are regular. If there is a right faithful set of left integrals,

T3(A⊗A) ⊆ (V ⊗A)E ⊆ T3(V ⊗A).

iv) Assume that T1 and T4 are regular. If there is a left faithful set of right integrals,

T4(A⊗A) ⊆ E(A⊗W ) ⊆ T4(A⊗W ).

Proof: We only consider the first case, the others are proven in a completely similar
way.

By the very definition of the left leg of ∆ we have that T1(a⊗ b) ∈ V ⊗A for all a, b.
And as T1(a⊗ b) = ET1(a⊗ b), we also get T1(a⊗ b) ⊆ E(V ⊗A).

To show that E(V ⊗A) ⊆ T1(V ⊗A) we use the previous result and the first formula
in Proposition 3.14, together with the fact that elements of the form

(ι⊗ ι⊗ ϕ)(∆13(a)∆23(b)(1 ⊗ c⊗ 1))

belong to V ⊗A for all a, b, c. Indeed, ∆(b)(c⊗ 1) ∈ A⊗ A by the regularity of the
coproduct and

(ι⊗ ι⊗ ϕ)(∆13(a)(1 ⊗ r ⊗ s))

belongs to V ⊗A for all r, s, a.
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If T1 or T3 is injective, we would get V = A. If T2 or T4 is injective, we would get W = A.
Then we could get our main result. However, these maps are not injective. Here we
proceed as follows.

3.17. Proposition i) Assume that T1 and T4 are regular. If there is a left faithful set of
left integrals and a right faithful set of right integrals we have

T1(A⊗A) = E(A⊗A) and Ker(T1) = (A⊗ 1)(1 − F1)(1⊗A).

ii) Assume that T2 and T3 are regular. If there is a left faithful set of left integrals
and a right faithful set of right integrals we have

T2(A⊗A) = (A⊗A)E and Ker(T2) = (A⊗ 1)(1 − F2)(1⊗A).

iii) Assume that T2 and T3 are regular. If there is a right faithful set of left integrals
and a left faithful set of right integrals we have

T3(A⊗A) = (A⊗A)E and Ker(T3) = (1⊗A)(1 − F3)(A⊗ 1).

iv) Assume that T1 and T4 are regular. If there is a right faithful set of left integrals
and a left faithful set of right integrals we have

T4(A⊗A) = E(A⊗A) and Ker(T3) = (1⊗A)(1 − F4)(A⊗ 1).

Proof: We only prove i). The other cases can be obtained in the same way or by
replacing A by Aop and/or ∆ by ∆cop as before.

Because there is a right faithful set of right integrals, by item i) of Proposition 3.13
we get the formula for the kernel of T1.

Because we have a left faithful set of left integrals, by item i) of Proposition 3.16 we
have T1(A⊗A) ⊆ T1(V ⊗A). Therefore, given a, a′ in A we can write

T1(a⊗ a′) =
∑

i

T1(vi ⊗ qi)

with vi ∈ V and qi ∈ A for all i. Then we get

(a⊗ 1)F1(1⊗ a′) =
∑

i

(vi ⊗ 1)F1(1⊗ qi).

This is true because p⊗ q 7→ (p⊗ 1)F1(1⊗ q) is a projection map onto the kernel of
T1. Apply any linear functional ω on the second factor of this equation. Then we get
ab ∈ V where b = (ι⊗ω)(F1(1⊗ a′)). Because E is assumed to be a full separability
idempotent, B is the span of all such elements. Therefore we have AB ⊂ V . But by
assumption AB = A and so A = V . As a consequence we get T1(A⊗A) = E(A⊗A).

In the first place, we now get a stronger version of the Larson-Sweedler theorem as it is
found in [4].
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3.18. Theorem Let A be a non-degenerate algebra with a regular coproduct ∆ : A →

M(A⊗A). Assume that there a is regular separability idempotent E as in Condition
3.1 and 3.3. If there is a left faithful set of left integrals and a right faithful set of
right integrals, the pair (A,∆) is a weak multiplier Hopf algebra. If there is a faithful
set of left integrals and a faithful set of right integrals, it is a regular weak multiplier
Hopf algebra.

This result is stronger than the one in [4] because it is not required that the coproduct is
full, neither that A is idempotent.

There are also other possible applications. If we combine T1 and T4 we get the following
result.

3.19. Proposition Assume that T1 and T4 are regular. If we have a faithful set of left
integrals and a faithful set of right integrals, we have

T1(A⊗A) = E(A⊗A) and Ker(T1) = (A⊗ 1)(1− F1)(1 ⊗A)

T4(A⊗A) = E(A⊗A) and Ker(T3) = (1⊗A)(1− F4)(A⊗ 1).

This would give a left weak multiplier Hopf algebra. Similarly we would get a right weak
multiplier Hopf algebra when T2 and T3 are regular. Remark however that the theory of
such one-sided weak multiplier Hopf algebras has not yet been developed.

We have already seen in the proof of Proposition 3.17 that the coproduct is full under the
given conditions. In fact we also can prove the following.

3.20. Proposition Suppose that T1 is regular and that T1(A ⊗ A) = E(A ⊗ A). Then
the left leg of ∆ is all of A.

Proof: Assume that (ω⊗ ι)(∆(a)(1⊗ b)) = 0 for all a, b ∈ A. Because T1(A⊗A) =
E(A⊗A) we find that (ω⊗ι)(E(p⊗q)) = 0 for all p, q ∈ A. Because E(p⊗1) ∈ A⊗C

we already have (ω ⊗ ι)(E(p ⊗ 1)) = 0 for all p ∈ A. Because E is full, this implies
that ω = 0. Therefore, the left leg of ∆ is all of A.

Similar results hold for the other canonical maps.

Remark that we have already argued that A has to be idempotent, see a remark preceding
Proposition 3.5.

To finish this section, we consider again the essential differences between the results of this
section and the previous one. To obtain the main results in the previous section (see The-
orem 2.9, Proposition 2.10 and Theorem 2.11) we need a coproduct on a non-degenerate
algebra with some regularity properties and integrals with some faithful properties. For
the main result in Section 3 we have similar conditions, but there is an issue with the
definition of the integrals.

Integrals in Section 2 are defined by a stronger requirement than in Section 3. This means
that either we have to assume that the coproduct is full from the very beginning, or we
have to work with integrals satisfying the formulas in Proposition 3.10.
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4. Conclusion and further research

Roughly speaking, a pair (A,∆) of a unital algebra with a coproduct is a Hopf algebra if
there is a faithful left and a faithful right integral. This is the Larson-Sweedler theorem
as it is found in [7]. The theorem has been generalized to multiplier Hopf algebras in [21],
to weak Hopf algebras in [2] and to weak multiplier Hopf algebras in [4].

In this paper, we have focused on the necessary assumptions about the regularity of
coproduct and the faithfulness of the integrals in order to be able to construct the counit
and the antipode and thus obtaining a multiplier Hopf algebra, or more generally, a weak
multiplier Hopf algebra. We get slight improvements of the known results in the two cases.

Among other aspects, there is the automatic fullness of the coproduct. We use a trick,
used by Kustermans and Vaes in the theory of locally compact quantum groups, see [5].

In fact, as mentioned before, the treatment of locally compact quantum groups is inti-
mately related with the Larson-Sweedler theorem in the sense that the existence of the
Haar weights - the operator algebraic counterparts of the integrals - is used to develop the
theory. We have explained this in greater detail in Appendix B.

Finally, let us mention some open problems related to the material of this paper. We have
considered coproducts on non-degenerate algebras with various regularity properties. Up
to now however there is a lack of such examples. An attempt in this direction is found in
[18]. Also invariant functionals in these cases, possibly with only one sided faithfulness,
are not yet known. The investigation here could lead, either to peculiar examples, or to
stronger results.

There is also the issue of non-degenerateness of the coproduct. In Section 2 it is a conse-
quence of the other assumptions. However, as we see from Proposition A.1 in the appendix,
this is so because we work with the usual definition of integrals. In Section 3 we need the
condition, see Condition 3.1. One can wonder if it is possible to conclude such a condition
from the other axioms as in Section 2. See Remark 3.2.

A. Appendix. About integrals on algebras with a coproduct

As before, we have a non-degenerate algebra A and a coproduct ∆ : A→M(A⊗A). We
assume that the maps T1 and T4 are regular. We prove the following result.

A.1. Proposition Assume that A ⊗ A = ∆(A)(A ⊗ A). Let ϕ be a linear functional
on A such that (ι ⊗ ϕ)∆(a) is a scalar multiple of the identity for all a. Then
(ι⊗ ϕ)∆(a) = ϕ(a)1 for all a in the right leg of ∆.

Proof: Let ϕ be a linear functional on A. Assume that there is a linear functional
λ on A satisfying

(ι⊗ ϕ)∆(a)(c ⊗ 1)) = λ(a)c

for all a, c. Apply ∆ and multiply with p⊗ q from the right to obtain

∑

(a)

∆(a(1)c)(p ⊗ q)ϕ(a(2)) = λ(a)∆(c)(p ⊗ q) (A.1)

= (ι⊗ ι⊗ ϕ)(∆13(a)∆12(c)(p ⊗ q ⊗ 1)). (A.2)
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Now we use that ∆(A)(A ⊗ A) = A ⊗ A. We write r ⊗ s =
∑

i∆(ci)(pi ⊗ qi). We
replace c, p, q by these elements and take the sum. For the right hand side (Equation
A.2) we obtain

(ι⊗ ι⊗ ϕ)(∆13(a)(r ⊗ s⊗ 1)) =
∑

(a)

(a(1)r ⊗ s)ϕ(a(2)).

We claim that for the left hand side we get

∑

(a)

(a(1)r ⊗ a(2)s)ϕ(a(3)).

To prove the claim take another element d in A and write

∑

(a)

∆(a(1)c)(p ⊗ q)⊗ a(2)d =
∑

(a)

∆(a(1))∆(c)(p ⊗ q)⊗ a(2)d.

Replace c, p, q and take the sum to get

∑

(a),i

∆(a(1)ci)(pi ⊗ qi)⊗ a(2)d =
∑

(a)

∆(a(1))(r ⊗ s)⊗ a(2)d

=
∑

(a)

a(1)r ⊗ a(2)s⊗ a(3)d

=
∑

(a)

a(1)r ⊗∆(a(2))(s⊗ d).

For the last step we use coassociativity. In this equation, we can cancel d to get

∑

(a),i

∆(a(1)ci)(pi ⊗ qi)⊗ a(2) =
∑

(a)

a(1)r ⊗∆(a(2))(s⊗ 1).

We can apply ϕ and we see that

∑

(a)

(a(1)r ⊗ s)ϕ(a(2)) =
∑

(a)

a(1)r ⊗ (ι⊗ ϕ)(∆(a(2))(s⊗ 1)).

Finally we apply a linear functional ω on the first factor and we replace
∑

(a) ω(a(1)r)a(2)
by b. We get

ϕ(b)s =
∑

(b)

(ι⊗ ϕ)(∆(b)(s ⊗ 1)).

This completes the proof.

One can check that we have the necessary coverings at all places.

A.2. Remark The conditions are natural:
i) A condition like ∆(A)(A ⊗A) = A⊗A assures that ∆ is not trivial.
ii) That we only get the formula for a in the right leg of ∆ is also natural since we
only require some property of ϕ on the right leg of ∆.
iii) Indeed, if ϕ is 0 on the right leg of ∆ the result can only hold if ϕ is 0.

If the right leg of ∆ is all of A we get that ϕ is a left integral. More precisely, we have the
following consequence.
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A.3. Proposition Assume that ∆ is a non-degenerate homomorphism and that its legs
are all of A. Then ϕ is a left integral if and only if (ι⊗ϕ)∆(a) is a scalar multiplier
of the identity for all a. Similarly ψ is a right integral if and only if (ψ ⊗ ι)∆(a) is
a scalar multiple of the identity for all a.

In the case where a counit exists and if A has an identity, the argument is simple. If we
apply ε on (ι⊗ ϕ)∆(a) = λ1 we find immediately ϕ(a) = λ.

B. Appendix. Locally compact quantum groups

In this appendix, we very briefly discuss the relation between the Larson-Sweedler theorem
and the theory of locally compact quantum groups as it is developed in [5]. A von Neumann
algebra approach can be found in the original paper [6] but a simpler one is found in [16].

We will use the survey [17] where references are given to the precise definitions. Here we
will not go into the details.

We first recall the definition of a locally compact quantum group in the C∗-algebraic
framework (see Definition 6.5 in [17])

B.1. Definition Let A be a C∗-algebra. Consider the minimal C∗-tensor product A⊗A

and its multiplier algebra M(A ⊗ A). A coproduct on A is a non-degenerate ∗-
homomorphism from A to M(A ⊗ A) satisfying coassociativity. It is also assumed
that elements of the form (ω⊗ ι)∆(a) and (ι⊗ω)∆(A), with a ∈ A and ω a bounded
linear functional on A, are dense in A. Then the pair (A,∆) is called a (C∗-algebraic)
locally compact quantum group if there exists faithful left and right Haar weights ϕ
and ψ.

These Haar weights are defined on the positive part of A with values in [0,∞ ] satisfying
additivity and certain regularity properties. The left Haar weight is left invariant and the
right Haar weight is right invariant. They are assumed to be faithful. For ϕ it means that
a = 0 if a ∈ A and satisfies ϕ(a∗a) = 0. Similarly for ψ.

If we compare these conditions with the ones we have in the Larson-Sweedler theorem
for multiplier Hopf algebras, we see in the C∗-algebraic version of the coproduct that it
is assumed to be full (in an adapted sense). In the topological framework we have the
requirement that elements of the form (ω ⊗ ι)∆(a) are dense. In the algebraic framework
it is required that A is spanned by elements of the form (ω ⊗ ι)∆(a) where ω is of the
form x 7→ f(cx) for c ∈ A and f any linear functional. In the algebraic framework, we
need regularity of the canonical map T2. In the C∗-algebraic setting, this is not needed
because elements of the form (ω ⊗ ι)∆(a) are automatically well-defined. Also note that
a bounded linear functional ω on A is always of the form f(c · ) for some f and some c.

Next consider the von Neumann algebraic definition of a locally compact quantum group
(see Definition 6.1 in [17]).

B.2. Definition LetM be a von Neumann algebra and consider the von Neumann tensor
productM ⊗M . A coproduct on M is a normal ∗-homomorphism ∆ :M →M ⊗M

satisfying coassociativity. The pair (M,∆) is called a (von Neumann algebraic)
locally compact quantum group if there exist a faithful left and a faithful right Haar
weight.
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The Haar weights are assumed to be normal semi-finite weights on the von Neumann
algebra and respectively left and right invariant.

One of the main differences between the two definitions, apart from the natural ones
because we consider von Neumann algebras here, is that we do not need any such density
conditions to develop the theory. In the algebraic situation, as treated in this paper, this
corresponds with the fact that we do not need the fullness of the coproduct to obtain the
Larson-Sweedler result. This after all is one of the main issues of this paper.

Interesting to note is that the trick that makes this possible in the von Neumann algebra
situation is the one used to prove that the regular representation is not just an isometric
map, but actually a unitary. In our case, this is found in the proofs of Proposition 2.7 (for
multiplier Hopf algebras) and Proposition 3.16 for weak multiplier Hopf algebras.
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