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Abstract

There is increasing interest to develop Bayesian inferential algorithms for point
process models with intractable likelihoods. A purpose of this paper is to il-
lustrate the utility of using simulation based strategies, including approximate
Bayesian computation (ABC) and Markov chain Monte Carlo (MCMC) methods
for this task. Shirota and Gelfand (2017) proposed an extended version of an
ABC approach for repulsive spatial point processes, including the Strauss point
process and the determinantal point process, but their algorithm was not cor-
rectly detailed. We explain that is, in general, intractable and therefore imprac-
tical to use, except in some restrictive situations. This motivates us to instead
consider an ABC-MCMC algorithm developed by Fearnhead and Prangle (2012).
We further explore the use of the exchange algorithm, together with the recently
proposed noisy Metropolis-Hastings algorithm (Alquier et al., 2016). As an ex-
tension of the exchange algorithm, which requires a single simulation from the
likelihood at each iteration, the noisy Metropolis-Hastings algorithm considers
multiple draws from the same likelihood function. We find that both of these in-
ferential approaches yield good performance for repulsive spatial point processes
in both simulated and real data applications and should be considered as viable
approaches for the analysis of these models.

Keywords and Phrases: Repulsive spatial point processes; noisy Metropolis-Hastings
algorithm; ABC-MCMC algorithm; parallel computation; Strauss point process; De-
terminantal point process.

1 Introduction

A spatial point process is a random pattern of points with both the number of points
and their locations being random. A canonical example is the Poisson point process
whose number of points follows Poisson distribution with event locations being indepen-
dent and identically distributed with density proportional to some intensity function.
Such a fundamental point process model is a special case of several main classes of
spatial point processes. These include Cox processes (Cox, 1955), including log Gaus-
sian Cox processes (Møller et al., 1998), and the shot-noise Cox processes (Møller,
2003) for which a Neyman-Scott process (Cressie, 2015) is a special case. Gibbs point
processes (GPP) (Ripley, 1977; Ripley and Kelly, 1977; Van Lieshout, 1995; Moller
and Waagepetersen, 2003; Illian et al., 2008; Gelfand et al., 2010), including Markov
point processes and pairwise interaction point processes where a typical example is
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the Strauss point process. This is the first model which we focus on in this paper.
The Strauss point process is an example of a doubly-intractable model where both the
normalising terms of the posterior and the likelihood functions are unavailable. Our
second model of interest is the determinantal point process (DPP) (Macchi, 1975; La-
vancier et al., 2015; Hough, Krishnapur, Peres, et al., 2009). Although not strictly an
intractable likelihood model, it is typically computationally expensive to evaluate. A
determinantal point process model is usually defined over a Borel set, for example, Rd

with d being the event dimension. Simulation from such a process is required to be
restricted to a specific area in practice, for example, the unit square [0, 1]× [0, 1]. The
restricted version of the DPP model requires a spectral representation of the kernel
and such a density function is treated as the true likelihood for the perfect sampler we
focus on in our experiments.

Frequentist approaches to infer spatial point process models include those based
on maximum likelihood estimation. However such approaches are complicated for the
Strauss point processes. A much quicker alternative inference method is based on
the pseudo-likelihood function (Baddeley and Turner, 2000; Jensen and Moller, 1991;
Gelfand et al., 2010), which is specified in terms of the Papangelou conditional intensity.
In this paper we focus on Bayesian approaches. The exchange algorithm, proposed by
Murray, Ghahramani, and MacKay (2012) for tackling doubly-intractable problems, is
a natural algorithm for practitioners to consider for Gibbs-type likelihood, although it
is not well explored in the context of repulsive spatial point processes. It relies on simu-
lating from the intractable likelihood model. However, in practice, it can be difficult to
improve the mixing or efficiency of such an algorithm other than the computationally
expensive as-long-as-possible implementations which are applied in practice. Approxi-
mate Bayesian computation (ABC) methods are another popular class of tools to deal
with the doubly-intractable problems where a closed-form likelihood function is not re-
quired during the implementations. Tavaré et al. (1997) first introduced ABC methods
as a rejection technique in population genetics. A generalized version was produced by
Pritchard et al. (1999) where a tolerance threshold was introduced when measuring the
distance between the summary statistics of observed data and those of the simulated
data from the likelihood model. However, it instead targets an approximate posterior
distribution where a smaller tolerance level leads to better accuracy. As such, practi-
tioners of ABC are faced with an efficiency and accuracy trade-off when implementing
such a class of methods.

Marjoram et al. (2003) adopts an ABC-MCMC approach which can be implemented
for doubly-intractable models. Following a similar approach, Shirota and Gelfand
(2017) propose an ABC approach for spatial point process models where they incorpo-
rate an ABC-like rejection sampling step as the proposal step of the MCMC scheme. A
semi-automatic approach proposed by Fearnhead and Prangle (2012) is further adopted
by Shirota and Gelfand (2017) in order to find an optimal choice of the summary statis-
tic of the observed data for model parameters. However, we show in Section 4 that the
proposed ABC-MCMC algorithm in Shirota and Gelfand (2017) leads to a stationary
distribution with an intractable multiplicative term that depends on model parame-
ters, a fact apparently overlooked by the authors, in effect rendering this algorithm
impossible to implement.

An objective of this paper is to illustrate the utility of using the noisy Metropolis-
Hastings (noisy M-H) algorithm (Alquier et al., 2016) and a special of it, the exchange
algorithm (Murray, Ghahramani, and MacKay, 2012). Both algorithms, in common
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with their ABC counterparts, rely on simulation from the intractable likelihood model.
In the case of the exchange algorithm, it uses a single draw from the likelihood function
at each iteration of the Markov chain, while the noisy M-H algorithm, relies on more
than one draw from the likelihood model. In effect, the likelihood draws are used to
construct a Monte Carlo estimate of the ratio of the likelihood intractable normalizing
constants which is then plugged into the usual Metropolis-Hastings algorithm. The
noisy M-H algorithm has not yet received much attention in the context of repulsive
spatial point processes, and thus we propose to illustrate its performance by comparing
it to some candidate algorithms as outlined above, the exchange and Fearnhead and
Prangle (2012) ABC-MCMC algorithms. Parallel computation can be implemented to
carry out multiple draws within the noisy M-H algorithm yielding significant improve-
ment in computational run time and efficiency.

The structure of this paper is as follows. A basic introduction of the Strauss point
process model is shown in Section 2. We provide a description of Markov chain Monte
Carlo methods including the noisy Metropolis-Hastings algorithm, and approximate
Bayesian computation methods in Section 3. An overview of the ABC algorithm pro-
posed by Shirota and Gelfand (2017) as well as the corresponding corrected ABC-
MCMC algorithm are included in Section 4. While Section 5 introduces the determi-
nantal point processes. Simulation studies and real data applications are demonstrated,
respectively, in Section 6 and 7. Conclusions and discussions follow in Section 8.

2 Strauss Point Processes

A finite point process X with realization x := {x1, x2, . . . , xN} from a finite point con-
figuration space Nf := {x ⊂ S : N <∞} on a bounded spatial domain S ⊂ Rd is said

to be a Gibbs point process (GPP) if it admits a density f(x) ∝ exp
(∑

∅̸=y⊆xQ(y)
)

with respect to a homogeneous Poisson point process with unit intensity. Setting
exp(−∞) = 0, the potential Q(x) ∈ [−∞,∞) is defined for all non-empty finite point
patterns x ⊂ S. Conditional on N = n, the joint probability density of x is of the form

pn(x1, x2, . . . , xn|N = n) ∝ exp(−µ(S))
n!

µ(S)nf({x1, . . . , xn}),

where µ(S) :=
∫
S
du is the corresponding intensity measure on S, and the normalising

term forms the distribution of N , that is,

P(N = n) =
exp(−µ(S))

n!

∫
S

· · ·
∫
S

f({x1, . . . , xn})dµ(x1) . . . dµ(xn).

In most cases, f is specified up to a proportionality constant and we denote f ∝ h
where h : Nf → [0,∞) is a known function. For any x ∈ Nf and u ∈ S, u /∈ x, the
Papangelou conditional intensity for a point process X with density f is defined as

λ(u,x) =
f(x ∪ {u})

f(x)
,

which is a fundamental characteristic of a point process and we can interpret λ(u,x)du
as the conditional probability of observing a point of the process inside an infinitesimal
neighborhood of the location u provided that the rest of X is x. We say that a point
process X is repulsive if λ(u,x) ≥ λ(u,y) whenever x ⊂ y.
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A homogeneous pairwise interaction point process is a GPP with density

f(x) ∝ h(x) := βn(x)
∏

{u,v}⊆x

ψ({u, v}),

where β > 0 is a constant and n(x) is the number of events in x. Moreover, ψ :
S × S → [0,∞) is an interaction function defined as ψ({u, v}) := ψ0(||u − v||) where
ψ0 : (0,∞) → [0,∞) is invariant under reflections, rotations and translations. The
Strauss point process (SPP) is the simplest non-trivial homogeneous pairwise interac-
tion process with

ψ0(||u− v||) = γ1(||u−v||≤R).

The density of the Strauss point process is of the form

f(x) ∝ h(x) := βn(x)γsR(x), (1)

where β > 0, 0 ≤ γ ≤ 1 and

sR(x) :=
∑

{u,v}⊆x

1(||u− v|| ≤ R), u, v ∈ S,

which is the number of R-close pairs of points in x. Further, 1(·) is the indicator func-
tion, β is known as the rate and γ is the interaction parameter where smaller values of
γ implies stronger repulsion. The process is reduced to a homogeneous Poisson point
process if we set γ = 1, and the case with γ = 0 is called the hard-core process with
the hard-core radius R/2 where each pair of points are not allowed to be closer than R
units apart.

3 Markov Chain Monte Carlo and Approximate

Bayesian Computation

In this paper, we focus on the 2-dimensional case, that is, d = 2 and, without loss
of generality, we restrict our attention to the area S = [0, 1] × [0, 1]. We consider
a posterior distribution π(y|θ) ∝ L(y|θ)π(θ) with a likelihood function of the form
L(y|θ) = q(y|θ)/z(θ), where y and θ denote the observed data and model parame-
ter(s), respectively. The terms z(θ) and q(·|θ) denote the normalizing constant and the
unnormalized likelihood function, respectively. The prior distribution for θ is given by
π(θ). In this situation, the Metropolis-Hastings (M-H) algorithm, outlined in Algo-
rithm 1 does not apply since the terms z(θ′) and z(θ(t−1)) are both intractable.

In the case of a SPP, the posterior distribution is of the form

π(β, γ|y) ∝ βn(y)γsR(y)

z(β, γ)
π(β, γ) =

βn(y)γsR(y)π(β, γ)

z(β, γ)
, (2)

where z(β, γ) denotes the normalizing constant of the SPP density (1), and π(β, γ)
is the joint prior distribution. Once again, it is clear from (2) that the normalising
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constant in the denominator is intractable and this makes the acceptance ratio αMH in
the M-H algorithm 1 no longer available to us.

Algorithm 1 Metropolis-Hastings algorithm

First initialize θ0.
for t = 1 to T do

1. Propose θ′ from proposal distribution p(·|θ(t−1)).
2. Set θ(t) = θ′ with probability:

αMH = min

(
1,

q(y|θ′)/z(θ′)
q(y|θ(t−1))/z(θ(t−1))

π(θ′)p(θ(t−1)|θ′)
π(θ(t−1))p(θ′|θ(t−1))

)
. (3)

Otherwise, set θ(t) = θ(t−1).
end for

In order to deal with doubly-intractable problems, ABC methods can instead be
considered. An important ingredient of ABC algorithms is the requirement to obtain
a realization x′ ∼ L(·|θ′), for model parameter(s) θ′. Additionally, one requires a
summary statistic T (·) and a distance function Ψ(T (x′),T (y)), which describes the
discrepancy, in some sense, between the observed data y and the realization x′. One
of the first ABC algorithms was proposed by Pritchard et al. (1999) and is shown as
Algorithm 2. In practice, the acceptance threshold ϵ will necessarily not be set to zero.
Therefore this algorithm will not target the true posterior distribution and will instead
sample from an approximate posterior distribution πϵ(θ|y), obtained by marginalising
over x, the joint distribution πϵ(θ, x|y) ∝ L(x|θ)π(θ)1(Ψ(T (x),T (y)) ≤ ϵ). The need
for a small ϵ to ensure that accuracy of the resulting ABC target distribution to the
posterior distribution is balanced with the requirement ensure the algorithm mixes
sufficiently. Thus the balance of accuracy and implementation efficiency is a key aspect
practitioners need to consider. Implementing ABC methods requires an exact draw
from the intractable likelihood function. Perfect simulation can be accomplished for
the SPP by applying the “dominated coupling from the past” algorithm (Kendall and
Møller, 2000) which can be implemented in the R package spatstat (Baddeley and
Turner, 2005). An extended version of the ABC adopting with MCMC scheme for
spatial point processes is outlined next in Section 4.

Algorithm 2 ABC algorithm

for t = 1 to T do
1. Generate θ′ ∼ π(θ) and x′ ∼ L(·|θ′). Repeat this step until Ψ(T (x′),T (y)) ≤ ϵ.
2. Set θ(t) = θ′.

end for

Though ABC methods are popular for tackling doubly-intractable problems, it is
of interest to compare their performances to both the exchange algorithm and also the
noisy Metropolis-Hastings (noisy M-H) algorithm recently proposed by Alquier et al.
(2016). We begin by illustrating the well-known exchange algorithm (Murray, Ghahra-
mani, and MacKay, 2012) as shown in Algorithm 3. This algorithm samples from an
augmented distribution π(θ′, x′, θ|y) ∝ L(y|θ)π(θ)p(θ′|θ)L(x′|θ′) whose marginal distri-
bution for θ is our target distribution and the auxiliary function L(x′|θ′) = q(x′|θ′)/z(θ′)
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is the same likelihood function as L(y|θ) = q(y|θ)/z(θ). Such an augmented distribution
leads to a cancellation of the normalizing constants z(θ(t−1)), z(θ′) in the acceptance
ratio αEx of the exchange Algorithm 3.

Algorithm 3 Exchange algorithm

First initialize θ(0).
for t = 1 to T do

1. Propose θ′ ∼ p(·|θ(t−1)).
2. Simulate x′ ∼ L(·|θ′).
3. Set θ(t) = θ′ with probability:

αEx = min

(
1,
q(y|θ′)/z(θ′)
q(x′|θ′)/z(θ′)

q(x′|θ(t−1))/z(θ(t−1))

q(y|θ(t−1))/z(θ(t−1))

π(θ′)p(θ(t−1)|θ′)
π(θ(t−1))p(θ′|θ(t−1))

)
= min

(
1,
q(y|θ′)
q(x′|θ′)

q(x′|θ(t−1))

q(y|θ(t−1))

π(θ′)p(θ(t−1)|θ′)
π(θ(t−1))p(θ′|θ(t−1))

)
. (4)

Otherwise, set θ(t) = θ(t−1).
end for

Notice that the auxiliary unnormalized likelihood ratio q(x′|θ(t−1))/q(x′|θ′) in (4) of
Algorithm 3 is actually an unbiased importance sampling estimator of the normalising
constant ratio z(θ(t−1))/z(θ′) in (3) of Algorithm 1, that is,

Ex′∼L(·|θ′)

(
q(x′|θ(t−1))

q(x′|θ′)

)
=
z(θ(t−1))

z(θ′)
.

By applying a simple Monte Carlo estimator of this expectation, we can obtain an
improved unbiased estimator of the normalizing term ratio which can be instead applied
at Step 3 of the exchange Algorithm 3, as follows. An i.i.d. sample (x′1, x

′
2, . . . , x

′
K)

from L(·|θ′) can be used to approximate the ratio of the normalizing constant as

z(θ(t−1))

z(θ′)
= Ex′∼L(·|θ′)

(
q(x′|θ(t−1))

q(x′|θ′)

)
≈ 1

K

K∑
k=1

q(x′k|θ(t−1))

q(x′k|θ′)
.

In turn, this estimator can be plugged into (3) yielding the noisy Metropolis-Hastings
(noisy M-H) algorithm (Alquier et al., 2016) as shown in Algorithm 4. In order to
make the algorithm more efficient, parallel computation can be applied to sample K
auxiliary chains via the doParallel R package.

Note that for K = 1, the noisy M-H algorithm is equivalent to the exchange algo-
rithm and, as K → ∞, the algorithm will become the standard Metropolis-Hastings
algorithm. This indicates that both K = 1 and K → ∞ leave the target distribution
invariant, but this is not guaranteed for 1 < K <∞. Alquier et al. (2016) proved that
a Markov chain resulting from the noisy M-H algorithm will converge to the target
posterior density as K → ∞ under certain assumptions:

(A1) the Markov chain yielded by the M-H Algorithm 1 with the transition kernel
corresponding to αMH is uniformly ergodic.
(A2) there exists a constant cπ such that 1/cπ ≤ π(θ) ≤ cπ.
(A3) there exists a constant cp such that 1/cp ≤ p(θ′|θ) ≤ cp.
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(A4) for any θ(t−1) and θ′, vary′∼L(·|θ′)
(
q(y′|θ(t−1))/q(y′|θ′)

)
< +∞.

We refer to Mitrophanov (2005) and Alquier et al. (2016) for more details.

Algorithm 4 Noisy Metropolis-Hastings algorithm

First initialise θ(0).
for t = 1 to T do

1. Propose θ′ ∼ p(·|θ(t−1)).

2. for k = 1, . . . , K do Generate x′k ∼ L(·|θ′). end for

3. Set θ(t) = θ′ with probability:

αNMH = min

(
1,

q(y|θ′)
q(y|θ(t−1))

π(θ′)p(θ(t−1)|θ′)
π(θ(t−1))p(θ′|θ(t−1))

· 1

K

K∑
k=1

q(x′k|θ(t−1))

q(x′k|θ′)

)
.

Otherwise, set θ(t) = θ(t−1).

end for

Note that Alquier et al. (2016) also provide results for the case where the assump-
tion of uniform ergodicity is replaced by the less restrictive assumption of geometric
ergodicity and we refer the reader to that paper for more details. In what follows we
assume that assumption (A1) holds, although this may be difficult to prove in prac-
tice. Note that both (A2) and (A3) are satisfied in the case where one uses bounded
proposal and prior distributions. Furthermore, Alquier et al. (2016) also showed that
(A4) is satisfied for Gibbs random fields for which the SPP is a special case by con-
sidering h(x) = βn(x)γsR(x) = exp(n(x)log(β) + sR(x)log(γ)). Thus, assuming that
all four assumptions above hold, then Theorem 3.1 of Alquier et al. (2016) provides a
theoretical guarantee that the Markov chain resulting from the noisy M-H algorithm
for a SPP will converge to the target posterior density as K → ∞.

Of course, in practice one applies the noisy M-H algorithm with a finite number, K,
of auxiliary chains. The objective in this case is to explore the potential improvement
in mixing performance compared to the exchange algorithm. This possible accuracy-
efficiency trade-off motivates us to also compare both accuracy and efficiency perfor-
mances of the small-K noisy M-H algorithm to that of the exchange algorithm in this
paper.

4 ABC Algorithms for Repulsive Spatial Point Pro-

cesses

The ABC algorithm that serves as a candidate algorithm for performance comparisons
in this paper is highly related to Shirota and Gelfand (2017) within which an ABC-
MCMC-like algorithm was proposed and applied for repulsive spatial point processes.
The method in Shirota and Gelfand (2017) is based on the likelihood-free MCMC idea
explored in the ABC-MCMC algorithm proposed by Marjoram et al. (2003) as well
as a semi-automatic approach proposed by Fearnhead and Prangle (2012). Such a
semi-automatic approach argues that the optimal choice of the summary statistic T (y)
in ABC methods is E(θ|y) and a linear regression scheme is considered to construct
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this summary statistic. Taking the SPP model as an example here, {(βl, γl)}Ll=1 are
generated from prior distributions through a pilot run with each of the corresponding
realizations {xl}Ll=1 generated from the SPP likelihood function L(·|βl, γl) (1). The
radius R = R̂ is estimated by profile pseudo-likelihood method (Shirota and Gelfand,
2017; Baddeley and Turner, 2000). Note that taking a log transform of the parameters
can facilitate the regression, and thus the pilot draws {θl}Ll=1 in the regression are
stored as {(log(βl), log(γl))}Ll=1. The linear regression is implemented for E(θl|y) =
a+ bη(xl,y) where η(xl,y) is a vector of summary statistics

η(x,y) = (η1(x,y), η2(x,y)),

with

η1(x,y) = log(n(x))− log(n(y)), η2(x,y) =

∣∣∣∣√K̂R̂(x)−
√
K̂R̂(y)

∣∣∣∣2.
Here, K̂R̂(x) is the empirical estimator of Ripley’s K-function (Ripley, 1976; Ripley,
1977) defined as

K̂r(x) = |S|
∑

{u,v}⊆x

1[0 < ||u− v|| ≤ r]

n(n− 1)
e(u, v),

where e(u, v) is an edge correction factor introduced in Illian et al. (2008). Here we
propose to leverage the same “isotropic” edge correction which was also used by Shirota
and Gelfand (2017).

The generalized linear regression under a multi-response Gaussian family is fit with
lasso regression, and cross-validation is applied to determine the penalty parameter
for the lasso. After obtaining â and b̂ using L pilot draws, the distance measures
{Ψ(θ̂l, θ̂obs)}Ll=1 can be calculated in order for setting the acceptance threshold ϵ in
Shirota and Gelfand (2017) ABC-MCMC algorithm as shown in Algorithm 5 by taking
p percent estimated percentile of those measures. Here, the value of p is set by practi-
tioners prior to implementations, the measure Ψ(θ̂l, θ̂obs) :=

∑
i(θ̂l,i − θ̂obs,i)

2/v̂ar(θ̂i) is

the component-wise sum of quadratic loss for the log parameter vector with θ̂obs = â,
and v̂ar(θ̂i) is the sample variance of the ith component of θ̂.

Algorithm 5 Shirota and Gelfand (2017) ABC-MCMC algorithm

First initialise θ(0).
for t = 1 to T do

1. Generate θ′ ∼ p(·|θ(t−1)) and x′ ∼ L(·|θ′) and calculate θ̂′ = â+ b̂η(x′,y).
Repeat this step until Ψ(θ̂′, θ̂obs) ≤ ϵ.

2. Set θ(t) = θ′ with probability αS&G = min
(
1, π(θ′)p(θ(t−1)|θ′)

π(θ(t−1))p(θ′|θ(t−1))

)
.

Otherwise, set θ(t) = θ(t−1).
end for

4.1 Correcting the Shirota and Gelfand (2017) ABC-MCMC
Algorithm

Here we explain that the Shirota and Gelfand (2017) ABC-MCMC Algorithm 5 does
not follow exactly the ABC-MCMC scheme proposed in Marjoram et al. (2003) or the
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semi-automatic ABC-MCMC algorithm proposed by Fearnhead and Prangle (2012) as
shown in Algorithm 6.

Algorithm 6 Fearnhead and Prangle (2012) ABC-MCMC algorithm

First initialise θ(0).
for t = 1 to T do

1. Generate θ′ ∼ p(·|θ(t−1)) and x′ ∼ L(·|θ′) and calculate θ̂′ = â+ b̂η(x′,y).
If Ψ(θ̂′, θ̂obs) ≤ ϵ, go to Step 2. Otherwise, set θ(t) = θ(t−1) and skip Step 2.

2. Set θ(t) = θ′ with probability α = min
(
1, π(θ′)p(θ(t−1)|θ′)

π(θ(t−1))p(θ′|θ(t−1))

)
.

Otherwise, set θ(t) = θ(t−1).
end for

Instead of an accept-or-stay step shown as Step 1 of Algorithm 6, Shirota and
Gelfand (2017) propose to leverage an ABC-like rejection sampling step as a proposal
step within the Metropolis-Hastings algorithm, that is, Step 1 of Algorithm 5. The
proposal density resulting from Step 1 of this algorithm is

pϵ(θ
′,x′|θ) =

p(θ′|θ)L(x′|θ′)1Aϵ,y(x
′)∫

Aϵ,y×θ′ p(θ′|θ)L(x′|θ′)dx′dθ′ , (5)

where the set Aϵ,y := {x′ ∈ Nf : Ψ(θ̂′, θ̂obs) ≤ ϵ}, and 1A(x) is an indicator function
giving 1 if x ∈ A and giving 0 otherwise. Note that the proposal density (5) involves a
normalizing term which we denote as ζ(θ) =

∫
Aϵ,y×θ′ p(θ

′|θ)L(x′|θ′)dx′dθ′ and which

is intractable in general, a point apparently missed by Shirota and Gelfand (2017). Note
also that Shirota and Gelfand (2017) do not explicitly detail the ergodic distribution
resulting from their algorithm. However, one can see from the acceptance probability
in Step 2 of Algorithm 5, that the target distribution must be written as

π̂ϵ(θ,x|y) ∝ π(θ)L(x|θ)1Aϵ,y(x)ζ(θ). (6)

This is to ensure that the ratio in αS&G in Algorithm 5 (comprised of the usual target
ratio multiplied by proposal ratio) appears as:

p(θ|θ′)L(x|θ)1Aϵ,y(x)/ζ(θ
′)

p(θ′|θ)L(x′|θ′)1Aϵ,y(x
′)/ζ(θ)

×
π(θ′)L(x′|θ′)1Aϵ,y(x

′)ζ(θ′)

π(θ)L(x|θ)1Aϵ,y(x)ζ(θ)
=
π(θ′)p(θ|θ′)

π(θ)p(θ′|θ)
. (7)

As a consequence, the target distribution (6) resulting from Algorithm 5 differs from the
target distribution, πϵ(θ,x|y) ∝ π(θ)L(x|θ)1Aϵ,y(x), resulting from Algorithm 6, by a
multiplicative term, ζ(θ), which itself depends on the model parameter(s) θ. Further,
it is not clear what effect the term ζ(θ) has on the target distribution.

In order to target the distribution πϵ(θ,x|y), the ratio in αS&G should instead be
modified as

π(θ′)L(x′|θ′)1Aϵ,y(x
′)

π(θ)L(x|θ)1Aϵ,y(x)
×

p(θ|θ′)L(x|θ)1Aϵ,y(x)/ζ(θ
′)

p(θ′|θ)L(x′|θ′)1Aϵ,y(x
′)/ζ(θ)

=
π(θ′)p(θ|θ′)ζ(θ)

π(θ)p(θ′|θ)ζ(θ′)
, (8)

which leads to what we term the corrected Shirota and Gelfand (2017) ABC-MCMC
algorithm shown as Algorithm 7. However, as before, the acceptance probability (8)
is generally intractable due to the intractability of the terms ζ(θ) and ζ(θ′). Thus,
in general, Algorithm 7 is impossible to implement in practice and we cannot see an
immediate way to fix this issue.
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Algorithm 7 Corrected Shirota and Gelfand (2017) ABC-MCMC algorithm

First initialize θ(0).
for t = 1 to T do

1. Generate θ′ ∼ p(·|θ(t−1)) and x′ ∼ L(·|θ′) and calculate θ̂′ = â+ b̂η(x′,y).
Repeat this step until Ψ(θ̂′, θ̂obs) ≤ ϵ.

2. Set θ(t) = θ′ with probability α = min
(
1, π(θ

′)p(θ(t−1)|θ′)ζ(θ(t−1))

π(θ(t−1))p(θ′|θ(t−1))ζ(θ′)

)
.

Otherwise, set θ(t) = θ(t−1).
end for

Remark 1 Note that it is possible to approximate the intractable term ζ(θ) by con-
sidering that

ζ(θ) =

∫
Aϵ,y×θ′

p(θ′|θ)L(x′|θ′)dx′dθ′ = Ep(θ′|θ)[EL(x′|θ′)(1Aϵ,y(x
′))], (9)

where Monte Carlo approximations can estimate the double expectation (9) based on
multiple auxiliary draws of θ′ and further auxiliary draws of x′|θ′. While this is a
compuationally intensive computation, in general, we remark that this might be im-
plemented in parallel, providing some potential efficiency. Thus it would be interesting
to explore whether Algorithm 7 implemented with such Monte Carlo approximations
is able to bring any improvement in efficiency or accuracy performance compared to
a typical ABC or the Fearnhead and Prangle (2012) ABC-MCMC Algorithm 6. We
leave this as future work.

4.2 A Specific Case of the Corrected Shirota and Gelfand
(2017) ABC-MCMC Algorithm

In restrictive situations, (8) can become tractable. Here, if we propose an indepen-
dent proposal distribution such that p(·|θ) = p(·|θ′) = p(·) for each iteration t of
Algorithm 7, the intractable terms ζ(θ) and ζ(θ′) coincide since,

ζ(θ) =

∫
Aϵ,y×θ′

p(θ′)L(x′|θ′)dx′dθ′ ≡
∫
Aϵ,y×θ

p(θ)L(x|θ)dxdθ = ζ(θ′).

Thus both terms cancel in the ABC-MCMC Algorithm 8, which is a special case of the
corrected Shirota and Gelfand (2017) ABC-MCMC Algorithm 7. In the case that the

Algorithm 8 A specific case of the corrected Shirota and Gelfand (2017) ABC-MCMC
algorithm

for t = 1 to T do
1. Generate θ′ ∼ p(·) and x′ ∼ L(·|θ′) and calculate θ̂′ = â+ b̂η(x′,y).

Repeat this step until Ψ(θ̂′, θ̂obs) ≤ ϵ.

2. Set θ(t) = θ′ with probability αABC = min
(
1, π(θ

′)p(θ(t−1))

π(θ(t−1))p(θ′)

)
.

Otherwise, set θ(t) = θ(t−1).
end for

proposal distribution p(·) is set as the prior distribution π(θ), Algorithm 8 becomes the
Fearnhead and Prangle (2012) ABC algorithm shown as Algorithm 9.
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Algorithm 9 Fearnhead and Prangle (2012) ABC algorithm

for t = 1 to T do
1. Generate θ′ ∼ π(·) and x′ ∼ L(·|θ′) and calculate θ̂′ = â+ b̂η(x′,y).

Repeat this step until Ψ(θ̂′, θ̂obs) ≤ ϵ.
2. Set θ(t) = θ′.

end for

5 Determinantal Point Processes

We now illustrate another popular and complex family of spatial point process models,
the determinantal point process (DPP). After describing this model, we illustrate some
variants of this model and related MCMC algorithms, building on those developed in
Sections 3 and 4.

A simple locally finite spatial point process X on R2 is called a determinantal point
process with kernel C (Lavancier et al., 2015) if it has a product density function

ρ(n)(x1, . . . , xn) = det[C](x1, . . . , xn), (10)

where (x1, . . . , xn) ∈ (R2)n for n = 1, 2, . . . , and [C](x1, . . . , xn) is the n × n matrix
with (i, j)th entry being C(xi, xj). Here C is a covariance kernel defined on R2 × R2

and det(·) denotes determinant of the matrix. We write X ∼ DPPR2(C) and, for any
compact subset S ⊆ R2, we denote by DPPS(C), the distribution of the DPP on S
with kernel given by the restriction of C to S×S. Note that DPPS(C) is equivalent to
the distribution of XS = X ∩S. The Poisson point process is a special case of the DPP
where C(x, y) = 0 whenever x ̸= y. The intensity function is the first order density
function: ρ(1)(x) = C(x, x) for x ∈ R2 and where the pairwise correlation function of
X is

g(x, y) =
ρ(2)(x, y)

ρ(1)(x)ρ(1)(y)
= 1− C(x, y)C(y, x)

C(x, x)C(y, y)
,

if C(x, x) > 0 and C(y, y) > 0. Otherwise it is equal to zero. Due to the fact that C
is a real covariance kernel in our setting, the repulsiveness of the DPP is reflected by
g ≤ 1 and

ρ(n)(x1, . . . , xn) ≤ ρ(1)(x1) · · · ρ(1)(xn),

for any n = 2, 3, . . . . The inequality follows from the fact that the determinant of
a covariance matrix never exceeds the product of its diagonal elements. We refer to
Hough, Krishnapur, Peres, Virág, et al. (2006) and Lavancier et al. (2015) for more
details and properties of DPPs.

Since simulation from a DPP over R2 is practically impossible, Lavancier et al.
(2015) instead proposed to simulate XS within a restricted region S ⊆ R2, for example,
S = [0, 1]× [0, 1]. Thus the kernel C restricted to S × S has a spectral representation:
C(x, y) =

∑∞
k=1 λkϕk(x)ϕk(y) where (x, y) ∈ S × S, and (·) denotes the complex con-

jugate. While {ϕk}∞k=1 are eigenfunctions and {λk}∞k=1 are the set of eigenvalues which
are required to be less than or equal to 1 in order to ensure the existence of the DPP.
The simulation process is based on the fact that the distribution of the DPPS(C) is
the same as that of the so-called determinantal projection point process DPPS(χ) with
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χ(x, y) =
∑∞

k=1Bkϕk(x)ϕk(y) := v∗(y)v(x) where (·)∗ denotes the conjugate trans-
pose of the vector and {Bk}∞k=1 are independent Bernoulli variables with mean λk for
k = 1, 2, . . . . The corresponding simulation algorithm is shown as Algorithm 10. Note
that the simulation process can be implemented via the spatstat R package. The
sampling process in Steps 2, 3 are based on rejection sampling with a uniform density
where the acceptance rate is pi(x)/U with U = supy∈S||v(y)||2/i being an upper bound
applied by Lavancier et al. (2015) on pi(x) for x ∈ S.

Algorithm 10 Simulation of determinantal projection point process

1. Simulate Bernoulli variables Bk with mean λk for k = 1, 2, . . . , and set n =∑∞
k=1Bk.

2. Sample xn from the distribution with density pn(x) = ||v(x)||2/n, x ∈ S.
3. Set e1 = v(xn)/||v(xn)||.
for i = (n− 1) to 1 do

Sample xi from the distribution with density:

pi(x) =
1

i

[
||v(x)||2 −

n−i∑
j=1

|e∗
jv(x)|2

]
, x ∈ S.

Set wi = v(xi)−
∑n−i

j=1[e
∗
jv(xi)]ej and en−i+1 = wi/||wi||.

end for
4. Return {x1, . . . , xn}.

In this paper we focus on the case where the covariance kernel is stationary and
isotropic. The density of XS, which has realization (x1, . . . , xn) ∈ Sn, is of the form

f(x1, . . . , xn) = exp(|S| −D)det[C̃](x1, . . . , xn), (11)

for n = 0, 1, 2, . . . where D = −logP(n = 0) = −
∑∞

k=1 log(1 − λk) and C̃(x, y) =∑∞
k=1

λk

1−λk
ϕk(x)ϕk(y) with the setting that det[C̃](x1, . . . , xn) = 1 if n = 0. Note that

both the simulation algorithm and density require the spectral representation of the
covariance kernel. However, it is not always the case that such a representation is
explicitly known. Thus Lavancier et al. (2015) proposed to apply a Fourier series ap-
proximation of the kernel and instead consider the approximate DPP: X̂S ∼ DPPS(Ĉ)
where

Ĉ(x, y) =
∑
k∈Z2

φ(k)exp(2πik · (x− y)), x, y ∈ S. (12)

Defining C(x, y) = C0(x− y), then φ(k), which is called spectral density, is the Fourier
transform of C0. The corresponding approximate density is of the form

f̂(x1, . . . , xn) = exp(|S| − D̂)det[
˜̂
C](x1, . . . , xn), (13)

where
˜̂
C(x, y) =

∑
k∈Z2 φ̃(k)exp(2πik · (x− y)), D̂ =

∑
k∈Z2 log(1 + φ̃(k)) and φ̃(k) =

φ(k)/(1−φ(k)). However, summation over the whole Z2 above is impossible in practice,
thus a truncationM is applied by Lavancier et al. (2015) and by default in the spatstat
package, so that

∑
k∈Z2

M
φ(k) > 0.99n/|S| where ZM = {−M,−M +1, . . . ,M − 1,M}.

We refer to Lavancier et al. (2015) for more details of this truncation approximation.

12



Similar to Shirota and Gelfand (2017) and instead of the DPPR2(C) over the whole
R2, we also focus on the DPPS(Ĉ) within the specific region S = [0, 1] × [0, 1] in our
experiments. Thus Algorithm 10 which is implemented in the spatstat R package
can therefore be treated as a perfect sampler from the likelihood function f̂ (13). The
covariance kernel we focus on in this paper is the Gaussian kernel defined as

C(x, y) = τexp(−||x− y||2/σ2), (14)

with a spectral density of the form

φ(k) = τ(
√
πσ)2exp(−||πσk||2).

The existence of such a so-called determinantal point process with a Gaussian kernel
(DPPG) is guaranteed by 0 ≤ σ ≤ σmax = 1/

√
πτ or, equivalently, 0 ≤ τ ≤ τmax =

1/(πσ2). It was shown in Lavancier et al. (2015) that realizations simulated from f̂
provides the empirical means of L(r) − r being close to the corresponding theoretical
L(r)−r function, where the L-function is the variance stabilizing transformation of the
K-function which is defined asK(r) := πr2−(1−exp(−2r2/σ2))πσ2/2 for the Gaussian
model. This indicates that the simulations from f̂ are appropriate approximations of
the DPPS(C) with a Gaussian kernel.

In contrast to the SPP, the normalizing term of f̂ is analytically available when the
truncation is applied, so it may seem unnecessary to implement the exchange algorithm
or the noisy M-H algorithm, since the Metropolis-Hasting algorithm is available to us.
However, the normalizing term as well as the covariance kernel Ĉ between each pair of
events in the likelihood function can be computationally expensive when M is large.
Thus, in order to reduce the computational burden, we propose in this paper to also
apply the exchange and noisy M-H algorithms by leveraging (10) as an approximate
density of XS.

More specifically, by treating f̂ as the likelihood function from which we apply a
perfect sampler 10 and denoting

q̂(x1, . . . , xn) = det[
˜̂
C](x1, . . . , xn), (15)

as the corresponding unnormalized likelihood function, we apply the noisy M-H Algo-
rithm 11 to infer the parameters θ = (τ, σ) of the DPPS(Ĉ) with a Gaussain kernel
and the exchange algorithm is the K = 1 special case of such an algorithm. The target
posterior distribution is thus of the form

π(τ, σ|y) ∝ q̂(y|τ, σ)π(τ, σ).

Define ρ(x) := ρ(n)(x1, . . . , xn) for n = 1, 2, . . . , and then for any x ∈ XS, we
consider the truncated density of the form

f(x|x ∈ XS) = 1(x ∈ XS) ·
ρ(x)

P(x ∈ XS)
∝ ρ(x), (16)

where 1(x ∈ XS) is the indicator function returning 1 if x ∈ XS and 0 otherwise. Here,
P(x ∈ XS) is the normalising constant over all the possible events of XS. By leveraging
(10) and (16), we substitute all the q̂(·) in the acceptance ratio αDPPG of Algorithm 11
with the ρ(·), and obtain the approximate noisy M-H Algorithm 12. The approximate
exchange algorithm is the K = 1 case of such an algorithm.
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Algorithm 11 Noisy Metropolis-Hastings algorithm for DPPS(Ĉ)

First initialise θ(0).
for t = 1 to T do

1. Propose θ′ ∼ p(·|θ(t−1)).

2. for k = 1, . . . , K do

Generate x′
k ∼ DPPS(Ĉ

′) following Algorithm 10.

end for

3. Set θ(t) = θ′ with probability:

αDPPG = min

(
1,

q̂(y|θ′)

q̂(y|θ(t−1))

π(θ′)p(θ(t−1)|θ′)

π(θ(t−1))p(θ′|θ(t−1))
· 1

K

K∑
k=1

q̂(x′
k|θ(t−1))

q̂(x′
k|θ′)

)
.

Otherwise, set θ(t) = θ(t−1).

end for

Algorithm 12 Approximate Noisy Metropolis-Hastings algorithm for DPPS(Ĉ)

First initialise θ(0).
for t = 1 to T do

1. Propose θ′ ∼ p(·|θ(t−1)).

2. for k = 1, . . . , K do

Generate x′
k ∼ DPPS(Ĉ

′) following Algorithm 10.

end for

3. Set θ(t) = θ′ with the approximate acceptance ratio:

α̃DPPG = min

(
1,

ρ(y|θ′)

ρ(y|θ(t−1))

π(θ′)p(θ(t−1)|θ′)

π(θ(t−1))p(θ′|θ(t−1))
· 1

K

K∑
k=1

ρ(x′
k|θ(t−1))

ρ(x′
k|θ′)

)
. (17)

Otherwise, set θ(t) = θ(t−1).

end for

Note that this approximation does not require knowledge of the specific form of
the normalizing constant P(x ∈ XS) in (16) due to the cancellation of the normalizing
constants in the acceptance ratio (17). In this way, we no longer need to compute the
computationally expensive summations shown in (12) for each pair of (xi, xj) where
i, j = 1, . . . , n; i ≤ j. Instead directly computing the Gaussian kernel (14) signifi-
cantly reduces the computation and at the same time does not lose much accuracy if Ĉ
is an appropriate approximation of C as discussed by Lavancier et al. (2015). Similar
MCMC approximation schemes can also be found, for example, in Murray and Ghahra-
mani (2012), but what is different to our paper is that, instead of approximating the
unnormalized likelihood, they proposed a variety of approximations for the likelihood
normalizing constant or constant ratio. The motivations behind these approximations
are similar to the interpretation of the unbiased importance sampling estimator of the
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normalizing constant ratio we discussed in Section 3 for the exchange algorithm.
The convergence assumptions (A2) and (A3) shown in Section 3 can also be sat-

isfied for the noisy M-H Algorithm 11 by proposing bounded priors and proposals for
the model parameters of DPPG. While (A4) holds by noticing that exp(|S| − D̂) ≤
f̂ ≤ exp(|S| − D̂)(

∑
k∈Z2 φ̃(k))n for any n = 0, 1, 2, . . . , where

∑
k∈Z2

M
φ(k) tends

to τ from below as truncation M → ∞. The comparison performances of the M-
H, approximate exchange and approximate noisy M-H algorithms are shown in Sec-
tion 6.2. The summary statistic E(θ|y) used in the Fearnhead and Prangle (2012)
ABC-MCMC Algorithm 6 for DPPG model is an extension of the SPP case. Simi-
lar to Shirota and Gelfand (2017), we also leverage a set of {K̂r(x)} evaluated at 10
equally spaced values over [0.01, 0.1] for η2(x,y) in our experiments, that is, η2(x,y) =
(η2,r1(x,y), η2,r2(x,y), . . . , η2,r10(x,y)) over the set (r1 = 0.01, r2 = 0.02, . . . , r10 = 0.1),

where η2,ri(x,y) =

∣∣∣∣√K̂ri(x)−
√
K̂ri(y)

∣∣∣∣2 is defined in the same way as the SPP case.

6 Simulation Studies

In this section, we compare the performances of the exchange algorithm, the noisy M-H
algorithm and the Fearnhead and Prangle (2012) ABC-MCMC algorithm (Algorithms
3, 4 and 6, respectively). We apply each algorithm to datasets randomly simulated from
a SPP and a DPPG. We focus mainly on noisy M-H algorithms with K ≤ J , where J is
the number of available processing cores, where in our experiments, J = 7. This is for
two reasons. Firstly, if K > J , then more computation time is needed to synchronize
the output of the J likelihood draws, before starting another set of J auxiliary chains.
Secondly, in practice, we find that not much additional statistical efficiency results if
K > J .

Several summary statistics are chosen to assess the performances of the various
algorithms in our experiments. The effective sample size (ESS) (Kass et al., 1998)
due to autocorrelation is usually defined as ESS(θ) = T/[1 + 2

∑∞
i=1 νi(θ)], where T

is the posterior sample size, νi is the autocorrelation at lag i, and the infinity sum is
often truncated at lag i when νi(θ) < 0.05. ESS is used to check the dependence and
the autocorrelation of posterior samples, that is, the mixing performance, where larger
values of ESS imply better mixing. Due to the fact that the computational runtime of
the different algorithms varies considerably, we propose to monitor the ESS per second
(ESS/sec), to assess the efficiency of the algorithms. All experiments are based on
a CPU with a 1.80GHz processor and 7 cores. We present some basic statistics to
compare the accuracy of the output from each algorithm including the posterior mean
and standard deviation, posterior box plots or density plots, and the absolute value of
the error between the posterior mean and the corresponding ground truth of the model
parameters.

6.1 Strauss Point Process

The SPP dataset y1 was randomly simulated with parameters β = 200, γ = 0.1 and
R = 0.05 on S = [0, 1] × [0, 1] and y1 contains 83 point locations as shown in the
left plot of Figure 1. We consider three different values of p for setting the acceptance
threshold ϵ in the Fearnhead and Prangle (2012) ABC-MCMC algorithm, namely, 0.5, 1
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and 2.5. The initial states of the β and γ parameters for all the algorithms are set
to be β0 = 190 and γ0 = 0.2. The prior distributions are specified to be uniform
distributions: β ∼ U(50, 400), γ ∼ U(0, 1) and the interaction radius R is estimated
by the same profile pseudo-likelihood method as used in Shirota and Gelfand (2017)
with the estimated value being R̂ = 0.0508 (right plot of Figure 1). Bounded uniform
proposals are applied for both parameters conditional on current state at each iteration
t, that is, the proposed state follows:

β′ ∼ U(max(50, β(t−1) − ϵβ),min(400, β(t−1) + ϵβ)),

γ′ ∼ U(max(0, γ(t−1) − ϵγ),min(1, γ(t−1) + ϵγ)),

with ϵβ and ϵγ tuned to be 65 and 0.16, respectively, so that the acceptance rate of the
exchange algorithm and the noisy M-H algorithm was around 0.25. The acceptance
rate of the ABC-MCMC algorithm was around 0.01 to 0.1 depending on the values of
p. All three algorithms were implemented for 0.12 million iterations where the first 0.02
million are burn-in iterations. The Markov chain obtained by the exchange algorithm is
known to target the true posterior distribution and thus an extra 1.2-million-iteration
implementation of this algorithm was treated as a ground truth with 0.2-million itera-
tions as burn-in.
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Figure 1: Left: Strauss point process simulated dataset y1. Right: Profile pseudo likelihood estimator
R̂ for y1.

Table 1 displays a table of output from different candidate algorithms. We denote
the ABC-MCMC, exchange and noisy M-H algorithms as “ABC”, “Ex” and “NMH”,
respectively. While the long run of the exchange algorithm which serves as the ground
truth is denoted by “GT”. Note that E(·), sd(·) and |Bias(·)|, respectively, represents
the posterior mean, posterior standard deviation and the absolute value of the error
between the posterior mean and the corresponding ground truth. ESS(Ave)/s records
the average posterior ESS(·)/s statistics for the two parameters β and γ.

Overall, we can make the following observations, based on the results presented in
Table 1 and Figure 2. The ABC algorithms generally yield posterior point estimates
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that are more biased than the exchange and noisy M-H counterparts. As expected,
as p decreases, the ABC algorithm yields improved point estimates, however, this
is balanced with the fact that decreasing p corresponds to smaller ESS values and
ESS(Ave)/s values. By contrast, the performance of the noisy M-H algorithms in
terms of mixing is much improved compared to the ABC algorithms, as illustrated by
improved ESS values by comparison. For example, the K = 2 noisy M-H case yields a
more than 10-fold increase in ESS(Ave)/s compared to the ABC p = 0.5 case.

We also note that the implementation time of the noisy M-H algorithm increases
with K, the number of auxiliary chains, as one expects leading to smaller ESS(Ave)/s
values. This is especially apparent when K = 8. The reason for this, as before, is
due to the fact that the experiments were run on a laptop with 7 cores and so the
K = 8-auxiliary-chain case requires another round of parallel computation which leads
to significantly more implementation time.

GT ABC p2.5 ABC p1 ABC p0.5 Ex NMH K2

Time(Sec) 8853.1 2308.9 2203.0 2123.4 965.73 1228.7
E(β) 169.13 171.43 171.49 168.53 169.33 169.07
sd(β) 27.669 33.394 29.908 28.345 27.845 27.123
|Bias(β)| 0 2.2934 2.3565 0.6025 0.1986 0.0600
E(γ) 0.1339 0.1494 0.1349 0.1396 0.1345 0.1335
sd(γ) 0.0647 0.0874 0.0720 0.0717 0.0654 0.0636
|Bias(γ)| 0 0.0155 0.0010 0.0057 0.0007 0.0004
ESS(β) 61,138 2786.5 1731.1 1240.1 6090.9 7683.5
ESS(γ) 59,012 1693.9 1860.9 1097.4 5800.2 7503.2
ESS(Ave)/s 6.7857 0.9702 0.8152 0.5504 6.1565 6.1801

NMH K3 NMH K4 NMH K5 NMH K6 NMH K7 NMH K8

Time(Sec) 1586.0 1783.2 1989.1 2106.5 2497.9 3534.1
E(β) 168.91 169.21 169.21 169.66 169.11 169.20
sd(β) 27.198 27.080 27.050 27.424 27.325 27.091
|Bias(β)| 0.2236 0.0776 0.0807 0.5292 0.0283 0.0645
E(γ) 0.1358 0.1347 0.1341 0.1335 0.1348 0.1345
sd(γ) 0.0657 0.0638 0.0632 0.0634 0.0641 0.0632
|Bias(γ)| 0.0019 0.0008 0.0003 0.0003 0.0009 0.0006
ESS(β) 8373.7 8956.1 9502.7 9046.5 9675.0 10,128
ESS(γ) 7747.4 8256.5 8991.4 9001.2 8382.5 9805.9
ESS(Ave)/s 5.0824 4.8264 4.6488 4.2838 3.6145 2.8202

Table 1: Strauss point process: Comparison table for the ABC-MCMC, exchange and noisy M-H
algorithms which correspond to “ABC”, “Ex” and “NMH”, respectively. Bold values correspond to
the ground truth denoted as “GT”. Red values highlight the implementations (except “GT”) with the
smallest five |Bias(·)| values for β and γ, respectively. Blue values highlight the cases with the highest
five average ESS per second values.

6.2 Determinantal Point Process with a Gaussian Kernel

Our second simulation study concerns a determinantal point process. Figure 3 shows
the observed n = 99 locations randomly generated from a DPP with a Gaussian kernel
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Figure 2: Strauss point process: This presents boxplots of the posterior samples for β (left-hand
plot) and γ (right-hand plot) from the exchange, noisy M-H and ABC-MCMC algorithms. We denote
“GT” for the ground truth and denote “Ex” for the exchange algorithm implemented for 0.12 million
iterations. Labels starting with “K” correspond to the noisy M-H algorithm with different K auxiliary
chains. Labels starting with “p” are the ABC-MCMC cases with different percentile thresholds. The
red dashed lines correspond to the medians of the ground truth posterior samples of corresponding
parameters.

(DPPG) with parameters τ = 100, σ = 0.05. The initial states of the two parameters
in the Gaussian model are set to be τ0 = 125 and σ0 = 0.04 and, similar to Section 6.1,
uniform priors and bounded uniform proposals are proposed for the corresponding
parameters, that is, τ ∼ U(50, 200) which includes the estimated τ̂ = n/|S|, and
σ ∼ U(0.001, 1/

√
50π) which allows our proposed τ ′ to lie within our prior range. The

proposed state in each iteration t follows: τ ′ ∼ U(max(50, τ (t−1)− ϵτ ),min(200, τ (t−1)+
ϵτ )) and σ

′ ∼ U(max(0.001, σ(t−1)− ϵσ),min(1/
√
πτ ′, σ(t−1)+ ϵσ)) with ϵτ and ϵσ tuned

to be 32 and 0.015, respectively.

0.0 0.2 0.4 0.6 0.8 1.0

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

Figure 3: Plot of the latent positions contained in the dataset y2 which was randomly generated from
a determinantal point process with a Guassian kernel.
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Both the noisy M-H Algorithm 11 and the approximate noisy M-H Algorithm 12,
of which the exchange algorithm and the approximate exchange algorithm are, respec-
tively, the specific K = 1 case, are implemented for performance comparisons. The
ABC-MCMC algorithm steps are similar to those of the SPP cases due to the fact that
this algorithm does not require the evaluation of likelihood functions and this is one
of the key differences compared to other candidate algorithms. Due to the tractabil-
ity of the likelihood normalizing constant, the Metropolis-Hastings (M-H) algorithm
is also available. However, considering the increased computational burden required
by DPPG implementations compared to the SPP simulation study, 12000-iteration im-
plementations with 2000-iteration burn-in are instead applied for all the algorithms
outlined here. Indeed Figure 4 indicates that the mixing is sufficiently adequate to
sample from the stationary distribution, though it suggests that the ABC-MCMC al-
gorithm mixes significantly worse than other candidates. Here the M-H algorithm is
additionally implemented for 0.12 million iterations and the corresponding posterior
samples with 20000-iteration burn-in are treated as the ground truth.
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Figure 4: Determinantal point process: Trace plots of the M-H, exchange, noisy M-HK = 2 algorithms
(correspond to “MH”, “Ex” and “NMH”, respectively) as well as those of the approximate exchange
and approximate noisy M-H K = 2 algorithms (correspond to “Exapp” and “NMHapp”, respectively);
“ABC” corresponds to the ABC-MCMC algorithm with p = 1. The first and second rows correspond
to the posterior samples of τ and σ, respectively.

Again, we denote “MH”, “Ex”, “NMH” and “ABC”, respectively, for the M-H,
exchange, noisy M-H and ABC-MCMC algorithms. While “Exapp” and “NMHapp”,
respectively, denote the approximate exchange and the approximate noisy M-H algo-
rithms. Table 2 illustrates that the mixing and posterior point estimates corresponding
to the exchange, noisy M-H and ABC-MCMC algorithms are similar to Section 6.1.
However, the ESS(Ave)/s values of the “Ex” and “NMH” algorithms are generally
worse than those of the ABC-MCMC cases. This is due to the increased computa-
tional burden required by the auxiliary-draws and the likelihood function evaluation
in the “NMH” (or “Ex”) algorithm leading to an increased computational runtime.
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This computational burden is even greater than that of the evaluation of likelihood
normalizing constants in the “MH” algorithm. Thus we can also observe in Table 2
that the “MH” case provides even better efficiency, since the mixing of this algorithm is
shown to be the best among all the candidates. This is our motivation to further apply
the approximate acceptance ratio (17) in Algorithm 12 to reduce the computational
runtime of the noisy M-H algorithm, in order that the efficiency, as measured by the
average ESS per second, is significantly improved for the “Exapp” and “NMHapp” cases
in Table 2.

GT Ex NMH K2 ABC p2.5 ABC p1 ABC p0.5

Time(Sec) 475,079 42,456 46,639 5840.1 5842.9 5781.4
E(τ) 98.265 98.524 98.153 97.014 97.792 96.427
sd(τ) 7.6202 7.8263 7.5343 12.596 8.8096 8.4353
|Bias(τ)| 0 0.2590 0.1121 1.2512 0.4728 1.8379
E(σ) 0.0506 0.0505 0.0507 0.0490 0.0490 0.0520
sd(σ) 0.0049 0.0051 0.0051 0.0072 0.0066 0.0051
|Bias(σ)| 0 0.0001 0.0001 0.0015 0.0016 0.0014
ESS(τ) 18,095 657.19 858.30 267.15 242.83 126.91
ESS(σ) 9386.7 616.08 685.10 165.66 87.615 89.985
ESS(Ave)/s 0.0803 0.0150 0.0166 0.0371 0.0283 0.0188

MH Exapp NMHapp K2 NMHapp K3 NMHapp K4 NMHapp K5

Time(Sec) 19,795 5950.0 7469.3 8512.7 10,269 11,808
E(τ) 98.587 100.51 100.46 100.72 101.05 100.32
sd(τ) 7.8002 9.4692 10.202 9.5717 9.4754 9.2741
|Bias(τ)| 0.3222 2.2432 2.1931 2.4508 2.7804 2.0540
E(σ) 0.0504 0.0480 0.0477 0.0478 0.0475 0.0480
sd(σ) 0.0050 0.0056 0.0058 0.0059 0.0059 0.0058
|Bias(σ)| 0.0002 0.0026 0.0028 0.0028 0.0031 0.0026
ESS(τ) 1787.4 838.66 818.98 958.47 1188.9 1035.9
ESS(σ) 958.72 835.04 911.68 915.38 930.74 1045.5
ESS(Ave)/s 0.0903 0.1407 0.1159 0.1101 0.1032 0.0881

Table 2: Determinantal point process: Comparison table for the ABC, M-H, (approximate) exchange
and (approximate) noisy M-H algorithms; (·)app denotes the corresponding approximate algorithms
implemented with the approximate acceptance ratio α̃DPPG (17). Bold values correspond to the ground
truth denoted as “GT”. Red values highlight the implementations (except the ground truth) with the
smallest five |Bias(·)| values for τ and σ, respectively. Blue values highlight the implementations with
the best five efficiency performances.

The significantly improved efficiency above is traded-off against the increase in the
bias of the posterior point estimates of parameters resulting from the “Ex” and “NMH”
algorithms, both of which are able to provide excellent agreement with the ground truth
as shown in both Table 2 and Figure 5. Though the “NMHapp” algorithm is able to
bring better mixing performance for larger K implementations, the biases are shown
to not significantly reduce and are larger than those of the “ABC” cases. While the
posterior density of the “Exapp” and “NMHapp” cases is shown to be comparable with
that of the “ABC” p = 2.5 and p = 1 cases in Figure 5. Thus we do not lose much
accuracy when applying the approximate algorithms while the efficiency is even better
than that of the “MH” algorithm. However, following the red and blue entries in
Table 2 as well as the posterior density plots in Figure 5, one can argue that in general
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the “MH” algorithm provides the best balance of the accuracy, mixing and efficiency
in this DPPG experiment.
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Figure 5: Determinantal point process: Posterior density plots of the ground truth, the M-H, exchange,
noisy M-H K = 2 and ABC-MCMC p = 0.5 algorithms; labels with (·)app denote the corresponding
approximate algorithms.

7 Real Data Application

In this section, we apply the same experiments as our first simulation study shown in
section 6.1 for the purpose of comparison of different algorithms to fit the SPP model
to the real dataset which was also applied by Shirota and Gelfand (2017). The original
data contains 13, 655 tree locations with 68 species in the Blackwood region of Duke
Forest. Shirota and Gelfand (2017) processed this dataset by aggregating the species
and removing trees which are under 40 dbh (diameter at breast height), considering
the fact that the repulsion or inhibition can only be discovered by older trees. The left
plot of Figure 6 illustrates the processed dataset which contains 89 tree locations.
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Figure 6: Left: Plot of the tree positions of real Duke Forest dataset yobs. Right: Profile pseudo
likelihood estimator R̂ for yobs.
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The interaction radius R within the SPP model is again estimated by the profile
pseudo-likelihood method and the estimated value of 0.053 is shown in the right plot
of the Figure 6. The initial state of all the algorithms is the same as previously, that is,
β0 = 190 and γ0 = 0.2. The same prior settings in Shirota and Gelfand (2017) are also
used here: β ∼ U(50, 350), γ ∼ U(0, 1) with the bounded proposals being modified to
have bounds agreeing with the prior settings. After the tuning process, ϵβ and ϵγ are
tuned to be 50 and 0.23, respectively. Each algorithm was run for 0.12 million iterations.
Additionally a very long run of the exchange algorithm for 1.2-million iterations serves
as our ground truth.

GT ABC p2.5 ABC p1 ABC p0.5 Ex NMH K2

Time(Sec) 5081.6 1940.4 1840.2 1837.3 449.07 695.24
E(β) 143.72 153.68 150.02 148.74 143.53 143.77
sd(β) 25.095 30.551 28.323 25.697 24.885 25.140
|Bias(β)| 0 9.9590 6.3003 5.0187 0.1953 0.0481
E(γ) 0.4637 0.4110 0.4261 0.4287 0.4649 0.4640
sd(γ) 0.1229 0.1433 0.1385 0.1247 0.1234 0.1215
|Bias(γ)| 0 0.0527 0.0376 0.0350 0.0012 0.0003
ESS(β) 47,388 1243.0 696.94 461.71 5038.8 5882.4
ESS(γ) 46,631 1564.9 713.07 422.22 4635.1 5520.6
ESS(Ave)/s 9.2509 0.7236 0.3831 0.2405 10.771 8.2008

NMH K3 NMH K4 NMH K5 NMH K6 NMH K7 NMH K8

Time(Sec) 846.36 1016.6 1111.8 1249.8 1370.3 2349.4
E(β) 143.92 143.22 143.12 143.71 143.91 143.44
sd(β) 24.712 24.646 24.554 24.512 24.991 24.757
|Bias(β)| 0.1968 0.5099 0.6081 0.0177 0.1860 0.2877
E(γ) 0.4645 0.4681 0.4693 0.4646 0.4640 0.4664
sd(γ) 0.1209 0.1226 0.1237 0.1196 0.1220 0.1231
|Bias(γ)| 0.0008 0.0044 0.0056 0.0009 0.0003 0.0027
ESS(β) 6256.5 6264.7 7153.2 7356.2 7275.9 7279.8
ESS(γ) 6086.3 6363.6 6155.2 6960.6 6899.3 6527.3
ESS(Ave)/s 7.2917 6.2111 5.9853 5.7277 5.1725 2.9385

Table 3: Real dataset: SPP model. Comparison table for the ABC-MCMC, exchange and noisy M-
H algorithms; |Bias(·)| indicates the absolute value of the bias for corresponding parameter in the
bracket. ESS(Ave)/s stores the average posterior ESS/s statistics for β and γ. Bold values correspond
to the ground truth denoted as “GT”. Red values highlight the implementations with the smallest five
|Bias(·)| values for β and γ, repsectively. Blue values highlight the implementations with the best five
efficiency performances.

Once again, the labels “ABC”, “Ex” and “NMH” in Table 3 represents the ABC-
MCMC, exchange and noisy M-H algorithm cases, respectively. Our overall conclusions
based on this experiment are broadly similar to the simulation study presented in Sec-
tion 6. Generally, the performance of the various ABC algorithms is not as competitive
as the exchange and noisy M-H algorithms, in terms of the posterior density point
estimates and also in terms of the ESS and the ESS(Ave)/s summaries. While Fig-
ures 7 and 8 illustrate that the posterior density estimates based on the exchange and
noisy M-H algorithms are generally closer to the ground truth than those of the ABC
algorithms.
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Figure 8: Real dataset: Posterior density plots of the ground truth, the exchange and noisy M-H
K = 2 cases as well as all the three cases of ABC-MCMC algorithm.

8 Conclusion and Discussion

In this paper, we point out that Shirota and Gelfand (2017) ABC-MCMC algorithm
is shown to target an intractable posterior distribution and therefore impractical to
implement generally. Thus we instead consider the Fearnhead and Prangle (2012)
ABC-MCMC algorithm for the purpose of algorithm comparisons on repulsive point
process models. We compare this ABC-MCMC algorithm to the exchange algorithm
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and the recently proposed noisy Metropolis-Hastings algorithm applied on two models:
the Strauss point process and the determinantal point process with a Gaussian kernel.
The SPP is a doubly-intractable model for which perfect sampling from this process
is possible. While perfect simulation of the DPPG is required to be restricted to a
specific area and a Fourier series approximation is further needed in practice. The
corresponding approximate restricted likelihood function is instead treated as the true
likelihood function in our simulation studies.

For the SPP model, our simulation study reveals that the noisy M-H algorithm is
able to obtain almost the same accuracy as the exchange algorithm and at the same time
provide better mixing performance even for the two-auxiliary-chain setting. In compar-
ison, the ABC-MCMC cases are shown to provide worse performance in terms of both
accuracy and mixing, and furthermore no apparent advantage can be observed when
considering the resulting increased computational run time. This indicates improved
performance for the exchange and noisy M-H algorithms compared to the ABC-MCMC
algorithm. Moreover, the noisy M-H algorithm is shown to provide better mixing at
the expense of increased run-time as the number of auxiliary chains increases. All of
these characteristics can also be observed in the real data application.

Regarding the DPPG model, the performance of the exchange, noisy M-H and
ABC-MCMC algorithms is similar to that observed for the SPP model except that the
efficiency of the exchange and noisy M-H algorithms become worse compared to the
ABC-MCMC algorithm. This is due to the huge computational burden required in the
simulation process and in calculating the true likelihood function. This motivated us to
further apply the approximate exchange and approximate noisy M-H algorithms which
resulted in improved efficiency compared to their ABC counterparts, without much
deterioration in accuracy. However, due to the tractability of the likelihood normalising
constant with truncation approximation applied in practice, the Metropolis-Hastings
algorithm is available and, in general, this algorithm is shown to obtain the best balance
of accuracy, mixing and efficiency among all the candidate algorithms for the DPPG
model.

Note that while we do not have theoretical guarantees for the approximate exchange
and approximate noisy M-H algorithms, the empirical performance of these algorithms
suggest that this is worthy of further study. Similar to the SPP cases, the mixing-
efficiency trade-off can also be observed for the DPPG model by noticing that the
efficiency of the (approximate) noisy M-H algorithm becomes worse as the number of
auxiliary chains increases, but such an algorithm is able to provide similar accuracy
performance and at the same time significantly better mixing performance for a small
number of auxiliary chains compared to the (approximate) exchange algorithm.

Future work comparing the algorithms presented in this paper on other spatial point
processes can be considered, for example, Diggle-Gratton point processes (Diggle and
Gratton, 1984), Diggle-Gates-Stibbard processes (Diggle, Gates, et al., 1987), Penttinen
processes (Penttinen, 1984) for which perfect simulations are all known to be available.
Moreover, the approximate acceptance ratio for the DPPG model does not guarantee
the convergence of the posterior samples, although our simulation study suggests that
the results appeared to converge without much loss of accuracy.
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Tavaré, S., Balding, D. J., Griffiths, R. C., and Donnelly, P. (1997), “Inferring coales-
cence times from DNA sequence data”, Genetics, 145.2, 505–518.

Van Lieshout, M. (1995), “Markov point processes and their applications in high-level
imaging”, Bull. ISI, 559–576.

26


	Introduction
	Strauss Point Processes
	Markov Chain Monte Carlo and Approximate Bayesian Computation
	ABC Algorithms for Repulsive Spatial Point Processes
	Correcting the shirota2017approximate ABC-MCMC Algorithm
	A Specific Case of the Corrected shirota2017approximate ABC-MCMC Algorithm

	Determinantal Point Processes
	Simulation Studies
	Strauss Point Process
	Determinantal Point Process with a Gaussian Kernel

	Real Data Application
	Conclusion and Discussion

