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Hilbert spaces over C∗-tensor categories, Fredholm modules and cyclic

cohomology
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Abstract

We construct Fredholm modules over an algebra taking values in generalized Hilbert spaces over a rigid C
∗-tensor

category. Using methods of Connes, we obtain Chern characters taking values in cyclic cohomology. These Chern

characters are well behaved with respect to the periodicity operator, and depend only on the homotopy class of the

Fredholm module.
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1 Introduction

A C∗-tensor category is a monoidal category with certain additional structures that are motivated by the definition of
a C∗-algebra. This includes a “dagger structure” on its hom spaces, as well as norms on morphisms that satisfy the
C∗-identity. In recent years, objects such as C∗-tensor categories and fusion categories have been studied by a number of
authors. The results obtained have provided a beautiful mix of representation theory, categorical algebra and functional
analysis (see, for instance, [3], [10], [11], [13], [14], [15], [16]).

Our aim is to take this idea further. Our starting point in this paper is the work of Jones and Penneys [14], which
introduces a notion of generalized Hilbert space over a C∗-tensor category X . The category of Hilbert spaces over X
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is denoted by Hilb(X ). We combine this with the methods of Connes [5], [6], [7] in noncommutative geometry. In
particular, Connes [6] used p-summable Fredholm modules over algebras to obtain classes in cyclic cohomology. In this
paper, we introduce Fredholm modules taking values in generalized Hilbert spaces over the rigid C∗-tensor category X .
Our main results are as follows. First, we use the methods analogous to Connes [6] to obtain “cycles” over algebras
corresponding to Fredholm modules constructed over Hilb(X ). This gives Chern characters taking values in cyclic
cohomology. These characters are well behaved with respect to the periodicity operator obtained by means of taking
the cup product with a certain distinguished element in cyclic cohomology. Finally, we show that the Chern character
of such a Fredholm module depends only on its homotopy class. We also mention here our previous work in [1], where
we studied Fredholm modules over small preadditive categories, along with classes induced in cyclic cohomology.

2 Preliminaries

We always let X be a rigid C∗-tensor category (see for instance, [14, § 2.3]). More explicitly, we assume that:

(1) X is a tensor category, that is, an abelian linear monoidal category (X ,⊗, 1) with the hom-spaces being finite
dimensional complex vector spaces. Throughout, we will assume that the monoidal structure on X is strict.

(2) X has a dagger structure, that is, for every pair a, b ∈ Ob(X ), there is an antilinear map ( )∗ : X (a, b) −→ X (b, a),
called the adjoint. The adjoint satisfies f∗∗ = f for any morphism f ∈ X and (g◦f)∗ = f∗◦g∗ for composable morphisms
f, g in X . An isomorphism f ∈ X is said to be unitary if f−1 = f∗.

(3) The tensor structure and the dagger structure are compatible in the sense that, the associators and unitors of the
monoidal structure are unitary isomorphisms and (g ⊗ f)∗ = g∗ ⊗ f∗ for all morphisms f and g.

(4) The dagger structure of X is C∗, that is, (i) For every a, b ∈ X , f ∈ X (a, b), there is a g ∈ X (a, a) such that
f∗ ◦f = g∗ ◦g and (ii) For each a, b ∈ X , the function ||.|| : X (a, b) −→ [0,∞) defined by ||f ||2 := sup{|ξ| ≥ 0 : f∗ ◦f −
ξ1a is not invertible} defines a complete norm on X (a, b). These norms are submultiplicative, i.e., ||g ◦ f || ≤ ||g||.||f ||
for all composable morphisms f, g, and satisfy the C∗−identity ||f∗ ◦ f || = ||f ||2 for all morphisms f ∈ X .

(5) The tensor structure is rigid, that is, every object a ∈ X has a dual object (a∨, eva : a∨⊗a −→ 1, coeva : 1 −→ a⊗a∨)
and an object a∨ (called a predual of a) such that (a∨)

∨ ∼= a.

We recall that an object c ∈ X is called simple if it has no subobjects other than 0 and itself. It then follows by
Schur’s Lemma that if c and c′ are two isomorphic (resp. non-isomorphic) simple objects in X , then X (c, c′) ∼= C

(resp. X (c, c′) ∼= 0). We also assume that the unit object 1 of X is simple.

We now highlight some consequences of these assumptions :

(1) X is a semisimple category (see for instance, [10]), that is, every object in X is a finite direct sum of simple objects.

(2) X has a canonical bi-involutive structure (see for instance, [14, § 2.2, 2.3])

(
· : X −→ X , (ϕc : c

∼−→ c)c∈X , (νa,b : a⊗ b
∼−→ b⊗ a)a,b∈X , r : 1

∼−→ 1
)

(2.1)

and a is a dual object of a for any a ∈ X . Further, we have

coev∗a ◦ (f ⊗ 1a) ◦ coeva = eva ◦ (1a ⊗ f) ◦ ev∗a (2.2)

for all morphisms f ∈ X (a, a). In particular, for any object a ∈ X , setting f = ida in (2.2) gives a scalar multiple
da · id1 of the identity. Then da ∈ C is called the quantum dimension of the object a.

(3) Each hom space X (a, b) has a Hilbert space structure (see [14, Definition 2.15] given by,

〈f, g〉X (a,b) := 1
coeva−−−→ a⊗ a

f⊗1a−−−→ b⊗ a
g∗⊗1a−−−−→ a⊗ a

ϕa⊗1a−−−−→ a⊗ a
eva−−→ 1 (2.3)

We note that X (1, 1) ∼= C since 1 is assumed to be simple. Thus, the composite morphism 1 −→ 1 in (2.3) can be
identified with a scalar.
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We now fix a set Irr(X ) of representatives of isomorphism classes of simple objects in X . Let Vec denote the category
of complex vector spaces. Let Vec(X ) (see [14, § 2.4]) denote the category of linear functors X op −→ Vec. Let

Hilb denote the dagger tensor category of separable complex Hilbert spaces and bounded linear operators. The objects
of the category Hilb(X ) are linear dagger functors H : X op −→ Hilb with morphisms given by setting for any H,
K ∈ Hilb(X ) (see [14, § 2.6])

Hilb(X )(H,K) := {θ ∈ Nat(H,K), supc∈X |θc| <∞} (2.4)

In (2.4), each |θc| denotes the norm of the bounded linear operator θc : H(c) −→ K(c) and Nat(H,K) denotes the
natural transformations from H to K.

3 p-Schatten classes and Fredholm modules

For Hilbert spaces H , H ′, let B(H,H ′) be the collection of bounded linear operators from H to H ′ and let K(H,H ′) ⊆
B(H,H ′) be the subspace of compact operators. For an operator T ∈ K(H,H ′), its p-Schatten norm (for p ≥ 1) is
given by

||T ||p :=




∑

n≥1

spn(T )




1/p

(3.1)

where s1(T ) ≥ s2(T ) ≥ .... is the sequence of singular values of T , i.e., the eigenvalues of the operator
√
T ∗T (see, for

instance, ). The p-th Schatten class Sp(H,H
′) ⊆ K(H,H ′) consists of all operators T ∈ K(H,H ′) such that ||T ||p is

finite.

Definition 3.1. Let p ∈ [1,∞). For H,H′ ∈ Hilb(X ), we define the p-Schatten class Sp(H,H
′) ⊆ Hilb(X )(H,H′)

to be

Sp(H,H
′) := {θ ∈ Hilb(X )(H,H′) | θc ∈ K(H(c), H ′(c)) for all c ∈ X and supc∈Irr(X )||θc||p <∞}

If H = H′, we will write Sp(H) for Sp(H,H).

Remark 3.2. The semisimplicity of X implies that if θ ∈ Sp(H,H
′), then for every c ∈ X , θc is a finite direct sum

of p-Schatten operators and hence is p-Schatten.

Proposition 3.3. Let H,H′,H′′ ∈ Hilb(X ).

(1) Sp(H,H
′) is a subspace of Hilb(X )(H,H′).

(2) Let θ ∈ Sp(H,H
′), θ

′ ∈ Hilb(X )(H′,H′′) and θ
′′ ∈ Hilb(X )(H′′,H). Then, θ

′ ◦ θ ∈ Sp(H,H
′′) and θ ◦ θ′′ ∈

Sp(H
′′,H′).

(3) Sp(H) ⊆ Sq(H) for all 1 ≤ p ≤ q.
(4) Let p, q, r ≥ 1 such that 1/r = 1/p+ 1/q. Then, for θ ∈ Sp(H,H

′), θ′ ∈ Sq(H
′,H′′), θ′ ◦ θ ∈ Sr(H,H

′′).

Proof. (1) Let θ1, θ2 ∈ Sp(H,H
′). For any object c ∈ Irr(X ), since (θ1)c, (θ2)c : H(c) −→ H′(c) are p-Schatten

operators, hence ||(θ1)c + (θ2)c||p ≤ 21/p||(θ1)c||p + 21/p||(θ2)c||p (see for instance, [18, § 2]). Therefore,

sup
c∈Irr(X )

||(θ1 + θ2)c||p ≤ 21/p sup
c∈Irr(X )

||(θ1)c||p + 21/p sup
c∈Irr(X )

||(θ2)c||p <∞. (3.2)

This shows that θ1 + θ2 ∈ Sp(H,H
′). It is easy to see that Sp(H,H

′) is closed under scalar multiplication.

(2) Since θ′ ∈ Hilb(X )(H′,H′′), it follows by (2.4) that sup
c∈X

|θ′

c| < ∞. Since θ ∈ Sp(H,H
′), it follows from Definition

3.1 that sup
c∈Irr(X )

||θc||p <∞. For each c ∈ Irr(X ), we know that ||θ′c ◦ θc||p ≤ |θ′c| · ||θc||p. Hence, sup
c∈Irr(X )

||(θ′ ◦ θ)c||p ≤

sup
c∈Irr(X )

|θ′

c|. sup
c∈Irr(X )

||θc||p <∞. The proof is similar for θ ◦ θ′′

.

3



(3) Let θ ∈ Sp(H). Since q ≥ p, ||θc||q ≤ ||θc||p for all c ∈ Irr(X ) (see for instance [18, § 2]. Hence, sup
c∈Irr(X )

||θc||q ≤

sup
c∈Irr(X )

||θc||p <∞. It follows that θ ∈ Sq(H).

(4) We note that for every c ∈ X , (θ′ ◦ θ)c = θ′c ◦ θc ∈ K(H(c),H′′(c)). Further, for every c ∈ Irr(X ), θc ∈
Sp(H(c),H′(c)) and θ′c ∈ Sq(H

′(c),H′′(c)). It follows from [6, Appendix 1] that θ′c◦θc ∈ Sr(H(c),H′′(c)) and ||θ′c◦θc||r ≤
||θ′c||q.||θc||p. Hence,

sup
c∈Irr(X )

||θ′c ◦ θc||r ≤ sup
c∈Irr(X )

||θ′c||q. sup
c∈Irr(X )

||θc||p <∞ (3.3)

This proves the result.

Corollary 3.4. For H ∈ Hilb(X ), Sp(H) is an ideal of Hilb(X )(H,H).

Proof. The result is clear by setting H = H′ = H′′ in Proposition 3.3.

We are now ready to define p-summable Fredholm modules in terms of actions of algebras on objects of Hilb(X ).

Definition 3.5. Let A be an algebra over C and p ≥ 1. A p-summable Fredholm module over A is a pair (H,F) which
consists of the following data

(1) A Z2-graded object H = H+ ⊕H− in Hilb(X ) with grading operator ε : H −→ H, where εa(h) = (−1)deghh for all
a ∈ Ob(X ), h ∈ H±(a).

(2) A morphism of graded algebras ρ : A −→ Hilb(X )(H,H) that is of degree zero. Here, A is treated as a Z2-graded
algebra that is concentrated in degree zero.

(3) An element F ∈ Hilb(X )(H,H) such that

(i) F ◦ F = id.

(ii) F ◦ ε = −ε ◦ F.
(iii) F ◦ ρ(a)− ρ(a) ◦ F ∈ Sp(H,H) for all a ∈ A.

4 Characters of Fredholm modules

For the rest of the paper, we shall assume that Irr(X ) is finite.

Let (Ω, d) be a differential graded algebra where Ω =
⊕
j≥0

Ωj is a graded algebra over C together with a graded derivation

d of degree 1 such that d2 = 0. We recall (see [6, § 1]) that a closed graded trace of dimension n ≥ 0 on (Ω, d) is a linear
map

∫
: Ωn −→ C such that

∫
dω = 0 for all ω ∈ Ωn−1 and

∫
ω1ω2 = (−1)ij

∫
ω2ω1 for all ω1 ∈ Ωi, ω2 ∈ Ωj with i, j ≥ 0, i+ j = n (4.1)

The tuple (Ω, d,
∫
) is called a cycle of dimension n. Further, if A is an algebra over C, a cycle of dimension n on A is a

tuple (Ω, d,
∫
, ρ) where (Ω, d,

∫
) is a cycle of dimension n and ρ : A −→ Ω0 is a morphism of algebras.

We now fix a trivially Z2-graded algebra A over C and a p-summable Fredholm module (H,F) over A for some p ≥ 1.
In this section, we shall associate to (H,F) an n-dimensional cycle over A, where n = 2m is any even integer such that
n ≥ p− 1.

Let Ã := A ⊕ C be the unital algebra obtained from A by adjoining a unit. The action ρ of A on H extends uniquely
to an action of the unital algebra Ã on H, which we continue to denote by ρ. For any θ ∈ Hilb(X )(H,H), we set
dθ = i[F, θ], where the commutator is graded. In particular, if θ is homogeneous,

[F, θ] = Fθ − (−1)degθθF (4.2)
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For any j ∈ N, we set Ωj to be the linear span in Hilb(X )(H,H) of elements of the form

ρ(a0)dρ(a1)dρ(a2)...dρ(aj), aj ∈ Ã (4.3)

Lemma 4.1. (1) d2θ = 0 for all θ ∈ Hilb(X )(H,H).

(2) d(θ1θ2) = (dθ1)θ2 + (−1)degθ1θ1(dθ2) for all θ1, θ2 ∈ Hilb(X )(H,H).

(3) dΩj ⊆ Ωj+1.

(4) ΩjΩk ⊆ Ωj+k for each j, k ∈ N.

Proof. (1) If θ is homogeneous,

d2θ = i[F, dθ] = i[F, i[F, θ]] = i[F, i
(
Fθ − (−1)degθθF

)
]

= −
(
F(Fθ − (−1)degθθF)− (−1)degθ+1(Fθ − (−1)deg θθF)F

)

= −
(
θ − (−1)degθFθF− (−1)degθ+1FθF− θ

)
= 0.

(4.4)

Hence, d2θ = 0 for all θ ∈ Hilb(X )(H,H).

(2) It suffices to assume that θ1, θ2 are homogeneous. Then,

d(θ1θ2) = i[F, θ1θ2] = i
(
Fθ1θ2 − (−1)degθ1+degθ2θ1θ2F

)

= i(Fθ1 − (−1)degθ1θ1F)θ2 + i
(
(−1)degθ1θ1Fθ2 − (−1)degθ1+deg θ2θ1θ2F

)

= (dθ1)θ2 + (−1)degθ1θ1(dθ2).

(4.5)

(3) Using (1) and (2), the result is clear.

(4) It is enough to show that for a0, a1, ..., aj , a ∈ Ã, (ρ(a0)dρ(a1)..dρ(aj)) ρ(a) ∈ Ωj . Since A is trivially Z2-graded and
ρ : A −→ Hilb(X )(H,H) is of degree 0, we have (dρ(aj)) ρ(a) = d(ρ(aj)ρ(a)) − ρ(aj)dρ(a). The result now follows
using an induction argument.

Using Lemma 4.1, we see that 

Ω :=
⊕

0≤j

Ωj , d



 (4.6)

has the structure of a differential graded algebra.

Lemma 4.2. Ωj ⊆ Sn+1

j
(H) for all 1 ≤ j ≤ n+ 1.

Proof. It suffices to show that for a0, a1, ..., aj ∈ Ã, ρ(a0)dρ(a1)...dρ(aj) ∈ Sn+1

j
(H). Since (H,F) is p-summable and

n+ 1 ≥ p, hence (H,F) is n+ 1-summable. We note that for any 1 ≤ k ≤ j,

d(ρ(ak)) = i
(
Fρ(ak)− (−1)degρ(ak)ρ(ak)F

)
= i (Fρ(ak)− ρ(ak)F) ∈ Sn+1(H). (4.7)

Using Propostion 3.3, it follows that
dρ(a1)...dρ(aj) ∈ Sn+1

j
(H) (4.8)

Since Sn+1

j
(H) is an ideal of Hilb(X )(H,H), ρ(a0)dρ(a1)...dρ(aj) ∈ Sn+1

j
(H). This completes the proof.

We now fix a notation. For θ ∈ S1(H), we set Trace(θ) :=
∑

c∈Irr(X ) trace(θc).
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Remark 4.3. (1) Using [18, § 3, Theorem 3.1], it follows that for θ1 ∈ S1(H), θ2 ∈ Hilb(X )(H,H)

Trace(θ1θ2) =
∑

c∈Irr(X )

trace ((θ1)c (θ2)c) =
∑

c∈Irr(X )

trace ((θ2)c (θ1)c) = Trace(θ2θ1) (4.9)

(2) Since the ordinary trace of operators is invariant under similarity, hence for θ ∈ S1(H) and an automorphism
ζ ∈ Hilb(X )(H,H),

Trace(ζθζ−1) =
∑

c∈Irr(X )

trace(ζcθcζ
−1
c ) =

∑

c∈Irr(X )

trace(θc) = Trace(θ). (4.10)

Lemma 4.4. For any θ ∈ Hilb(X )(H,H) such that [F, θ] ∈ S1(H), let

Trs(θ) =
1

2
Trace(εF[F, θ]). (4.11)

The following hold :

(1) If θ is homogeneous with odd degree, then Trs(θ) = 0.

(2) If θ ∈ S1(H), then Trs(θ) = Trace(εθ).

(3) [F,Ωn] ⊆ S1(H).

(4) Trs
∣∣
Ωn : Ωn −→ C is a closed graded trace of dimension n on the differential graded algebra Ω.

Proof. (1) Since εF = −Fε and εθ = −θε, it follows that εF[F, θ] = −F[F, θ]ε. Now,

Trace (εF[F, θ]) = Trace (F[F, θ]ε) = −Trace (εF[F, θ]) (4.12)

Hence, Trace (εF[F, θ]) = 0 and Trs(θ) = 0.

(2) If θ ∈ S1(H),
Trace(εFθF) = −Trace(FεθF) = −Trace(εθ) (4.13)

It suffices to assume that θ is homogeneous. If θ is homogeneous of odd degree,

Trace(εθ) = −Trace(θε) = −Trace(εθ) (4.14)

Hence, using (1), it follows that Trace(εθ) = 0 = Trs(θ). If θ is homogeneous of even degree, it follows that

Trs(θ) =
1

2
Trace (εF[F, θ]) =

1

2
Trace (εθ − εFθF) (4.15)

Using (4.13), it follows that Trs(θ) = Trace(εθ).

(3) Using Lemma 4.2, it is clear that [F,Ωn] ⊆ Ωn+1 ⊆ S1(H).

(4) Since d2 = 0, it follows that Trs(dθ) = 0 for all θ ∈ Ωn−1. We now show that for θ1 ∈ Ωn1 , θ2 ∈ Ωn2 where
n1 + n2 = n, we have

Trs(θ1θ2) = (−1)n1n2Trs(θ2θ1) (4.16)

Since n is even, n1 and n2 are of the same parity and hence, (4.16) is equivalent to

Trace(εFd(θ1θ2)) = (−1)n1Trace(εFd(θ2θ1)) (4.17)

Let θ ∈ Hilb(X )(H,H) be a homogeneous element. We note that θ and dθ are of opposite degrees and F.dθ =
(−1)deg(dθ)dθ.F. Then,

εF.dθ = (−1)deg(dθ)ε.(dθ.F) = (−1)2deg(dθ)+1dθ.Fε = −dθ.Fε = dθ.εF (4.18)
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Hence, εF commutes with dθ1 and dθ2. Now, since n1 + n2 = n is even, we have

Trace(εFd(θ1θ2)) = Trace(εF(dθ1)θ2) + (−1)n1Trace(εFθ1(dθ2))

= Trace((dθ1)εFθ2) + (−1)n1Trace((dθ2)εFθ1)

= Trace(εFθ2(dθ1)) + (−1)n1Trace(εF(dθ2)θ1)

= (−1)n1Trace(εFd(θ2θ1))

(4.19)

Hence, Trs
∣∣Ωn : Ωn −→ C is a closed graded trace of dimension n on Ω.

We shall now associate to (H,F), an (n = 2m)-dimensional cycle over A.

Definition 4.5. The cycle associated to the n + 1-summable Fredholm module (H,F) over A is the tuple (Ω, d,
∫
, ρ)

where (Ω, d) is the differential graded algebra (4.6),

∫
ω := (2iπ)mm! Trs(w) for all ω ∈ Ωn (4.20)

is the closed graded trace of dimension n on Ω and ρ : A −→ Ω0 ⊆ Hilb(X )(H,H) is the homomorphism associated to
the Fredholm module (H,F).

We note that the character (see [6, § 2]) of this n-dimensional cycle (Ω, d,
∫
, ρ) is the linear map

τn : A⊗(n+1) −→ C, a0 ⊗ a1 ⊗ ...⊗ an 7→ (2iπ)mm! Trs(ρ(a0)dρ(a1)dρ(a2)...dρ(an)) (4.21)

Let R be an algebra over C and let Ck(R) := Vec(R⊗k+1,C) for k ≥ 0. Let λk be the (signed) cyclic operator

λn : Ck(R) −→ Ck(R) λk(ψ)(x0, ..., xk) := (−1)kψ(x1, ..., xk, x0) (4.22)

We recall from [6, § II], the definitions of the operators B0 and B.

B0 : Ck+1(A) −→ Ck(A), (B0(ψ))(a0 ⊗ ...⊗ ak) = ψ(1⊗ a0 ⊗ ...⊗ ak)− ψ(a0 ⊗ ...⊗ ak ⊗ 1)

B : Ck+1(A) −→ Ck(A), B = (1 + λk + ...+ λkk) ◦B0

(4.23)

Now, let Ck
λ(R) := {ψ ∈ Ck(R) | (1− λk)(ψ) = 0}. Then, the cyclic cohomology (see [6]) of R can be computed by

means of the complex (C•
λ(R), b), whose differentials bk : Ck

λ(R) −→ Ck+1
λ (R) are given by

(bkψ)(x0, ..., xk+1) :=

k∑

i=0

(−1)iψ(x0, ..., xixi+1, ..., xk+1) + (−1)k+1ψ(xk+1x0, ..., xk) (4.24)

The cocycles of this complex will be denoted by Z•
λ(R) and coboundaries by B•

λ(R). The cohomology Z•
λ(R)

/
B•

λ(R) of
this complex will be denoted by H•

λ(R).

Since τn, as defined in (4.21), is the character associated to the n-dimensional cycle (Ω, d,
∫
, ρ) on A, using [6, Proposition

1, § II], it immediately follows that τn ∈ Zn
λ (A) ⊆ Cn

λ (A).

Definition 4.6. The cohomology class [τn] ∈ Hn(A) of the n-dimensional character τn associated to the p-summable
Fredholm module (H,F) is called the n-dimensional Chern character chn(H,F) of (H,F).
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5 Periodicity of the Chern Character for Fredholm modules

Let σ ∈ Z2
λ(C) be the cyclic cocycle determined by σ(1, 1, 1) = 2iρ. We recall (see [6, § II]) that for any r ≥ 0, the

Periodicity operator
S : Zr

λ(A) −→ Zr+2
λ (A), ψ 7→ ψ#σ (5.1)

where # denotes the cup product in cyclic cohomology, takes Br
λ(A) into Br+2

λ (A). We shall continue to denote the
induced map Hr

λ(A) −→ Hr+2
λ (A) by S.

Let (H,F) be a p-summable Fredholm module over A and let n = 2m ≥ p − 1 be an even integer. Using proposition
3.3, it follows that (H,F) is both n + 1 and n + 3 summable. We consider the associated characters τn and τn+2 of
dimensions n and n+ 2 respectively and show that they are related by the periodicity operator S.

Theorem 5.1. chn+2(H,F) = S (chn(H,F)) in Hn+2
λ (A).

Proof. Let a0, a1, ..., an+2 ∈ A. Since τn is the character of the n-dimensional cycle (Ω, d,
∫
) associated to the n + 1-

summable Fredholm module (H,F), using [6, § II] and (4.20), we have

Sτn (a0 ⊗ a1 ⊗ ...⊗ an+2) = 2iπ

n+1∑

j=0

∫
(ρ(a0)dρ(a1)dρ(a2)...dρ(aj−1)) ρ(aj)ρ(aj+1) (dρ(aj+2)...dρ(an+2))

= (2iπ)m+1m!

n+1∑

j=0

Trs ((ρ(a0)dρ(a1)dρ(a2)...dρ(aj−1)) ρ(aj)ρ(aj+1) (dρ(aj+2)...dρ(an+2)))

(5.2)

On the other hand, since τn+2 is the character of the (n+2)-dimensional cycle (Ω, d,
∫
) associated to the (n+3)-summable

Fredholm module (H,F), we have

τn+2 (a0 ⊗ a1 ⊗ ...⊗ an+2) = (2iρ)m+1(m+ 1)!Trs (ρ(a0)dρ(a1)dρ(a2)...dρ(an+2)) (5.3)

For any 0 ≤ j ≤ n+ 1, we define φj ∈ Cn+1(A) by

φj(a0 ⊗ a1 ⊗ ...an+1) = Trace (εFρ(aj)dρ(aj+1)...dρ(an+1)dρ(a0)dρ(a1)...dρ(aj−1)) (5.4)

where the Trace is defined since ρ(aj)dρ(aj+1)...dρ(an+1)dρ(a0)dρ(a1)...dρ(aj−1) ∈ Ωn+1 ⊆ S1(H) by Lemma 4.2. It is
clear that

n+1∑

j=0

(−1)jφj =: φ ∈ Cn+1
λ (A) (5.5)

We now fix 0 ≤ j ≤ n+ 1. Using (4.24), (5.4) and the equality d(ρ(a)ρ(a′)) = dρ(a)a′ + adρ(a′) for a, a′ ∈ A we have

bφj (a0 ⊗ a1 ⊗ ...⊗ an+2) =

n+1∑

i=0

(−1)iφj (a0 ⊗ a1 ⊗ ...⊗ aiai+1 ⊗ ...⊗ an+2) + φj (an+2a0 ⊗ a1 ⊗ ...⊗ an)

= Trace (εF (ρ(aj+1)dρ(aj+2)...dρ(an+2) ρ(a0) (dρ(a1)...dρ(aj)))

+ (−1)j−1Trace (εFρ(aj+1) (dρ(aj+2)...dρ(an+2)dρ(a0)...dρ(aj−1)) ρ(aj))

+ Trace (εFρ(aj) (dρ(aj+1)...dρ(an+2)) ρ(a0) (dρ(a1)...dρ(aj−1)))

(5.6)

We set β = (dρ(aj+2)...dρ(an+2)) ρ(a0) (dρ(a1)...dρ(aj−1)) ∈ Ωn−j+1Ωj−1 ⊆ Ωn. Using Lemma 4.4, the fact that Trs is
a closed graded trace and the fact that dβ ∈ Ωn+1 ⊆ S1(H), we have

Trace(εα(dβ)) = Trs(α(dβ)) = Trs((dα)β) (5.7)
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for all homogeneous elements α ∈ Hilb(X )(H,H) of odd degree. In particular for α = ρ(aj)Fρ(aj+1), we have

Trs(i[F, ρ(aj)Fρ(aj+1)]β) = Trace(ε(ρ(aj)Fρ(aj+1))(dβ)) = Trace(ρ(aj)εFρ(aj+1)(dβ)) = Trace(εFρ(aj+1)(dβ)ρ(aj))

= (−1)j−1Trace(εFρ(aj+1)dρ(aj+2)...dρ(an+2)dρ(a0)dρ(a1)...dρ(aj−1)ρ(aj))

(5.8)

Using (5.6), we now have

bφj (a0 ⊗ a1 ⊗ ...⊗ an+2) = Trace(dajεFaj+1β) + Trs(i[F, ρ(aj)Fρ(aj+1)]β) + Trace(εFρ(aj)dρ(aj+1)β)

= Trs((Fd(ρ(aj)ρ(aj+1)) + i[F, ρ(aj)Fρ(aj+1)])β)

= −i T rs((dρ(aj)dρ(aj+1)− 2ρ(aj)ρ(aj+1))β)

=
(−1)j−1

i
T rs(ρ(a0)dρ(a1)...dρ(an+2))

+
2

i
(−1)jTrs((ρ(a0)dρ(a1)...dρ(aj−1))ρ(aj)ρ(aj+1)(dρ(aj+2)...dρ(an+2)))

(5.9)

Finally, using (5.5), it follows that

bφ(a0 ⊗ a1 ⊗ ...⊗ an+2) =
2

i

n+1∑

j=0

Trs((ρ(a0)dρ(a1)...dρ(aj−1))ρ(aj)ρ(aj+1)(dρ(aj+2)...dρ(an+2)))

− n+ 2

i
T rs(ρ(a0)dρ(a1)...dρ(an+2))

(5.10)

Since a0, ..., an+2 ∈ A are arbitrary, using (5.2) and (5.3), b
(
2mim+2πm+1m!φ

)
= Sτn − τn+2. This proves the result.

6 Homotopy invariance of the Chern Character

For any H ∈ Hilb(X ), we note that the function ||.|| : Hilb(X )(H,H) −→ R≥0, θ 7→ sup
c∈X

||θc|| makes Hilb(X )(H,H)

into a normed algebra. Further, for any p ≥ 1, since ||.||p is a norm on the algebra of p-Schatten operators on a hilbert
space (see for instance [6, Appendix I]), the function Sp(H) −→ R≥0, θ 7→ sup

c∈Irr(X )

||θc||p makes Sp(H) into a normed

algebra.

Remark 6.1. We note that for each c ∈ Irr(X ), the evaluation map S1(H) −→ S1(H(c)), θ 7→ θc is continuous.
Hence, Trace : S1(H) −→ C, θ 7→∑

c∈Irr(X ) trace(θc), being a sum of continuous maps, is continuous.

Let p = 2m be an even integer, A be a trivially Z2-graded algebra over C and H ∈ Hilb(X ). Let (H,F) and (H,F′) be
two p-summable Fredholm modules over A with the same underlying A-module H. In this section, we will prove that
if there is a homotopy [0, 1] ∋ t 7→ (H,Ft) from (H,F) to (H,F′), then chp+2(H,F) = chp+2(H,F′) in Hp+2

λ (A).

Let H0 ∈ Hilb(X ) and let H be the Z2-graded Hilbert space object with H+ = H0 and H− = H0. We consider the
natural transformation

F =

[
0 idH0

idH0
0

]
. (6.1)

For each a ∈ X , since ||Fa|| = 1, we have supa∈X ||Fa|| = 1 <∞. Hence, F ∈ Hilb(X )(H,H).

Lemma 6.2. Let p = 2m be an even integer. For each t ∈ [0, 1], let ρt : A −→ Hilb(X )(H,H) be a graded homomor-
phism such that

(1) For each a ∈ A, the association t 7→ [F, ρt(a)] is a continuous map µa : [0, 1] −→ Sp(H).
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(2) For each a ∈ A, the association t 7→ (ρt) (a) is a piecewise strongly C1 map νa : [0, 1] −→ Hilb(X )(H,H).

Let (Ht,F) be the corresponding p-summable Fredholm modules over A where Ht = H for all t ∈ [0, 1]. Then, the class
in Hp+2

λ (A) of the p+ 2-dimensional character of the Fredholm module (Ht,F) is independent of t.

Proof. We only prove the case in which the map νa is strongly C1 for each a ∈ A, the proof of the general case being
similar. For any t ∈ [0, 1], we consider the p-dimensional character τpt of (Ht,F). We fix an l ∈ [0, 1]. We shall show
that S(τpl ) = S(τp0 ) in Hp+2

λ (A). We denote the map t 7→ τpt by τp. Without loss of generality, we assume that A is
unital and ρt(1) = idH for all t ∈ [0, 1]. For every a ∈ A, let δ (a) = ν′a : [0, 1] −→ Hilb(X )(H,H). We note that for
a, b ∈ A, t ∈ [0, 1],

δt(ab)− ρt(a) ◦ δt(b)− δt(a) ◦ ρt(b)
= ν′ab(t)− ρt(a)ν

′
b(t)− ν′a(t)ρt(b)

= lim
s→0

1

s
(νab(t+ s)− νab(t)− ρt(a) ◦ νb(t+ s) + ρt(a) ◦ νb(t)− νa(t+ s) ◦ ρt(b) + νa(t) ◦ ρt(b))

= lim
s→0

1

s
(ρt+s(ab)− ρt(ab)− ρt(a) ◦ ρt+s(b) + ρt(a) ◦ ρt(b)− ρt+s(a) ◦ ρt(b) + ρt(a) ◦ ρt(b))

= lim
s→0

1

s
((ρt+s(a)− ρt(a)) ◦ (ρt+s(b)− ρt(b)))

= lim
s→0

1

s
((νa(t+ s)− νa(t)) ◦ (νb(t+ s)− νb(t)))

= ν′a(t) ◦ lim
s→0

(νb(t+ s)− νb(t)) = 0

(6.2)

using the continuity of νb. Hence, for all a, b ∈ A, t ∈ [0, 1]

δt(ab) = ρt(a) ◦ δt(b) + δt(a) ◦ ρt(b). (6.3)

For any t ∈ [0, 1], we consider the p+ 2-linear functional

φt : A
p+2 −→ C, a0⊗a1⊗...⊗ap+1 7→

p+1∑

k=1

(−1)k−1Trace (ερt(a0)[F, ρt(a1)]...[F, ρt(ak−1)]δt(ak)[F, ρt(ak+1)]...[F, ρt(ap+1)])

(6.4)
Using (6.3), it can be checked that b(φt) = 0 for all t ∈ [0, 1], where b is the differential operator of the Hochschild
cochain complex of A.

For a fixed a ∈ A, the compactness of [0, 1] and the assumptions (1) and (2) imply that the families {ρt(a) : t ∈ [0, 1]}
and {δt(a) : t ∈ [0, 1]} are uniformly bounded. Hence, it makes sense to define the p+ 2-linear functional

φ : Ap+2 −→ C, a0 ⊗ a1 ⊗ ...⊗ ap+1 7→ (2iπ)mm!

∫ l

0

φt (a0 ⊗ a1 ⊗ ...⊗ ap+1) (6.5)

Since b(φt) = 0 for all t ∈ [0, 1], b(φ) = 0. Further, for a0, a1, ..., ap ∈ A, (6.4) implies that

φ(1, a0, ..., ap) = (2iπ)mm!

∫ l

0

p∑

k=0

(−1)kTrace (ε[F, ρt(a1)]...[F, ρt(ak−1)]δt(ak)[F, ρt(ak+1)]...[F, ρt(ap+1)]) (6.6)

We note that for any a0, a1, ..., ap ∈ A, t ∈ [0, 1], since [F, ρt(a1)], ..., [F, ρt(ap)] ∈ Sp(H), hence using Proposition 3.3, it
follows that ρt(a0)[F, ρt(a1)]...[F, ρt(ap)] ∈ S1(H). Using Lemma 4.4, we have

τpt (a0 ⊗ a1 ⊗ ...⊗ ap) = (2iπ)mm!Trs (ρt(a0)[F, ρt(a1)]...[F, ρt(ap)]) = (2iπ)mm!Trace (ερt(a0)[F, ρt(a1)]...[F, ρt(ap)])
(6.7)
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Since (1) implies that the map t 7→ [F, ρt(a)] is continuous for each a ∈ A, it follows that for every 1 ≤ k ≤ p

lim
s→0

Trace

(
ερt(a0)[F, ρt(a1)]...[F, ρt(ak−1)][F,

1

s
(ρt+s(ak)− ρt(ak))][F, ρt+s(ak+1)]...[F, ρt+s(ap)]

)

= lim
s→0

(−1)k Trace

(
ε[F, ρt(a0)]...[F, ρt(ak−1)]

1

s
(ρt+s(ak)− ρt(ak)) [F, ρt+s(ak+1)]...[F, ρt+s(ap)]

)

= (−1)k Trace (ε[F, ρt(a0)]...[F, ρt(ak−1)]δt(ak)[F, ρt(ak+1)]...[F, ρt(ap)])

(6.8)

Hence,

(τp)′(t)(a0 ⊗ ...⊗ ap) = lim
s→0

(τp(t+ s)(a0 ⊗ ...⊗ ap)− τp(t)(a0 ⊗ ...⊗ ap))

= (2iπ)mm! lim
s→0

(Trace(ε
1

s
(ρt+s(a0)− ρt(a0)) [F, ρt+s(a1)]...[F, ρt+s(ap)])

+ Trace(ερt(a0)[F,
1

s
(ρt+s(a1)− ρt(a1))][F, ρt+s(a2)]...[F, ρt+s(ap)]) + ...

+ Trace(ερt(a0)[F, ρt(a1)]...[F, ρt(ap−1)][F,
1

s
(ρt+s(ap)− ρt(ap))]))

= (2iπ)mm!

(
p∑

k=0

(−1)kTrace(ε[F, ρt(a0)]...[F, ρt(ak−1)]δt(ak)[F, ρt(ak+1)]...[F, ρt(ap)])

)

(6.9)

Now using (6.6) and (6.9), we have

φ(1, a0, ..., ap) =

∫ l

0

(τp)′(t)(a0 ⊗ ...⊗ ap)dt = τpl (a0 ⊗ ...⊗ ap)− τp0 (a0 ⊗ ...⊗ ap) (6.10)

Since b(φ) = 0 ∈ Cp+2
λ (A), using (4.23) and (6.10),

B0(φ)(a0 ⊗ ...⊗ ap) = φ(1⊗ a0 ⊗ ...⊗ ap)− φ(a0 ⊗ ...⊗ ap ⊗ 1)

= φ(1⊗ a0 ⊗ ...⊗ ap) = (τpl − τp0 )(a0 ⊗ ...⊗ ap)
(6.11)

so that B0(φ) = τpl −τ
p
0 . Using [6, § II, Lemma 34] and the fact that (τpl −τ

p
0 ) ∈ Cp

λ(A), it follows that (p+1)(τpl −τ
p
0 ) =

(1 + λ+ ...+ λp)(τpl − τp0 ) = B(φ) ∈ Zp
λ(A) and

(p+ 1)S(τpl − τp0 ) = S(B(φ)) = 2iρ(p+ 1)(p+ 2)b(φ) = 0 in Hp+2
λ (A) (6.12)

Finally, an application of Theorem 5.1 completes the proof.

Theorem 6.3. Let p = 2m be an even integer. Let A be a trivially Z2-graded algebra over C, H a Z2-graded object in
Hilb(X ). Let {(H,Ft) : t ∈ [0, 1]} be a family of p-summable Fredholm modules over A where for each t ∈ [0, 1],

Ft =

[
0 Qt

Pt 0

]
(6.13)

For each t ∈ [0, 1], let ρt : A −→ Hilb(X )(H,H) be the corresponding graded homomorphism of degree 0 with its two
components ρ±t . Further, assume that for every a ∈ A,

(1) t 7→ ρ+t (a)−Qtρ
−
t (a)Pt is a continuous map [0, 1] −→ Sp(H).

(2) t 7→ ρ+t (a) and t 7→ Qtρ
−
t (a)Pt are piecewise strongly C1 maps.

Then, the (p+ 2)-dimensional character chp+2(H,Ft) ∈ Hp+2
λ (A) is independent of t ∈ [0, 1].
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Proof. Let a ∈ A. For each t ∈ [0, 1], since (H,Ft) is a Fredholm module, F2
t = id and hence P−1

t = Qt. We set

Tt =

[
id 0
0 Qt

]
(6.14)

It follows that T−1
t =

[
id 0
0 Pt

]
so that, TtFtT

−1
t =

[
0 id
id 0

]
and Ttρt(a)T

−1
t =

[
ρ+t (a) 0
0 Qtρ

−
t (a)Pt

]
.

Using assumption (2), it follows that for each a ∈ A, the map t 7→ Ttρt(a)Tt is piecewise strongly C1.

We also see that [TtFtT
−1
t ,Ttρt(a)T

−1
t ] =

[
0 Qtρ

−
t (a)Pt − ρ+t (a)

ρ+t (a)−Qtρ
−
t (a)Pt 0

]
.

Using assumption (1), it follows that for each a ∈ A, the map t 7→ [TtFtT
−1
t ,Ttρt(a)T

−1
t ] is a continuous map

[0, 1] −→ Sp(H). It follows that the family {(H,TtFtT
−1)} of p-summable Fredholm modules satisfies the hypothesis

of Lemma 6.2. The result now follows using Lemma 6.2 and the invariance of Trace : S1(H) −→ C under similarity
(Remark 4.3).

Corollary 6.4. Let p = 2m be an even integer. Let {(H,Ft) : t ∈ [0, 1]} be a family of p-summable Fredholm
modules over A with the same underlying graded homomorphism ρ. Further, assume that t 7→ Ft is a strongly C1 map
[0, 1] −→ Hilb(X )(H,H). Then, the (p+ 2)-dimensional character chp+2(H,Ft) ∈ Hp+2

λ (A) of (H,Ft) is independent
of t ∈ [0, 1].

Proof. Let t ∈ [0, 1]. We note that since Ft ◦ ε = −ε ◦ Ft and F2
t = id, we have Ft =

[
0 Qt

Pt 0

]
for some Pt ∈

Hilb(X )(H+,H−) and Qt ∈ Hilb(X )(H−,H+) with Qt = P−1
t . Further, ρ(a) =

[
ρ+(a) 0
0 ρ−(a)

]
where ρ±(a) are

the components of ρ(a) for every a ∈ A. It is clear that the system {(H,Ft) : t ∈ [0, 1]} satisfies the assumptions (1)
and (2) of Theorem 6.3. This proves the result.

References

[1] M. Balodi and A. Banerjee, Fredholm modules over categories, Connes periodicity and classes in cyclic cohomology, C. R. Math. Acad.
Sci. Paris 361 (2023), 617–652.

[2] D. Calaque and P. Etingof, Lectures on tensor categories, IRMA Lect. Math. Theor. Phys., vol. 12, Eur. Math. Soc., Zürich, 2008,
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