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Abstract—Automated emotion recognition using electroen-
cephalogram (EEG) signals has gained substantial attention.
Although deep learning approaches exhibit strong performance,
they often suffer from vulnerabilities to various perturbations,
like environmental noise and adversarial attacks. In this paper,
we propose an Inception feature generator and two-sided per-
turbation (INC-TSP) approach to enhance emotion recognition
in brain-computer interfaces. INC-TSP integrates the Inception
module for EEG data analysis and employs two-sided perturba-
tion (TSP) as a defensive mechanism against input perturbations.
TSP introduces worst-case perturbations to the model’s weights
and inputs, reinforcing the model’s elasticity against adversarial
attacks. The proposed approach addresses the challenge of
maintaining accurate emotion recognition in the presence of input
uncertainties. We validate INC-TSP in a subject-independent
three-class emotion recognition scenario, demonstrating robust
performance.

Index Terms—Adversarial training, Brain-computer interfaces,
Emotion recognition, Inception module, Weight perturbation.

I. INTRODUCTION

Brain-computer interfaces (BCI) develop a direct pathway
between the electrical activities of the human brain and the
external environment, bypassing the need for typical nerves
and muscles [1f]. This provides a multidisciplinary frame-
work incorporating psychology, electronics, computers, and
neuroscience to interpret the electrical activity of the brain
and address health-related challenges to improve life qual-
ity [2]. Emotions profoundly influence human daily life by
impacting physiological activities and decision-making. Auto-
mated recognition of emotions can improve human-machine
communication [3]. Among various modalities for emotion
recognition, electroencephalography (EEG) stands out as a
preferred physiological method for collecting brain signals in
BCI research due to its affordability, non-invasiveness, high
temporal resolution, and portability [3]]. Various studies have
investigated automated emotion recognition by focusing on
feature extraction and classification model construction [4]].
Some of the widely used features in this context are differential
entropy (DE), power spectral density (PSD), and functional
connectivity [5].
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Deep learning (DL) approaches have shown significant
performance over traditional machine learning techniques for
decoding EEG signals [6]. Convolutional neural networks
(CNNs) [[7] and recurrent neural networks (RNNSs) [6] are
widely used in this area. In 8], they used the combination of
CNN and long short-term memory (LSTM) along with graph-
based smoothed EEG data to get the temporal and spatial
features for emotion recognition. Popular examples of using
CNN-based networks include the DeepCNN and EEGNet
proposed in [7] and [9]], respectively.

For various BCI applications, most studies focus on im-
proving the performance of DL approaches. However, one
drawback of DL models is that they are often susceptible
to precisely crafted minor alterations in input data, which
could be due to environmental noise, individual variations, and
adversarial attacks [[1O], [11]. These types of perturbations can
lead to significant performance degradation [11]. Few studies
explored this limitation. For instance, in [[12] the suscepti-
bility of machine learning algorithms in EEG-based BClIs is
explored. A novel loss function is proposed in [13]] to generate
universal adversarial perturbations. Since emotion recognition
is utilized in mental health applications and various real-time
applications [|14]], the robustness of the model alongside the
model’s performance should be of concern. To the best of our
knowledge, there is currently no study on the robustness of
EEG-based emotion recognition.

In this paper, we propose a novel DL approach called
Inception feature generator and two-sided perturbation (INC-
TSP) to extract effective features from EEG data and learn
the model in a way that is robust against adversarial attacks
for subject-independent emotion recognition. To achieve this,
we integrate the Inception module [15] with a CNN backbone
into the deep architecture. As EEG signals contain oscillatory
patterns of varying temporal lengths, the Inception module
enables a multiscale analysis of the input data. Two-sided per-
turbation (TSP), which forms an outer maximization problem
[16], serves as our defensive mechanism. TSP applies worst-
case perturbations to the weights and inputs. We evaluate the
proposed approach for three-class emotion recognition. Our
main contributions can be summarized as follows:

o« We develop an INC-based deep feature generator that

performs multiscale analysis of spatial, temporal, and



TABLE I
INCEPTION-BASED FEATURE GENERATOR. CONV IS 2D CNN.
PARAMETERS: CONV (NUMBER OF FILTERS; FILTER SIZE). MAXPOOL
(KERNEL SIZE; STRIDE). DROPOUT (DROPOUT RATE).

Block Details
Cl Conv (64; 5), Maxpool (4; 4), Dropout (0.3)
Conv (32, 1)
Inception Conv (96;1), Conv (128; 3)
Conv (128;3), Conv (32; 5)
Maxpool (3;1), Conv (32; 5)
C2 Conv (256; 5), Maxpool (4; 4), Dropout (0.3)

Algorithm 1: TSP

Input: Input data (z;, y;), mini-batch size m, network
fo, PGD iteration T, learning rate o, TSP step size
79, constraint e.

Output: Robust network fy

repeat

fori=1,---,m do

x} < x; + 9, where § ~ Uniform(—e, +¢)

if attack==PGD then

fort=1,--- ,Tdo
| Update x; based on (2)

end

else
if attack==FGSM then
| Update z} based on (T

end
end
v 4 v+ 12V (L(foto (), yi))
v yerl6]

end
0« (0 +v) = aVory o L(foro(z],yi) —v
until training converge

spectral characteristics of EEG data.
« A novel learning approach is used for robust EEG-based
emotion recognition against input perturbations.

II. METHOD

Inception-based Feature Generator: The process of feature
extraction plays a pivotal role in EEG emotion recognition
studies. To achieve this, we draw inspiration from image
classification techniques and employ the Inception module
[15] to extract features. The designed inception-based (INC)
feature generator architecture comprises a combination of mul-
tiple convolutional layers, a pooling layer, and an activation
function.

Let the input data be denoted as X € R™*¢** where
n, ¢, and t are the number of frequency subbands, EEG
channels, and temporal length of the data, respectively. Table [[|
shows specific configurations and architectural choices for
three different CNN blocks. The feature extraction process
involves the initial application of a convolutional layer, C1, to
acquire shallow features. Subsequently, the inception module,

with different convolutional kernels, is employed to capture
deeper features. The various kernel sizes allow the model to
capture diverse information in both the temporal and spatial
domains. The output features from the parallel convolutional
layers are then merged using a concatenation layer. The con-
catenated features pass through another convolutional layer,
C2, followed by pooling and dropout layers in the final step.
ReLU activation function and batch normalization are applied
in CNN layers. Finally, the features are fed to three fully
connected layers with dimensions of 512, 256, and 64.
Robust Generalization:The performance of deep neural net-
works for EEG-based emotion recognition is often vulnerable
to perturbations applied to input data, which could significantly
diminish the model’s performance across different subjects
[L1]. These perturbations are also known as adversarial attacks
[10].

To overcome such attacks, we employ adversarial training
(AT) with adversarial weight perturbation as a defensive
scheme inspired by [16]]. This approach involves the use
of two-sided perturbation (TSP), which applies worst-case
perturbations to both the input data and the model’s weights.

1) Adversarial Attack: To begin, we briefly explain two
widely used adversarial attack techniques targeted at computer
vision models. Fast gradient sign method (FGSM) [17] is
a single-step gradient-based method to find the perturbed
example in one step by the amount of ¢ in a direction specified
by the sign of the gradient of the loss function:

Another attack is projected gradient descent (PGD) [18]]
which perturbs the original sample for 7' iterations with step-
size 7). At each iteration, PGD projects the perturbed sample
back onto the e-ball at the ! iteration as:
2D — He(m;(t) + n.sign(Vw;,C(fg(x/(k)),yi))) )

[ 7

where II is the projection operator.

2) Adversarial Defense: AT directly integrates adversarial
examples into the training process to flatten the loss changes
with respect to the input via the optimization problem pre-
sented below [18]:

min p(8), where p(8) = 3 max L(fo(zl),5) ()
[ n p 6<e

where p(6) is the adversarial loss, n is the number of
samples, 6 = ||} — x|y, |||l is the norm (threat model), =} is
the adversarial example within the e-ball centered at original
sample x;, fg is the deep learning architecture, i.e., INC, with
weights 6, L is the classification loss, and y; are the true labels.
Following [16], to incorporate the flatness of the loss change
with respect to the weight, we propose solving the following

optimization problem:

1 n
min max p(0+v) min max — E 1 max L(fotro(z;), v:)
i—

“4)



TABLE II
SUBJECT-INDEPENDENT ROBUST ACCURACY AND ROBUST F1 SCORE OF THE PROPOSED INC-TSP.

PGD-10 PGD-20 FGSM
Threat Model ~ R-Accuracy R-F1-score R-Accuracy R-F1-score R-Accuracy R-F1-score
Lo 0.91+0.04 0.89+0.05 0.86+£0.07 0.85£0.08 0.85£0.05 0.84=+0.05
L 0.82+£0.07 0.81+£0.07 0.81+£0.08 0.0804+0.08 0.844+0.08 0.83+0.07
o TABLE IV
- COMPARISON WITH PREVIOUS WORKS.
; . e Study Accuracy
, 03 Proposed method  0.93 & 0.03
o SDDA [19] 0.91 £ 0.07
° MSFR-GCN 0.87 +£0.05
SECT [21] 0.85 = 0.06

Fig. 1. Sample EEG features for (a) original data, (b) perturbed with PGD-10,
and (c) perturbed with PGD-20.

TABLE III
ABLATION STUDY FOR A PGD-10 ATTACK.
Defense R-Accuracy Accuracy
TSP 0.91 + 0.04 0.93 + 0.03
AT 0.81£0.06 0.88£0.04
Without defense  0.55+ 0.08  0.86 + 0.06

where v is selected from the feasible region for weight
perturbation. Let v be the constraint on weight perturbation
size. The weight perturbation on the [*" layer with weight 6,
is [Jorl| < ~110u]].

3) Learning process: The optimization and learning pro-
cess for INC-TSP is shown in Algorithm[I] Let /2 be the mini-
batch size. The input perturbation is applied by choosing the
attack type subsequently the weight perturbation is calculated.
Finally, the model parameters, 6, are updated via the Adam
optimizer.

III. EXPERIMENTAL STUDY

Dataset: Here, we use the publicly available SEED dataset
for emotion recognition. The dataset comprises fifteen
movie clips designed to elicit three emotions: happiness,
sadness, and neutrality. The experiments involved a total of
15 participants, consisting of 8 females and 7 males, and were
instructed to immerse themselves in the movie clips to evoke
the corresponding emotions. The EEG signals were recorded
using the international 10-20 system with 62 channels. Each
trial followed a specific sequence: a 5-second starting hint
before the film clip, 4 minutes of the clip as an emotional
stimulus, 45 seconds for self-assessment, and a 15-second
break. The recorded EEG data were downsampled from 1000
Hz to 200 Hz, and a band-pass filter with a frequency range of
0.5-70 Hz was applied. We calculated the differential entropy
(DE) features every 1-second with no overlap in five frequency
subbands, namely, delta, theta, alpha, beta, and gamma.

Results: In this section, we present the performance of the
proposed approach. We employed the Lo and L., threat
models. The value of € is set to 8/225, and the PGD step size
is set to 15/255. We evaluated the approach against various

adversarial attacks. Samples of the perturbed input with 10 and
20 iterations, PGD-10 and PGD-20, are depicted in Fig. m The
weight perturbation size and learning rate are both set to 0.03
and 9 x 1075, respectively.

We employed leave-one-subject-out (LOSO) cross valida-
tion to assess performance. The input data are normalized by
subtracting the mean and dividing by the standard deviation.
To evaluate the performance and show the effectiveness of the
defense mechanism, we computed the robust accuracy and F1-
score (R-Accuracy and R-Fl-score). R-Accuracy and R-F1-
score present the accuracy and Fl-score on the perturbed test
data. The average performance across subjects is presented in
Table [l As shown in Table[l] the best robust performance is
0.91+£0.04 under the Lo threat model and PGD-10 adversarial
attacks. Furthermore, these results suggest that INC-TSP con-
sistently maintains R-Accuracy and R-Fl-scores, indicating
its effectiveness in countering adversarial perturbations and
ensuring accurate classification.

Furthermore, we performed the ablation study shown in
Table R-Accuracy and Accuracy columns are the per-
formance of each approach on test data with PGD-10 attack
and non-perturbed data, respectively. Comparing the results
without defense to those with AT (B) and TSP (@), the pro-
posed learning process achieves the highest R-Accuracy and
accuracy. For detailed performance analysis, we present the
confusion matrices for classification using the INC architecture
without a defense and with the proposed INC-TSP approach
with PGD-20 attack in Fig. [3] This demonstrates TSP’s ability
to accurately detect all three emotional states even when the
model encounters perturbed inputs. Table [[V] compares INC-
TSP’s performance to previous works, demonstrating INC-
TSP’s superiority. All methods considered here use a LOSO
cross-validation process.

Effect of TSP on robustness and generalization: To investi-
gate the generalization of the proposed learning approach, we
present the learning curves in the training and test phases with
and without TSP (Fig. |Z| (a) and (b)). The major drawback of
DL approaches in BCI is the overfitting of the model on the
training data and poor performance on new test subjects. As
presented in Fig. 2] (b), the learning curves of INC-TSP for
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Fig. 2. Learning curve of PGD-10 attack (a) INC without defense, (b) INC-TSP, and (c) robustness of INC-TSP as a function of weight perturbation size.

-0.8

v o -0.9
% 067 07 A 08
2 -0.6 2 -0.7
_ 0.5 _ 0.6
© 4
5 0.4 § 0.5
2 < 0.4
0.3
0.3
[ 0.2 g
= S 0.2
1
& 0 2 0.1
0.0

neutral

negative

neutral positive positive

negative

Fig. 3. Confusion matrices for a perturbed input with PGD (left) without
defense and (right) with TSP.

test and training follow each other closely which shows the
generalization and robustness of the learned model. Addition-
ally, Fig.[2](c) presents the model performance across different
weight perturbation sizes. These results show that while the
model gets the best performance with v = 0.01 and 0.03,
the performance does not drop significantly even with large
perturbations.

IV. CONCLUSION

This study proposed the INC-TSP model as a novel ap-
proach to enhance the robustness of emotion recognition in
BCIs. By combining the Inception module and TSP as a defen-
sive mechanism, the model demonstrates durability against ad-
versarial attacks and input uncertainties. Results indicate that
the INC-TSP model consistently achieves robust accuracy and
F1-scores across various threat models and adversarial attack
scenarios which shows its efficacy in countering perturbations.
The robustness and generalization investigations suggest the
use of INC-TSP as a possible defense mechanism in future
BCI implementations.
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