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ABSTRACT

Machine-learning function representations such as neural networks have proven to be excellent con-
structs for constitutive modeling due to their flexibility to represent highly nonlinear data and their
ability to incorporate constitutive constraints, which also allows them to generalize well to unseen
data. In this work, we extend a polyconvex hyperelastic neural network framework to thermo-
hyperelasticity by specifying the thermodynamic and material theoretic requirements for an expan-
sion of the Helmholtz free energy expressed in terms of deformation invariants and temperature.
Different formulations which a priori ensure polyconvexity with respect to deformation and concav-
ity with respect to temperature are proposed and discussed. The physics-augmented neural networks
are furthermore calibrated with a recently proposed sparsification algorithm that not only aims to fit
the training data but also penalizes the number of active parameters, which prevents overfitting in
the low data regime and promotes generalization. The performance of the proposed framework is
demonstrated on synthetic data, which illustrate the expected thermomechanical phenomena, and
existing temperature-dependent uniaxial tension and tension-torsion experimental datasets.

1 Introduction

Many machine learning models have been recently developed for hyperelastic materials, e.g., [1, 2, 3, 4], while there
have been relatively few derived for thermo-hyperelasticity [5] and those typically are limited to a simple temperature
dependence; yet, thermo-hyperelasticity is the basis for the thermomechanical response of solid materials. This gap is,
in part, due to the need to develop a general thermo-hyperelastic representation that satisfies thermomechanical prin-
ciples and constraints. Generally speaking, embedding physical constraints guides training and provides confidence in
the predictions of scientific machine learning (SciML) models. Neural networks (NNs) are particularly flexible in this
regard [4] unlike, for example, Gaussian Processes [6] or multivariate splines [7].

This work is the first, to the authors’ knowledge, to embed the fundamental thermodynamic and material-theoretic
constraints into a general, complete representation of thermo-hyperelasticity. The neural network framework is based
on a (Helmholtz) free energy that is a function of invariants and satisfies polyconvexity requirements. It also has the
generality to represent temperature-dependent stresses that are not self-similar, as well as thermal expansion, thermal
softening and other expected behaviors of a thermoelastic material. The imposed convexity also promotes smooth
derivatives which lead directly to well-behaved stresses.

In the next section, we survey related work. Then, in Sec. 3, we give a brief exposition of thermomechanics for
thermoelastic materials including the physical constraints on the free energy. Then in Sec. 4 we develop potential free
energy representations and describe the proposed physics-constrained neural network representation. Demonstrations
of the efficacy of the proposed framework are given in Sec. 5, which includes training to complex synthetic data and
experimental datasets from the literature. Finally, we conclude with a summary and avenues for future work in Sec. 6.
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2 Related work

Classical thermo-hyperelastic models have had a long but sparse history of development. Early theoretical consider-
ations were postulated by Coleman and Noll [8], Truesdell and Noll [9], and Rivlin [10]. Later, Lu and Pister [11]
made a seminal contribution by introducing the thermal-mechanical multiplicative split [12] of the deformation, which
clarifies the thermal effects on the elastic reference configuration. Lubarda and coworkers [13, 14] have postulated
complete theories of thermoelasticity based on the Lu and Pister multiplicative decomposition. Recently, Bouteiller
[15] developed a general thermoelastic model based on a spherical-deviatoric split and prescribed specific experiments
to fully specify its form. Franke et al. [16] and Bonet et al. [17] developed specific well-posed polyconvex free energy
representations in the context of numerical studies. Other numerical studies also present thermomechanical models,
such as the work of Armero and Simo [18], Holzapfel and Simo [19], and Tamma and Namburu [20]. Casey and
co-workers have been active in this field [21, 22, 23] making contributions that illuminate a route to construct from
measurable quantities the entropy that makes up part of the free energy governing stress. The entropic contributions
of elasticity have been the subject of works by Miehe [24] and Holzapfel and Simo [19], while Horgan and Sacco-
mandi [25] proposed a thermo-hyperelastic model based on micromechanical considerations of the extensibility of the
underlying polymeric chains.

Micromechanical and statistical models are particularly useful since they give first-principles prescriptions for
entropy, which is not easily measurable at a macroscale. Notable examples of these types of models include: worm-
like chains [26] and other models describing polymer networks [27, 28], as well as quasiharmonic models [29] based
on anharmonic phonon contributions. These models typically require approximations and/or simplified mechanisms
to be tractable.

To the authors’ knowledge, the only published work that treats thermoelasticity in generality using machine learning
is that of Zlatić and Čanadija [5]. In their work, they prescribed the form of the temperature dependence and only
learned the deformation dependence of an incompressible material with a feedforward multilayer neural network with
no physical constraints. The work of Linka and Kuhl [30] touches on thermodynamic restrictions to hyperelasticity
but does not treat thermal effects such as softening and expansion explicitly.

To construct our representation we rely on neural network architectures that possess both input convexity and input
concavity in certain arguments, as well as other fundamental properties such as monotonicity and positivity. The Input
Convex Neural Network (ICNN), as well as partially convex and monotonic architectures, were originally proposed
by Amos et al. [31, 32]. ICNNs have since found applications in measure transport [33] and control theory [34]. In
mechanics, ICNNs have seen wide adoption since they aid in learning well-behaved potentials [3, 2, 35, 36, 1, 37, 38,
39, 40]. The work of Linden et al. [41], discusses the incorporation of physical constraints in neural network-based
material models including thermodynamic consistency, balance of angular momentum, objectivity, material symmetry,
normalization conditions, coercivity, and ellipticity. The constraints relevant to the present work will be discussed in
the following sections.

3 Thermoelasticity

A number of general conditions for ensuring a well-behaved material model have been postulated [42] To ensure
ellipticity, polyconvexity is the most well-accepted condition, whereby the internal energy ϵ̂

ϵ(F) = ϵ̂(F,F∗,detF) (1)

must be convex in each of its arguments, namely the deformation gradient F, its adjugate (matrix of cofactors)
F∗ ≡ det(F)F−T , and its determinant detF, which govern the deformation of line segments, areas and volumes,
respectively.

For a thermoelastic material, the internal energy depends also on the entropy η, and for stable material behavior it
is required to be polyconvex in these three deformation inputs and η [42]

ϵ(F, η) = ϵ̂(F,F∗,detF, η) . (2)

If the response function is smooth enough, the convexity requirement can be translated into the requirement that the
Hessian of ϵ̂ with respect to each of its arguments is positive semi-definite.

Since entropy η is typically not directly observable, but (the heating measure) absolute temperature T is, it is more
convenient to work with the Helmholtz free energy Ψ, which follows from the Legendre transform of the internal
energy

Ψ(F, T ) = ϵ(F, η)− Tη , (3)

2
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where T = ∂ηϵ and η = −∂TΨ. This transform implies that the free energy Ψ̂

Ψ(F, T ) = Ψ̂(F,F∗,detF, T ) (4)

is convex in the deformation measures and concave in T .

Objectivity requires F to be replaced an objective strain measure [42] to eliminate the dependence on the local
rotation. We chose the right Cauchy–Green deformation tensor C ≡ FTF and also assume isotropic material behavior
so that the formulation of the free energy can be reduced to dependence on three scalar deformation invariants and
temperature:

Ψ(F, T ) = Ψ̌(I1, I2, I3, T ) , (5)
where, again, we have a choice in what invariants to use [4]. The Cayley-Hamilton invariants

I1 = trC, I2 = trC∗ = 1
2 (tr

2 C− trC2), I3 = detC (6)

are sufficient, hence the function Ψ̌(I1, I2, I3, T ) is required to be

• convex and monotonically increasing in I1 and I2,
• convex in I3 > 0 or J =

√
I3,

• concave in T.
(7)

We will call a free energy that satisfies these conditions polyconvex-concave (PCC).

With this formulation, the second Piola-Kirchhoff S stress can be obtained from

S = 2∂CΨ = 2

3∑
i=1

∂IiΨ∂CIi (8)

= 2∂I1Ψ I+ 2det(C)
(
∂I2Ψ

(
tr(C−1)C−1 −C−2

)
+ ∂I3ΨC−1

)
= 2

(
(∂I1Ψ+ I1∂I2Ψ) I− ∂I2ΨC+ I3∂I3ΨC−1

)
.

The corresponding Cauchy stress σ is

σ = J−1FSFT = 2

(
J∂I3Ψ I+

1

J

(
(∂I1Ψ+ I1∂I2Ψ)B− ∂I2ΨB2

))
, (9)

where B = FFT is the left Cauchy-Green deformation tensor.

Some phenomenological expectations are also worth considering. First, most solid materials expand with increasing
temperature, i.e. the volume change at zero pressure is an increasing function of temperature:

∂TJp=0 > 0 where Jp=0 = J | p(J, T ) = 0 . (10)

Second, many solid materials soften with increasing temperature i.e. their elastic moduli are decreasing functions of
temperature, e.g.

∂Tκ < 0 , (11)
where the Lamé moduli and bulk modulus are defined by

λ =
1

30
(4C : I− C : J) , (12)

µ =
1

60
(3C : J− 2C : I) , (13)

κ =
1

9
C : I , (14)

and the elastic tensor is C = 4∂2
CΨ evaluated at the reference configuration (C = I, T = 0). The components of

the isotropic tensors are Iijkl = δijδkl and J = δikδjl + δilδjk. Third, the positive heat capacity cV ≡ −T ∂2TΨ
is expected to increase (via the Debye model [43]) or remain constant (Dulong-Petit model for insulators [43]) with
increasing temperature, which also puts constraints on the form of the free energy.

Many thermoelastic formulations are predicated on the existence of a multiplicative split of deformation [11]:

F = FeFT = Fe JT (T )I︸ ︷︷ ︸
FT

= JT (T )Fe , (15)

3
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which reduces to the last two equalities for an isotropic material. The thermal deformation FT is effectively a change
of the zero-stress reference configuration from a stress-free ground state F = I, T = 0, S = 0. Hence, scaled
invariants from C̄ = J−2/3C that decouple the two deformations are commonly used:

J =
√
detC = JTJe , (16)

Ī1 = J−2/3 trC , (17)

Ī2 = J−4/3 trC∗ . (18)

For the incompressible, isotropic case, Eq. (15) is essentially a spherical(thermal)-deviatoric(mechanical) split of the
deformation gradient such that detF ≡ JT . For the geometric constraint of incompressibility Je = 1, the pressure
p = 1/3 trσ is indeterminant, so all volumetric changes can be attributed to FT . Furthermore, if the free energy is a
homogeneous function of temperature then

Ψ(F = JTFe) = ϕ(JT )ψM (Fe) , (19)

with a purely temperature-dependent potential ϕ, and ψM , which depends only on the elastic deformation. However,
this form is constrained to have self-similar mechanical response with temperature, i.e.:

S = f(JT (T ))(2∂CψM (C)) (20)

i.e. the stress has a separable dependence on T and C.

4 Representation of the free energy

There are a number of somewhat general representations of thermo-hyperelastic free energy functions in the literature
[24, 16, 17, 30] that use the addition of three terms: (a) a temperature-independent/mechanical-only potential ΨM , (b)
a deformation-independent/temperature-only potential ΨT , and (c) a thermomechanical coupling between temperature
T and volumetric deformation J :

Ψ = ΨM (I1, I2, J) + ϕT (T )ψM (I1, I2, J) + ΦT (T ) . (21)

Furthermore, many assume a linear dependence on T in the coupling term ϕT = −T , ostensibly to satisfy the convex-
ity/concavity requirements and to reproduce the basic thermomechanical phenomenology.

A general complete representation can be found in the tensor product of functions of temperature and deformation

Ψ =
∑
i,j

Φi(T )Ψj(I1, I2, I3) , (22)

where Φi and Ψj are the basis for well-behaved (square-integrable and separable) Hilbert spaces over T and the
deformation invariants, respectively. This is essentially a Schmidt decomposition [44], which will aid the imposition
of the convexity-concavity conditions. Furthermore, the functional singular value decomposition [45, 46] allows for a
representation in terms of a diagonalized tensor product of functions, hence we can assume that the finite convex sum

Ψ =
∑
i

ϕi(T )ψi(I1, I2, I3) (23)

has the power to represent all free energy potentials to any selected accuracy. Here, ϕi > 0 and ψi are composed
of scaled sums of the basis elements Φi and Ψi, respectively. Without loss of generality, we choose to fulfill the
requirements in Eq. (7) by assuming a form

Ψ(I1, I2, J, T ) = Ψ0(I1, I2, J) +

Nc∑
i=1

ϕi(T )ψi(I1, I2, J) + ΦT (T ) , (24)

which is polyconvex-concave (PCC)if

• Ψ0 and ψi are positive and convex, non-decreasing in I1 and I2 and convex in J ,
• ϕi and ΦT are concave and positive.

Note, the first term Ψ0 can be seen as part of the sum where ϕ0 ≡ 1. The function ΦT will be undetermined by stress
data, but it plays a role in determining the heat capacity and the overall concavity of Ψ with respect to temperature.
Also, if we constrain ϕi(0) ≡ 0, then Ψ0 can be interpreted as the ground state elastic potential; however, this would
hamper the discovery of a separable free energy function as in Sec. 5.2.1. We furthermore remark that if the second

4
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derivative of ϕi(T ) is zero, then ΦT (T ) is no longer required to be positive. The number of terms in the expansion in
Eq. (24) is a hyperparameter of the material model that can be determined through regularization or a greedy algorithm
with cross-validation. Also, we impose the smoothness requirements ψi ∈ C1 such that a well-defined stress S = ∂CΨ
can be obtained from Ψ.

We aim to describe all the functions in Eq. (24) by physics-augmented neural networks. The general form of a
feedforward neural network with L− 1 hidden layers, input x0 ∈ Rn0

and scalar output xL ∈ R is

x0 ∈ Rn0

,

x1 = A1

(
x0W

T
1 + b1

)
∈ Rn1

,

xl = Al

(
xl−1W

T
l + bl

)
∈ Rnl

, l = 2, . . . , L− 1 ,

xL = xL−1W
T
L + bL, ∈ R .

(25)

Here, we have defined the network activation functions as Al : Rnl → Rnl

, the weights as Wl ∈ Rnl×nl−1

, and the
biases as bl ∈ Rnl

. We can constrain this model form to derive functions with our required properties. By assuming
a reparametrization of the trainable parameters using a smoothed gating system (c.f. Louizos et al. [47] and Fuhg
et al. [48]) the number of non-zero weights and biases can be pruned using a form of smoothed L0 regularization.
To regularize our networks and prevent overfitting, we have used this concept in the following when only limited
experimental data in specific stress states is available.

Network construction for Ψ0 and ψi. Following Ref. [31], the output of the network xL is convex with regards
to its input x0 if the weights Wl with l = 2, . . . , L are non-negative and all the activation functions are convex and
non-decreasing. In this work, we use the Softplus activation function Al(x) = log(1 + expx) for all the layers (in a
component-wise fashion). Additionally, due to the positivity of the Softplus function, if the bias vector of the output
is positive bL ≥ 0, then the network output is positive. Lastly, the network output is non-decreasing if W1 ≥ 0 is also
enforced [1]. Following Linden et al. [41], in order to be able to be able to represent negative stresses, the additional
invariant −2J is used as an input to both networks.

Network construction for ϕi. We consider two different approaches to fulfill the requirements for polyconvexity-
concavity (PCC):

1. As discussed before, one option is to constrain the networks ϕi to be positive and concave. The first derivative
of a scalar network output xL ∈ R with respect to a scalar positive input x0 ∈ R≥0 is given by [49, 50]:

dxL
dx0

=

L−1∏
l=0

(A′

L−l(xL−l−1W
T
L−l + bL−l︸ ︷︷ ︸

yL−l

))T jL−l

 ◦WL−l , (26)

where jl are row vectors of ones with same size as xl−1. The second derivative of the network output is given
by:

d2xL
d2x0

=

L∑
l=1

JN l+1,L
([{

(A′′

l )
T ◦m

}
jl

]
◦Wl

)
JN1,l−1 , (27)

where

JNp,q =

L−p∏
k=L−q

[(
A′

L−k(xL−k−1W
T
L−k + bL−k)

)T

jL−k

]
◦WL−k ,

A′′

l = A′′

l (xl−1W
T
l + bl) ,

m = WlJN
1,l−1 .

(28)

In order for the networks to be positive and concave we require that xL > 0 and d2xL

d2x0
≤ 0. We can achieve

this by enforcing the constraints:
• Wl ≥ 0 and bl ≥ 0 for l = 1, . . . L ,
• Al : R+ → R+ for l = 1, . . . L− 1 ,
• A′

l : R+ → R+ for l = 1, . . . L− 1 ,
• A′′

l : R+ → R− for l = 1, . . . L− 1 .

5
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A possible option for the activation function is the logistic function

A(x) =
1

1 + exp(−x) , (29)

which is positive and has the derivatives:

A′(x) =
exp(−x)

(1 + exp(−x))2
, (30)

A′′(x) =
2 exp(−2x)

(exp(−x) + 1)
3 − exp(−x)

(1 + exp(−x))2
. (31)

One problematic aspect of these constraints is that the network is overconstrained to be positive, non-
decreasing, and concave, which appears to be only possible over a finite range or by a constant function.
However, since the reciprocal of a positive, non-decreasing, and concave function is positive, non-increasing,
and concave we can model decreasing functional forms of ϕi by taking the reciprocal of the network output.
This would require a priori knowledge of the functional form of ϕi.

2. A second option is to enforce the functions ϕi to be positive and ∂2Tϕi = 0. This can, for example, be
achieved by choosing a piecewise linear functional form that guarantees positivity. We can construct a neural
network that has similar characteristics by ensuring that the weight and bias of the output layer are positive
WL ≥ 0 and bL ≥ 0, by choosing a positive activation function in the last hidden layer AL−1 ≥ 0, and by
guaranteeing that the second derivative of all activation functions is zero, i.e. A′′

l = 0. Possible options for
AL−1 are

AL−1(x) = max(0, x), AL−1(x) = |x|, AL−1(x) = max(−x, 0) . (32)
For the remaining activation functions Ak with k ̸= L−1, we can also include negative linear functions such
as

Ak(x) = max(0, x) + amin(0, x), a ∈ R . (33)

In this case, in order to ensure polyconvexity, ΨT needs to be concave in T . In the following, we pursue this
second option and employ ReLU activation functions Al(x) = max(0, x) throughout.

Network construction for ΨT . As mentioned, in this work we assume that only stress data over different tempera-
tures is available; hence, ΨT is left undetermined. However, the function has to be positive and concave if the second
derivative of at least one of the networks ϕi is non-zero. This can be achieved with the network architecture described
for ϕi. Otherwise a concave ΨT is sufficient for PCC.

5 Demonstrations

To demonstrate the efficacy of the proposed machine learning framework for thermo-hyperelastic material modeling,
we use two synthetic datasets where all components of strain and temperature are controlled and all stress components
are observed, as well as three experimental datasets with limited observations [51, 52, 53]. Although it is typical to
use an empirical temperature scale, we will maintain our use of an absolute temperature T and employ T = 0 for the
reference configuration.

5.1 Synthetic data

For these examples, we use analytic free energy data generating models. To obtain the training dataset we sample
(F, T ) uniformly as [F − I]ij ∈ U [0.6, 1.4] and T ∈ U [0, 2], and calculate the resulting C and S. Here U(a, b) is a
uniform distribution over the range [a, b] and T = 1 is nominally room temperature. For the training of the models on
the generated data sets with ND data points, we use a mean squared loss on training samples Si of the stress tensor:

L =
1

ND

ND∑
i=1

∥Si − 2∂CΨ(Ci, Ti)∥2 . (34)

Recall that training on stress data implies that we only determine Ψ up to a function of temperature ΨT (T ),
c.f. Eq. (24). In the following, the neural network models related to the mechanical components Ψ0 and ψi are com-
posed of 2 hidden layers with 30 neurons with Softplus activation function. The temperature-dependent networks ψi

consist of 2 layers with 40 neurons with ReLU as the activation function. We employ the classical ADAM optimizer
[54] with a learning rate of 10−3.

6
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5.1.1 Neo-Hookean material

As mentioned in Sec. 4, some thermo-hyperelastic models in the literature [17] have free energies of the form
Ψ = Ψ0(C)− Tη(J, T ) + ΦT (T ) , (35)

where the entropy contribution −Tη provides coupling between the deformation and temperature. For this type of
decomposition, the second Piola-Kirchhoff stress S is

S = 2∂CΨ0(C)− 2T∂Jη∂CJ = 2∂CΨ0(C)︸ ︷︷ ︸
S0

−TJ∂JηC−1 , (36)

and the Cauchy stress σ is
σ = 2J−1F∂CΨ0(C)FT︸ ︷︷ ︸

σ0

+TJ∂JηI . (37)

Note that the entropy contribution is zero at the absolute temperature T = 0 so that S0 and σ0 are the zero temperature
stress response derived from Ψ0. Also, if the entropy is not temperature-dependent, the stress response is self-similar
with respect to T .

In particular, we take Ψ0 to be the potential for a Rivlin-type [55] compressible neo-Hookean model

Ψ0 =
1

2
µĪ1 +

1

2
κ(J − 1)2 , (38)

where Ī1 = J−2/3 trC = I
−1/3
3 I1 > 0 and J =

√
detC > 0. This potential is convex in I1 and J . We take the

material properties κ = 0.73 and µ = 0.41 to be temperature-independent (normalized) constants representative of a
polymer with Poisson’s ratio of 0.4. The entropy contribution

Tη = T

(
cvΓ0

Jq − 1

q

)
(39)

follows from the Mie-Gruneisen model [56, 57]. We set cvΓ0 = 0.1 and q = 1.5. This free energy satisfies the PCC
requirements (7). Finally the temperature-only contribution

ΦT = cV (T − T0 − T log(T/T0)) (40)
is chosen to be consistent with expectations for a constant heat capacity cV = T ∂2TΨ, which does not affect the stress.

The resulting stress measures are

S = µJ−2/3(I− 1/3I1C
−1) +

(
κ(1− J−1) + TcvΓ0J

q
)
C−1 (41)

and
σ = µJ−5/3(B− 1/3I1I) +

(
κ(J − 1) + TcvΓ0J

q−1
)
I , (42)

where the partial derivatives of the potential are:

∂I1Ψ = µI
−1/3
3 , (43)

∂I3Ψ = −2

3
µI1I

−4/3
3 + κ

J − 1

J
+ cvΓ0J

q−2T . (44)

Thermal expansion is given by the solution of
p = 3

(
(κ(J2 − J)− cvΓ0J

qT
)
= 0 (45)

for J , given T , which is the inverse of

T (J) =
κ

cvΓ0

J2 − J

Jq
. (46)

For the special case of q = 3/2, Eq. (46) has the explicit inverse

J(T ) = 1 +
1

2

(
cvΓ0

κ

)2

T 2 +

√(
cvΓ0

κ

)2

T 2 +
1

4

(
cvΓ0

κ

)4

T 4

 . (47)

Projections of the analytical potential are shown in Fig. 1. The trained model’s correspondence with held-out
experimentally realizable loading modes: (a) isothermal uniaxial stretch F = I+λe1⊗E1, (b) unequal biaxial stretch
F = I+λ(e1⊗E1+1/2e1⊗E1), and (c) volumetric stretch F = (1+λ)I is shown in Fig. 2. Both the selected stress
components at a fixed temperature and the 11-stress component for a sequence of temperatures illustrate the accuracy
of the model on this validation data. Since the stress response was self-similar with temperature, one coupled term
Nc = 1 was sufficient for an accurate representation.

7
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Figure 1: Neo-Hookean potential. Left: Ψ(I1, 3, 1, T ). Middle: Ψ(3, I2, 1, T ). Right: Ψ(3, 3, I3, T ). Note the
selected potential does not have a I2 dependence.
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Figure 2: Neo-Hookean comparison, dashed-dotted lines: data, solid line: predictions. Upper: selected components.
Lower: for various temperatures. Left: uniaxial stretch, middle: biaxial stretch, right: volumetric deformation. Inset:
thermal expansion.
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5.1.2 Saint Venant material

A St. Venant model [14] has a free energy

Ψ =
1

2
E : CE− TM : E+ΦT (T ) , (48)

where E = 1/2(C − I) is the Lagrange strain tensor and resembles the classical linear thermoelastic model in form.
For isotropic materials, the thermal expansion tensor M = αI is proportional to the identity tensor I and C = λI+µJ,
so that Eq. (48) reduces to

Ψ =
1

2
λ(T ) (trE)

2
+ µ(T ) trE2 − 1

2
Tα(T )︸ ︷︷ ︸
γ(T )

trC+Φ(T ) , (49)

where we have absorbed 1/2γ(T ) tr I into ΦT (T ). The second Piola-Kirchhoff stress is

S = (λ trE− γ)I+ µE , (50)

which, like the previous model, has thermal expansion effects added to a temperature-independent elastic response.
However, the resulting Cauchy stress

σ =
1

J

(
(
1

2
λ(trB− 3)− γ)B+

1

2
µ(B2 −B)

)
(51)

has the coefficient controlling thermal expansion γ paired with the right Cauchy-Green stretch B = FFT . Since the
deformation components are positive and convex, the coefficients λ, µ, and κ need to be positive and concave with
respect to T . Although being convex in I1 and I2 this potential does not satisfy the monotonicity requirements (7) of
a PCC free energy.

For the particular temperature dependence of the moduli we use:

λ = λ0
tanh(Tc − T ) + 1

tanh(Tc) + 1
, (52)

µ = µ0
tanh(Tc − T ) + 1

tanh(Tc) + 1
, (53)

γ = γ0

(
T

T0

)a

, (54)

with λ0 = 0.73, µ0 = 0.41, κ0 = λ0 + 2/3µ0 = 1.0, γ0 = 0.2, a = 1/2, T0 = 1.0, and Tc = 2T0. Note
that tanh(a − x) is concave for x < a so λ and µ are concave in T ∈ [0, Tc]. Furthermore, it is λ(0) = λ0 and
limT→∞ λ = 0, and likewise relations hold for µ. The coefficient controlling the thermal expansions starts with
γ(0) = 0 but grows with temperature. The different temperature dependencies of γ and κ = λ+ 2/3µ ensure that the
resulting stresses are not self-similar with respect to T .

Thermal expansion is given by the solution of

p =
3

2
J
(
(J2/3 − 1) (3λ(T ) + 2µ(T ))︸ ︷︷ ︸

3κ(T )

−2γ(T )
)
= 0 (55)

for J , given T , which is:

J(T ) =

(
1 +

2γ(T )

3κ(T )

)3/2

. (56)

Projections of the analytical potential are shown in Fig. 3. We used a greedy algorithm based on cross-validation
error to arrive at a two-coupled term Nc = 2 fit, c.f. Eq. (24). An Lp regularization approach might have been equally
effective at determining how many coupling terms are needed for a sufficient accurate representation. The trained
model correspondence with held-out validation data is given in Fig. 4, which shows the ability of the representation to
capture thermal softening and thermal expansion trends for a response that does not have a self-similar response with
temperature.
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Figure 4: Saint Venant comparison, dashed-dotted lines: data, solid line: predictions. Upper: selected components.
Lower: for various temperatures. Left: uniaxial stretch. Middle: biaxial stretch. Right: volumetric deformation.

5.2 Experimental data

To demonstrate the application of the proposed NN framework to modeling experimental data, we selected three
datasets from the literature that have limited observations of the stress state of the specimens at various temperatures.
The classic experiment of Moshin and Treloar [52] provides data on extension and twist-constrained rubber specimens
subject to temperature loading (Sec. 5.2.1). Recently Zhang et al. [51] collected tensile data of soft tissue over a range
of temperatures (Sec. 5.2.2). Lastly, we study a dataset provided by Fu et al. [53] measuring the uniaxial tension of
carbon black rubber under different temperatures (Sec. 5.2.3).

In the following, we used one mechanical-thermal coupling term in the representation of the Ψ, i.e. Nc = 1 in
Eq. (24), so that Ψ is comprised of three networks: Ψ0, ψ1 and ϕ1 which are trained simultaneously. We remark
that we have regularized the neural networks for all of the following examples by pruning the number of trainable
parameters with L0 regularization to avoid overfitting. For the experimental data, all network models consist of 2
hidden layers with 20 neurons. The activation function is chosen as Softplus for Ψ0 and ψ1 and as ReLU for ϕ1. The
optimizer and learning rate remain unchanged from the synthetic examples. The regularization parameter is set to
2 · 10−4.
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5.2.1 Tension-torsion of butyl rubber

Tension-torsion is a common experimental setup since it can probe both the extensional and shear response of a
material at once. The classic Moshin and Treloar experiment [52] provides force and moment versus extension and
twist data for a set of isothermal experiments on butyl rubber.

For this demonstration, we employed a mean squared loss on the force F and moment M for the tension-torsion
data {γi, τi, Ti, Fi,Mi}

L =
1

ND

ND∑
i=1

(
|Fi − F (γi, τi, Ti)|2 + |Mi −M(γi, τi, Ti)|2

)
(57)

which is amended by an L0 regularization term following Fuhg et al. [48]. We only observe the end force F and
momentM for a given axial extension γ and twist per stretched length τ . We use an analytical solution [58, 59, 60, 61]
for an incompressible hyperelastic material:

F = 2π

∫ Ro

0

(
(1− γ3 + 1/2γR2τ2)γ−3/2∂I1Ψ+ (−1 + γ3i− γ2R2τ2)γ−5/2∂I2Ψ

)
R dR , (58)

M = 2πτ

∫ Ro

0

(
γ1/2∂I1Ψ+ γ−1/2∂I2Ψ

)
R3 dR , (59)

which is based on the ansatz for the motion:

r = γ−1/2R , (60)
ϑ = Θ+ γτZ , (61)
z = γZ , (62)

where R,Θ, Z are referential cylindrical polar coordinates and

I1 = 2γ−1 + γ2 + γτ2R2 , (63)
I2 = γ−2 + 2γ + τ2R2 , (64)
I3 = 1 (65)

are the corresponding invariants. We use quadrature to evaluate the integrals in Eq. (58) and Eq. (59) in terms of the
NN representation of Ψ.

Fig. 5a shows the progress of the sparsification procedure and the loss function during training. The descent of the
loss is smooth which aids in the sparsification. The purely mechanical term is eliminated (0 parameters) as redundant
while 4 parameters for coupled mechanical ψ1 and 15 for the thermal component ϕ1 remain. The errors between the
predicted response and the experimental data are generally less than 4%, as shown in Fig. 5b. Furthermore, Fig. 6
shows the pointwise data and the resultants obtained with the fitted potential.

5.2.2 Uniaxial tension of pig tissue

Zhang et al. [51] collected tension data of pig ear tissue over a range of temperatures to guide cryosurgery practice.
Since only tensile data was provided, we employed a mean squared loss on the non-zero stress component of the
Cauchy stress

L =
1

ND

ND∑
i=1

∥∥[σi − σ̂(Bi, Ti)]11
∥∥2 (66)

with an additional term for the L0 regularization. We assume that the deformation is incompressible, i.e. Je = 1. To
account for the incompressibility constraint we assume the adiabatic thermoelastic split J = detF = JTJe = JT
from Eq. (15). Then, we assert Ψ(I1, I2, J, T ) to be the approximation of an unconstrained free energy function with
a neural network. We enforce the incompressibility constraint Je = 1 by introducing the Lagrange multiplier p in

Ψ(I1, I2, J, T ) = Ψ(I1, I2, J, T ) + (p+ n)(Je − 1) , (67)

where n is used to set the stress response to be S = 0 at F = I and T = 0.

Using the following derivatives

∂I1
∂C

= I,
∂I2
∂C

= I1I−C,
∂I3
∂C

= J2C−1 = J2
TJ

2
eC

−1,
∂J

∂I3
=

1

2J
=

1

2JTJe
,

∂Je
∂J

=
1

JT
, (68)
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and Eq. (9), we arrive at:

σ̂ =
2

J
F

(
∂Ψ

∂I1
I+

∂Ψ

∂I2
[I1I−C] +

∂Ψ

∂J

JT
2
C−1

)
FT + (p+ n)I . (69)

The stress normalization constant n is defined as

n =

(
−2

∂Ψ

∂I1
− ∂Ψ

∂J

)∣∣∣∣
Fe=I,T=0

. (70)

For uniaxial tension under incompressibility, the deformation gradient and the Cauchy stress reduce to

F = diag
{
λ,

√
JT
λ
,

√
JT
λ

}
and σ = diag{σ11, 0, 0}. (71)

The conditions σ22 = σ33 = 0 restrict the Lagrange multiplier to be

p = − 2√
I3λ

[
∂Ψ

∂I1
+
∂Ψ

∂I2

(
λ2 +

2
√
I3
λ

− I3
λ

)
+
∂Ψ

∂J

λ

2
√
I3

]
− n . (72)

The non-zero, uniaxial component of the Cauchy stress is then given by

σ̂11 =
2√
I3
λ2

(
∂Ψ

∂I1
+
∂Ψ

∂I2

2
√
I3
λ

+
∂Ψ

∂J

√
I3
2

1

λ2

)
+ p+ n . (73)

Due to the limited data, we validate the output of our models by plotting the response for equibiaxial tension under
different temperatures. Incompressible equibiaxial tension is defined by

F = diag
{
λ, λ,

JT
λ2

}
and σ = diag{T11, T22, 0} , (74)

with the invariants

I1 = 2λ2 +
J2
T

λ4
= 2λ2 +

I3
λ4
, I2 = λ2 + 2

I3
λ2

. (75)

Enforcing σ33 = 0 sets the Lagrange multiplier to

p = −2
√
I3

λ4

(
∂Ψ

∂I1
+
∂Ψ

∂I2
2λ2 +

∂Ψ

∂J

λ2

2
√
I3

)
− n . (76)

Therefore the predicted equibiaxial stresses are

σ̂11 = σ̂22 =
2λ2√
I3

(
∂Ψ

∂I1
+
∂Ψ

∂I2

[
λ2 +

I3
λ4

]
+
∂Ψ

∂J

√
I3
2

1

λ2

)
+ (p+ n) . (77)

The results shown in Fig. 7a demonstrate that the model represents the data well while also predicting plausible
responses for equibiaxial tension at various temperatures, see Fig. 7b. Using L0 regularization, the total sum of train-
able parameters of the models reaches around 20 after training, as seen in Fig. 7c. Furthermore, the functional form of
the temperature-dependent strain energy component ϕ1(T ), as plotted in Fig. 7d highlights that the model seems to be
able to generalize plausibly far outside the range of temperatures in the training data.

5.2.3 Uniaxial tension of carbon-filled black rubber

Lastly, we use the proposed framework to find a constitutive model for uniaxial tension data of carbon-filled black
rubber presented in Fu et al. [53]. Hence, similarly to the previous case, we use L0 regularized neural networks
to fit the observed stress component σ11 from a dataset of stretches λ and uniaxial stress components at various
temperatures.

We explore this additional dataset because of an interesting temperature-dependent phenomenon. Looking at the
raw data in Fig. 8, we can see that in the range of 283 K < T < 363 K the stress seems to decrease with increas-
ing temperature, similar to the observations made for the pig tissue data in the previous section. However, with a
further increase in temperature, there appears to be an inversion in the behavior, i.e. stress increases with increasing
temperature. This phenomenon might be linked to a form of thermoelastic inversion, c.f. Refs. [62] and [63], which
complicates the constitutive modeling process.

The predicted response of the calibrated model of the presented framework is shown in Fig. 9a. We can see that
the response is in good agreement with the experimental data and captures the stress inversion. This is highlighted
by the response of the temperature-dependent potential ϕi shown in Fig. 9b. Here the black dots indicate available
temperature measurements and the blue line is the ϕi response function. The training loss and the number of effective
parameters due to the regularization of the networks are shown in Fig. 9c. The relatively low number of final parameters
appears to improve generalization since the response of the model in equibiaxial loading is plausible and also displays
the thermal inversion, see Fig. 9d.
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Figure 7: Uniaxial tension of pig tissue. Temperatures are given in degrees Celsius (◦C). (a) Uniaxial tension data and
predicted responses. (b) Biaxial response of calibrated model. (c) Loss on training data and number of effective pa-
rameters of the three networks. (d) Response of temperature-dependent potential ϕi over a large range of temperatures
far exceeding the training data in temperature space (black dots).

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
Strain E11

0

1

2

3

4

5

6

St
re

ss
 

11

T = 283.0
T = 303.0
T = 323.0
T = 343.0
T = 363.0
T = 373.0
T = 383.0
T = 393.0

Figure 8: Carbon-filled rubber dataset with inversion of stress-strain behavior with increasing temperatures. Temper-
atures are in Kelvin (K).

14



Polyconvex neural network models of thermoelasticity A PREPRINT

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
Strain E11

0

1

2

3

4

5

6

St
re

ss
 

11

T = 283.0
T = 303.0
T = 323.0
T = 343.0
T = 363.0
T = 373.0
T = 383.0
T = 393.0

(a)

0 50 100 150 200
T

0.00

0.25

0.50

0.75

1.00

1.25

1.50

1.75

1(
T)

(b)

(c)

0.00 0.05 0.10 0.15 0.20 0.25 0.30 0.35 0.40
Loading 

0

5

10

15

20

St
re

ss
 

11

T=136.57
T=182.1
T=227.62
T=273.15
T=318.67
T=364.2
T=409.72

(d)

Figure 9: Results for the carbon-filled rubber dataset. Temperatures are given in Kelvin. (a) Uniaxial tension data and
predicted responses. (b) Response of temperature-dependent potential ϕi over range of temperatures and training data
in temperature space (black dots). (c) Loss on training data and number of effective parameters of the three networks.
(d) Biaxial response of calibrated model.

6 Conclusion

We presented a complete representation of physics-constrained machine learning of thermoelastic stress behavior
based on a thermomechanically constrained free energy function and demonstrated the ability of its neural network
implementation to accurately model both synthetic and experimental data. The model is capable of representing non-
self-similar temperature dependence, general thermal expansion, thermal softening, and thermal inversion. The series
representation is amenable to both term-wise and parameter-wise sparsification that imparts a degree of generalization
and interpretability to the resulting models.

The formalism is directly extensible to anisotropic thermo-hyperelasticity through the inclusion of additional in-
variants associated with a structure tensor that characterizes the symmetry group and use of the isotropization theorem.
As we have shown in Ref. [39], these symmetries can be learned, as well as presupposed.
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