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Abstract—The low-earth orbit (LEO) satellite network has
been recognized as a promising technology to enable the
ubiquitous coverage and massive connectivity for future sixth-
generation (6G) mobile communications. Due to the ultra-dense
constellation, efficient beam coverage and interference mitigation
are crucial to LEO satellite communication systems, while the
conventional directional antennas and fixed-position antenna
(FPA) arrays both have limited degrees of freedom (DoFs) in
beamforming to adapt to the time-varying coverage requirement
of terrestrial users. To address this challenge, we propose in this
paper utilizing movable antenna (MA) arrays to enhance the
satellite beam coverage and interference mitigation. Specifically,
given the satellite orbit and the coverage requirement within a
specific time interval, the antenna position vector (APV) and
antenna weight vector (AWV) of the satellite-mounted MA array
are jointly optimized over time to minimize the average signal
leakage power to the interference area of the satellite, subject
to the constraints of the minimum beamforming gain over
the coverage area, the continuous movement of MAs, and the
constant modulus of AWV. The corresponding continuous-time
decision process for the APV and AWV is first transformed into
a more tractable discrete-time optimization problem. Then, an
alternating optimization (AO)-based algorithm is developed by
iteratively optimizing the APV and AWV, where the successive
convex approximation (SCA) technique is utilized to obtain
locally optimal solutions during the iterations. Moreover, to
further reduce the antenna movement overhead, a low-complexity
MA scheme is proposed by using an optimized common APV over
all time slots. Simulation results validate that the proposed MA
array-aided beam coverage schemes can significantly decrease
the interference leakage of the satellite compared to conventional
FPA-based schemes, while the low-complexity MA scheme can
achieve a performance comparable to the continuous-movement
scheme.

Index Terms—Satellite communications, low earth orbit (LEO)
satellite, movable antenna (MA), beamforming, interference mit-
igation.

I. INTRODUCTION

THE sixth-generation (6G) mobile communication systems

are expected to support massive communication and ubiq-

uitous connectivity [1]–[3]. It is forecast that the number of

connected wireless devices will exceed 50 billions worldwide

by 2030 [4]. However, conventional terrestrial network infras-

tructures face serious challenges in fulfilling the coverage re-

quirement for the ever-increasing number of wireless terminals

[5], [6]. On one hand, since the coverage range of a terrestrial
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base station (BS) is limited, it is cost prohibitive to deploy

dense BSs in remote and/or sparsely populated areas, such

as deserts, forests, highlands, and oceans. On the other hand,

the terrestrial infrastructures are fragile to natural disasters,

which render digital divide in the regions with broken BSs. To

overcome these challenges, satellite communications have re-

cently experienced a significant resurgence of interest [7]–[9].

Due to the technological advancements and cost reductions,

the deployment of ultra-dense low earth orbit (LEO) satellite

constellations has been recognized as a promising solution

to realize the global coverage and meet the high-throughput

communication requirement of terrestrial devices. During the

past few years, a number of practitioners have started their

projects to establish LEO access networks, such as Starlink,

OneWeb, and Lightspeed, which pave the way to fostering an

Internet of everything (IoE) [10].

Due to the long propagation distance and high operating

frequency bands of satellite-ground links, LEO satellites are

usually equipped with directional antennas or antenna arrays

with high beam gains to compensate for the significant path

loss [11], [12]. A directional antenna usually has a fixed

radiation pattern, which can only adjust its beam pointing

via mechanical rotation. In contrast, an antenna array can

synthesize different beam patterns by tuning the signals’

phases and/or amplitudes over all antenna elements [13]–[15].

Thanks to such beamforming capabilities, antenna arrays can

outperform directional antennas in terms of flexible beam

coverage for satellite communications and have been widely

adopted in existing systems [14], [16]. In general, the satellite-

mounted antenna arrays can be mainly classified into two

categories, i.e., uniform array and sparse/non-uniform array

[13], [14], [17]. A uniform array has regular geometry and

thus it is easy to implement beamforming and beam scanning.

However, the dense deployment of antennas may lead to

severe coupling effect and the integrated circuits encounter

great challenges in heat dissipation, especially in the space

environment without cross-ventilation. Thus, the sparse/non-

uniform array was proposed by enlarging the inter-antenna

spacing to reduce the coupling effect [18], [19]. However,

sparse arrays usually suffer from obstinate sidelobes when

performing beamforming, which may cause severe interference

leakage to terrestrial users.

Since the number of satellites in an LEO constellation is

extremely large, the interference leakage of satellites may

dramatically deteriorate the network performance [9], [20],

[21]. Thus, efficient interference mitigation between the beams

of different satellites is essential for LEO communication

systems. However, conventional uniform and/or sparse antenna

arrays both employ fixed-position antennas (FPAs) [13], [14],

[18], [19], where the fixed array geometry uniquely determines

the steering vectors over different wave directions. As the

http://arxiv.org/abs/2404.15643v1
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satellite travels in an orbit, the directions of the coverage and

interference areas relative to the antenna array keep changing

over time. Since conventional FPA arrays cannot change the

inherent correlation between the steering vectors over coverage

and interference directions, only the antenna weights can be

reconfigured to adapt to the varying coverage requirement of

terrestrial users, which thus limits the degree of freedom (DoF)

in beamforming for interference mitigation in LEO satellite

networks.

To overcome the limitation of conventional FPA arrays, we

propose in this paper utilizing movable antenna (MA) arrays

to enhance the dynamic beam coverage for LEO satellite

communications. Specifically, MA refers to the antenna with

the capability of local movement at the transmitter/receiver

[22], which is also known as fluid antenna system (FAS) [23],

[24]. By integrating multiple MAs to form an array, the array

geometry can be efficiently reconfigured via antenna move-

ment. By jointly optimizing the antenna position vector (APV)

and antenna weight vector (AWV), more flexible beamforming

can be achieved by MA arrays as compared to traditional

FPA arrays such that the interference leakage of satellites

can be more effectively suppressed [22]. The superiority of

MA arrays over FPA arrays in terms of flexible beamforming

has been validated in existing literatures [25], [26]. It was

shown in [25] that the full array gain over the desired direction

and interference nulling over multiple undesired directions

can be simultaneously achieved by MA arrays. Moreover, by

alternately optimizing the APV and AWV, the MA array can

attain considerable performance gain in multi-beam forming

compared to conventional FPA arrays [26].

Recently, the MA-aided wireless communications have been

widely investigated in terrestrial systems. For example, based

on the field-response channel model or spatial correlation

channel model, it was revealed that the local movement of

MAs at the transmitter/receiver can attain considerable im-

provement in the received signal power for both narrow-band

and wideband systems [27]–[30]. The MA-enabled multiple-

input multiple-output (MIMO) systems were investigated in

[31] and [32] based on instantaneous channel state information

(CSI) and statistical CSI, respectively, where the optimization

of multiple MAs’ positions can significantly increase the

MIMO capacity. The MA-aided multiuser communications

have also been studied under different system setups [33]–

[41]. Therein, the MA position optimization can reconfigure

the wireless channels between the BS and users such that the

multiuser interference is efficiently mitigated and the spatial

multiplexing performance can be improved. Moreover, the

studies in [42]–[44] demonstrated the great potential of MAs

in enhancing the physical-layer security of wireless commu-

nication systems. The channel estimation for MA systems

was explored in [45], [46] to recovery the field-response

information between the transmitter and receiver regions based

on compressed sensing. Besides, a new architecture of six-

dimensional MA (6DMA) was proposed in [47], [48] by

jointly designing the three-dimensional (3D) position and 3D

rotation of antenna surfaces at the BS based on the users’

spatial distribution/statistical CSI.

Despite the above works on terrestrial communication sys-

tems [25]–[48], MA-aided satellite communication has not

been investigated, which motivates this paper to exploit the

newly introduced DoF of MA arrays in enhancing the dynamic

beam coverage and interference mitigation for LEO satellite

networks. The main contributions of this paper are summarized

as follows:

• We consider the MA array-aided beam coverage of a

typical satellite in an LEO constellation. Given the satel-

lite orbit and coverage requirement within a specific time

interval, the APV and AWV of the satellite-mounted MA

array are jointly optimized over time to minimize the

average signal leakage power to the interference area of

the satellite, subject to the constraints of the minimum

beamforming gain over the coverage area, the feasible

moving region of MAs, the minimum inter-MA spacing,

the maximum moving speed of MAs, and the constant

modulus of AWV.

• Since the formulated problem involves the continuous-

time decision process of the APV and AWV, we first

transform it into a more tractable discrete-time optimiza-

tion problem by discretizing the time interval and the

angular coordinate of terrestrial areas. Then, an alter-

nating optimization (AO)-based algorithm is developed

by iteratively optimizing the APV and AWV over all

discrete time slots. In particular, the successive convex

approximation (SCA) technique is utilized to convexify

the APV/AWV optimization subproblem for obtaining

locally optimal solutions during the iterations.

• Considering the high control overhead and energy con-

sumption for continuous movement of MAs in real time,

we propose a low-complexity scheme by using an op-

timized common APV over all time slots. As such, the

positions of MAs can be reconfigured at the first time

slot based on the coverage requirement, while further

movement is dispensed at the subsequential time slots

until the coverage requirement of the satellite changes.

The corresponding problem for joint APV and AWV

optimization can also be solved by the proposed AO-

based algorithm, where the computational complexity of

APV optimization is significantly reduced.

• Finally, simulation results are presented to validate the ef-

ficacy of MA array-enhanced dynamic beam coverage for

LEO satellite communications. Compared to FPA arrays

such as the conventional uniform planar array (UPA), the

proposed MA array-aided beamforming schemes can sig-

nificantly decrease the interference leakage and increase

the average signal-to-leakage ratio (SLR) of satellite-

ground links. Moreover, the low-complexity MA scheme

can achieve a performance comparable to the continuous-

movement MA scheme in terms of interference mitiga-

tion, subject to the same coverage performance require-

ment.

The rest of this paper is organized as follows. In Section II,

we introduce the system model and formulate the MA-aided

satellite beamforming problem. In Section III, we present the

proposed solutions for the formulated optimization problem.

Then, we show the simulation results in Section IV and this

paper is finally concluded in Section V.

Notation: a, a, A, and A denote a scalar, a vector, a matrix,

and a set, respectively. (·)T and (·)H denote transpose and

conjugate transpose, respectively. A\B and A∩B represent the

subtraction set and intersection set of A and B, respectively.
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RM×N and CM×N represent the sets of real and complex

matrices/vectors of dimension M × N , respectively. | · | and

∠(·) denote the amplitude and the phase of a complex number

or complex vector, respectively. ‖ · ‖2 denotes the 2-norm of

a vector. d(·) denotes the differential of a variable/function.

1M×1 denotes an M -dimensional column vector with all

elements equal to 1. ⊗ denotes the Kronecker product. f(x|y)
represents a function with respect to (w.r.t.) x determined by

parameter y.

II. SYSTEM MODEL

A. Satellite Orbit Model

In this paper, we consider a typical Walker Delta LEO

constellation shown in Fig. 1(a)1, where the number of orbital

planes and the number of satellites in each orbital plane are

denoted by Ko and Ks, respectively. The orbital inclination

angle is denoted by β, which represents the angle between

an orbital plane and the equatorial plane as shown in Fig.

1(a). Without loss of generality, we suppose that the earth is

a regular sphere with radius Re. The altitude of the satellite

orbit relative to the earth surface is denoted by Hs. Then, the

orbital period, i.e., the time that a satellite takes to complete

one orbit around the earth, is obtained as Ts = 2π
√

(Re+Hs)3

GeMe
,

where Ge and Me are the constant of gravitation and the mass

of the earth, respectively.

Since the orbits of satellites are deterministic, the locations

of satellites for any given time are known a priori. In the 3D

space, we consider a geocentric spherical coordinate system

(GSCS) with the equatorial plane being the reference plane as

shown in Fig. 1(b). For any point in the 3D space, the angle

from the reference plane to the direction of this point is defined

as the elevation angle Θ. The direction from south to north

is defined as the positive sense of the elevation angle, which

is thus ranging from −π/2 to π/2. The direction towards the

intersection between the equator and the prime meridian is

defined as the azimuth reference direction. The azimuth angle

Φ refers to the angle from the azimuth reference direction

to the direction of the projection of a point on the reference

plane. Define the direction from west to east as the positive

sense of the azimuth angle. Thus, the range of the azimuth

angle is from −π to π.

Without loss of generality, we consider a typical satellite in

an orbital plane, while the other satellites beam coverage can

be designed in a similar manner. As shown in Fig 1(b), the

geocentric angle between the directions of the ascending node

and the satellite at time t is given by α(t) = 2πt/Ts + α0

(in radian), where α0 denotes the initial angle at t = 0. Then,

the coordinates of the typical satellite in the GSCS can be

expressed as [49]










Rs(t) = Re +Hs,

Θs(t) = arcsin [sinβ sinα(t)] ∈ [−π/2, π/2],

Φs(t) = arctan [cosβ tanα(t)] ∈ (−π, π].

(1)

The corresponding coordinates in the 3D geocentric

Cartesian coordinate system (GCCS) is thus given by

[Rs(t) cos Θs(t) cos Φs(t), Rs(t) cosΘs(t) sinΦs(t), Rs(t) sinΘs(t)]
T.

1The MA array-aided beam coverage solution proposed in this paper can be
applied to any other constellations with given orbit and coverage requirement
of each satellite.

(a) LEO satellite constellation.

Equatorial 
plane

Orbital 
plane

Inclination 
angle

Geocenter

Satellite

Ascending node

Descending 
node

( )t

X

Y

Z

( )t

( )t

(b) Geocentric coordinate system.

Fig. 1. Illustration of the considered LEO satellite constellation and the
geocentric coordinate system.

It is worth noting that the Ks satellites in the same

orbital plane has the same trajectory. In practice, they

can simultaneously switch their coverage areas, with each

subsequent satellite taking over the coverage area of the

previous satellite in this orbital plane. Thus, the beam

coverage solution for the typical satellite can also be applied

to its subsequent satellites in this orbital plane. As such, we

only need to focus on the beam coverage problem within one

typical time interval (0, T ], with T = Ts/Ks.
2

B. Beam Coverage Model

Given the GSCS coordinates of a point on the earth surface,

i.e., [Re,Θ,Φ]T, the wave vector (from the point on the earth

to the satellite) in the GCCS at time t is given by

ke(Θ,Φ, t) =
2π

λ

k̄e(Θ,Φ, t)
∥

∥k̄e(Θ,Φ, t)
∥

∥

2

, (2)

with k̄e(Θ,Φ, t) given by (3) at the top of next page. To facili-

tate the beam coverage modeling of the satellite, we establish a

satellite-centric Cartesian coordinate system (SCCS) as shown

2For LEO constellations, T is much smaller than the rotation period of the
earth, and thus the impact of earth rotation is neglected throughout this paper.
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Coverage area

Satellite
Orbit

Visible area

t=0

t=T/2

t=T
Wave vector

x

y

z

MA array

Fig. 2. Illustration of the coverage area and the SCCS.

in Fig. 2. In particular, axis x is defined as the satellite’s

moving direction, axis y is orthogonal to the orbital plane,

and axis z directs to the geocenter, respectively. According

to basic geometry, the coordinate transform matrix from the

SCCS to the GCCS is given by (4) shown at the top of next

page. Thus, the coordinates of the wave vector in the SCCS

is given by

k(Θ,Φ, t) = Ts(t)
Tke(Θ,Φ, t). (5)

The satellite is equipped with an MA array with N elements,

where the coordinates of the n-th MA in the SCCS at time t
is denoted by q̄n(t) = [xn(t), yn(t), zn(t)]

T, 1 ≤ n ≤ N ,

t ∈ (0, T ]. Without loss of generality, we assume in this

paper that each MA can only move within a two-dimensional

(2D) area C in the x-y plane and thus we always have

q̄n(t) = [qn(t)
T, 0]T and qn(t) ∈ C ⊆ R2×1. Denoting

the collective APV as q(t) = [q1(t)
T,q2(t)

T, . . . ,qN (t)T]T,

which determines the geometry of the MA array. The steering

vector of the MA array is thus given by

a(k(Θ,Φ, t),q(t)) =
[

ejk(Θ,Φ,t)Tq̄n(t)
]T

1≤n≤N
, (6)

which represents the phase shifts at all MA elements for the

plane wave with wave vector k(Θ,Φ, t).

Since all the points on the earth surface have the same

radial distance Re in the GSCS, for notation simplicity, we

use angular coordinate (Θ,Φ) to represent the position of a

point on the earth surface. Denote the coverage area on the

earth as Ae, which is a constant set in the GSCS. For any

given location of the satellite, it can only establish line-of-

sight (LoS) links with a subarea on the earth as shown in Fig.

2, while the remaining area is blocked by the earth. Thus, we

can define a visible area of the satellite to represent the set of

points on the earth surface that can receive signals from the

satellite. According to basic geometry, the visible area on the

earth at time t can be obtained as

As(t) =
{

(Θ,Φ)
∣

∣

∣

∥

∥k̄e(Θ,Φ, t)
∥

∥

2

2
≤ (Re +Hs)

2 −R2
e

}

,

(7)

where
∥

∥k̄e(Θ,Φ, t)
∥

∥

2
represents the distance between the

satellite and the point (Θ,Φ) on the earth surface and
∥

∥k̄e(Θ,Φ, t)
∥

∥

2

2
= (Re +Hs)

2 − R2
e indicates that vector

k̄e(Θ,Φ, t) is tangent to the earth surface. Then, the inter-

ference area of the satellite at time t is defined as3

Ai(t) = As(t) \ Ae. (8)

Denoting γ as the path loss exponent and ρ0 as the path

loss for the reference distance of 1 meter (m), the path loss

between the satellite and point (Θ,Φ) on the earth surface

is given by ρ(Θ,Φ, t) = ρ0
∥

∥k̄e(Θ,Φ, t)
∥

∥

−γ

2
. Then, the LoS

channel vector between the MA array at the satellite and point

(Θ,Φ) on the earth surface is obtained as
√

ρ(Θ,Φ, t)ej
2π
λ ‖k̄e(Θ,Φ,t)‖

2a(k(Θ,Φ, t),q(t)). (9)

Denoting w(t) = [w1(t), w2(t), . . . , wN (t)]T ∈ CN×1 as the

AWV at time t, the effective channel gain between the satellite

and point (Θ,Φ) on the earth surface can be expressed as

h(Θ,Φ,q(t),w(t), t)

=ρ(Θ,Φ, t)
∣

∣a(k(Θ,Φ, t),q(t))Hw(t)
∣

∣

2
, t ∈ (0, T ].

(10)

C. Problem Formulation

In practice, to improve the communication performance of

terrestrial terminals, it is desired to increase the beamforming

gain over the coverage area and decrease the signal leakage to

the interference area simultaneously. To this end, the average

beamforming gain over the coverage area at time t is defined

as
G(q(t),w(t), t)

=

∫∫

(Θ,Φ)∈Ae

h(Θ,Φ,q(t),w(t), t) dΘdΦ

∫∫

(Θ,Φ)∈Ae

ρ(Θ,Φ, t) dΘdΦ
, t ∈ (0, T ],

(11)

where the path loss over the entire coverage area is normalized.

Moreover, the average signal leakage power to the interference

area within time interval (0, T ] is given by

I(q(t),w(t))

=
1

T

∫

t∈(0,T ]

∫∫

(Θ,Φ)∈Ai(t)

h(Θ,Φ,q(t),w(t), t) dΘdΦ

∫∫

(Θ,Φ)∈Ai(t)

ρ(Θ,Φ, t) dΘdΦ
dt,

(12)

where the path loss over the entire interference area is first

normalized and the leakage power is then averaged over time

interval (0, T ].
We aim to minimize the interference leakage power while

guaranteeing the average beamforming gain over the coverage

area at any time t ∈ (0, T ]. The joint APV and AWV optimiza-

tion problem for satellite beam coverage is thus formulated as

min
{q(t),w(t)}t∈(0,T ]

I(q(t),w(t)) (13a)

s.t. G(q(t),w(t), t) ≥ η, t ∈ (0, T ], (13b)

qn(t) ∈ C, t ∈ (0, T ], 1 ≤ n ≤ N, (13c)

‖qn(t)− qn̂(t)‖2 ≥ dmin, t ∈ (0, T ], n 6= n̂,
(13d)

∥

∥

∥

∥

dqn(t)

dt

∥

∥

∥

∥

2

≤ vmax, t ∈ (0, T ], 1 ≤ n ≤ N,

(13e)

3The interference area can also adopt other definitions based on the
distributions of terrestrial terminals, which do not impact the mathematical
formulation of the considered satellite beam coverage problem.
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k̄e(Θ,Φ, t) =





Re cosΘ cosΦ
Re cosΘ sinΦ
Re sinΘ



−





(Re +Hs) cosΘs(t) cosΦs(t)
(Re +Hs) cosΘs(t) sinΦs(t)
(Re +Hs) sinΘs(t)



 , (3)

Ts(t) =





− sinβ sinΘs(t)− cosβ cosΘs(t) sin Φs(t) 0 − cosΘs(t) cosΦs(t)
cosβ cosΘs(t) cosΦs(t) sinβ − cosΘs(t) sin Φs(t)
sinβ cosΘs(t) cosΦs(t) − cosβ − sinΘs(t)



 . (4)

|wn(t)| =
1√
N

, t ∈ (0, T ], 1 ≤ n ≤ N, (13f)

where constraint (13b) ensures the average beamforming gain

over the coverage area with η being the minimum threshold;

constraint (13c) confines the antenna moving region; con-

straint (13d) guarantees that the inter-antenna spacing should

be no less than the minimum value dmin; constraint (13e)

restrains the maximum moving speed of each MA as vmax;

and constraint (13f) is the constant-modulus constraint for

the AWV under the analog beamforming structure. Problem

(13) is a non-convex optimization problem. On one hand, the

optimization variables involve the positions and weights of N
MAs over the continuous time interval (0, T ], which have a

high dimension. On the other hand, the APVs and AWVs are

highly coupled at different time t. Thus, it is challenging to

derive the globally optimal solution for problem (13). In the

following, we will propose an AO-based algorithm to obtain

a suboptimal solution.

III. PROPOSED SOLUTION

In this section, we first transform problem (13) into a

tractable problem by implementing discretization on time and

angle. Then, the AO over the APV and AWV is applied by

employing the SCA technique for each iteration. Finally, an

alternative scheme is proposed as a low-complexity solution

for antenna movement.

A. Problem Transformation

Problem (13) requires to solve q(t) and w(t) over contin-

uous time interval (0, T ], which has an infinite dimension. To

facilitate the problem solving, we equally divide the interval

(0, T ] into M time slots, i.e., {( (m−1)T
M , mT

M ]}1≤m≤M . The

number of time slots is chosen to be sufficiently large such

that Θs(t) and Φs(t) can be approximately considered as

unchanged within each time slot. Then, we can use the

snapshot at time tm = (m−1/2)T
M to represent the average

performance of the m-th time slot, 1 ≤ m ≤ M . As such,

q(t) and w(t) can be replaced by

q ,
[

q[1]T,q[2]T, . . . ,q[M ]T
]T ∈ R

2MN×1, (14a)

w ,
[

w[1]T,w[2]T, . . . ,w[M ]T
]T ∈ C

MN×1, (14b)

with q[m] , q(tm) and w[m] , w(tm), 1 ≤ m ≤ M .

Moreover, to approximate the integral w.r.t. Θ and Φ, we

equally divide interval [−π/2, π/2] × (−π, π] into Le × La

grids, with the set of their centers given by

Ad =
{

(Θle ,Φla)
∣

∣

∣
Θle = −π

2
+

(le − 1/2)π

Le
,

Φla = −π +
(2la − 1)π

La
, 1 ≤ le ≤ Le, 1 ≤ la ≤ La

}

.

(15)

For notation simplicity, the set of discretized grids in the

coverage area and that in the interference area are respectively

denoted as

Āe = Ad ∩ Ae , {(Θl,Φl) , 1 ≤ l ≤ L0} , (16a)

Ām
i = Ad ∩ Ai (tm) , {(Θm,l,Φm,l) , 1 ≤ l ≤ Lm} , (16b)

where L0 denotes the total number of discretized grids in the

coverage area and Lm denotes that in the interference area at

time tm, 1 ≤ m ≤ M , respectively.

Based on the above discretization, the average beamforming

gain of the coverage area in (11) at the m-th time slot can be

approximated by

Gm(q[m],w[m]) =

L0
∑

l=1

gcovm,l

∣

∣

∣
a
(

kcov
m,l,q[m]

)H
w[m]

∣

∣

∣

2

,

(17)

with q[m] , q(tm), w[m] , w(tm), kcov
m,l , k(Θl,Φl, tm),

and

gcovm,l ,
ρ(Θl,Φl, tm)

L0
∑

j=1

ρ(Θj ,Φj , tm)

, 1 ≤ m ≤ M, 1 ≤ l ≤ L0.

Similarly, the average signal leakage power to the interference

area in (12) is approximated by

I(q,w) =

M
∑

m=1

Im(q[m],w[m])

=

M
∑

m=1

Lm
∑

l=1

gintm,l

∣

∣

∣
a
(

kint
m,l,q[m]

)H
w[m]

∣

∣

∣

2

,

(18)

with kint
m,l , k(Θm,l,Φm,l, tm), and

gintm,l ,
ρ(Θm,l,Φm,l, tm)

Lm
∑

j=1

ρ(Θm,j,Φm,j, tm)

, 1 ≤ m ≤ M, 1 ≤ l ≤ Lm.

Since the interval of each time slot is sufficiently small, the

position of each antenna can be regarded as unchanged within

each time slot and the moving speed of the n-th MA at the m-

th time slot can be approximated by M
T ‖qn[m+1]−qn[m]‖2.

As such, problem (13) can be converted into the discrete form

as follows:

min
q,w

I(q,w) (19a)

s.t. Gm(q[m],w[m]) ≥ η, 1 ≤ m ≤ M, (19b)

qn[m] ∈ C, 1 ≤ m ≤ M, 1 ≤ n ≤ N, (19c)

‖qn[m]− qn̂[m]‖2 ≥ dmin, 1 ≤ m ≤ M,n 6= n̂,
(19d)

‖qn[m+ 1]− qn[m]‖2 ≤ vmaxT

M
,

1 ≤ m ≤ M − 1, 1 ≤ n ≤ N,
(19e)
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|wn[m]| = 1√
N

, 1 ≤ m ≤ M, 1 ≤ n ≤ N. (19f)

Note that problem (19) is still non-convex w.r.t. both q and

w. In the following, we alternately optimize the APV q and

the AWV w with the other one being fixed and obtain a

suboptimal solution for problem (19).

B. Optimization of APV

Given AWV w(i−1) obtained in the (i − 1)-th iteration of

the AO, the APV optimization in the i-th iteration is to solve

the following subproblem:

min
q

I(q,w(i−1)) (20a)

s.t. Gm(q[m],w(i−1)[m]) ≥ η, 1 ≤ m ≤ M, (20b)

qn[m] ∈ C, 1 ≤ m ≤ M, 1 ≤ n ≤ N, (20c)

‖qn[m]− qn̂[m]‖2 ≥ dmin, 1 ≤ m ≤ M,n 6= n̂,
(20d)

‖qn[m+ 1]− qn[m]‖2 ≤ vmaxT

M
,

1 ≤ m ≤ M − 1, 1 ≤ n ≤ N.
(20e)

The objective function in (20a) and constraints (20b) and (20d)

are not convex. To address this issue, we construct surrogate

functions for I(q,w(i−1)) and Gm(q[m],w(i−1)[m]) at local

point q(i−1) such that problem (20) can be converted into a

convex optimization problem w.r.t. q.

To this end, for any real constant vector k and scalar

ϕ, we derive the second-order Taylor expansion of function

f̂(q|k, ϕ) = cos(kTq+ ϕ) w.r.t. q at any given point q0 as

cos(kTq0 + ϕ)− sin(kTq0 + ϕ)kT(q− q0)

− 1

2
cos(kTq0 + ϕ)

(

kT(q− q0)
)2

.
(21)

Given the fact of −1 ≤ cos(kTq0 + ϕ) ≤ 1, the con-

vex/concave quadratic surrogate function of f̂(q|k, ϕ) w.r.t. q

can be constructed at point q0 to globally majorize/minorize

it, i.e.,

f̂(q|k, ϕ) ≤ cos(kTq0 + ϕ)− sin(kTq0 + ϕ)kT(q− q0)

+
1

2

(

kT(q− q0)
)2

, f̂ub (q|q0,k, ϕ) ,

(22a)

f̂(q|k, µ) ≥ cos(kTq0 + ϕ)− sin(kTq0 + ϕ)kT(q− q0)

− 1

2

(

kT(q− q0)
)2

, f̂lb (q|q0,k, ϕ) .

(22b)

Denote q(i−1) as the solution for APV obtained in the

(i − 1)-th iteration and w(i−1) = ejϕ
(i−1)

/
√
N with ϕ

(i−1)

being the phase vector of w(i−1). By utilizing (22a), the

objective function in (20a) can be globally upper-bounded by

its convex quadratic surrogate function Î(q |q(i−1),w(i−1))
w.r.t. q shown in (23) at the top of the next page. Similarly, by

utilizing (22b), Gm(q[m],w(i−1)[m]) in (20b) can be globally

lower-bounded by its convex quadratic surrogate function

Ĝm(q[m] |q(i−1)[m],w(i−1)[m]) w.r.t. q[m] shown in (24)

at the top of the next page.

Next, we handle the non-convex constraint (20d). Since

‖qn[m]− qn̂[m]‖2 is a convex function w.r.t. (qn[m] −

qn̂[m]), it can be globally lower-bounded by the first-order

Taylor expansion at (q
(i−1)
n [m]− q

(i−1)
n̂ [m]) as follows:

‖qn[m]− qn̂[m]‖2 ≥
∥

∥

∥
q(i−1)
n [m]− q

(i−1)
n̂ [m]

∥

∥

∥

2

+
(q

(i−1)
n [m]− q

(i−1)
n̂ [m])T

∥

∥

∥
q
(i−1)
n [m]− q

(i−1)
n̂ [m]

∥

∥

∥

2

·

{

(qn[m]− qn̂[m])− (q(i−1)
n [m]− q

(i−1)
n̂ [m])

}

=
(q

(i−1)
n [m]− q

(i−1)
n̂ [m])T(qn[m]− qn̂[m])

∥

∥

∥
q
(i−1)
n [m]− q

(i−1)
n̂ [m]

∥

∥

∥

2

, d̂(qn[m],qn̂[m]).
(25)

As such, problem (20) can be relaxed as

min
q

Î(q
∣

∣q(i−1),w(i−1)) (26a)

s.t. Ĝm(q[m]
∣

∣q(i−1)[m],w(i−1)[m]) ≥ η, 1 ≤ m ≤ M,
(26b)

d̂(qn[m],qn̂[m]) ≥ dmin, 1 ≤ m ≤ M,n 6= n̂, (26c)

(20c), (20e), (26d)

which is a convex optimization problem with a quadratic

objective function and quadratic constraints. Thus, it can be

solved by using the existing quadratic optimization tools such

as CVX [50]. It is wroth noting that the dimension of q

is 2MN , which is large in general. To reduce the compu-

tational complexity, we adopt the block coordinate descent

(BCD) technique to successively optimize the subvectors of

q. Specifically, the M time slots are divided into multiple

groups with each group including M0(≤ M) time slots. The

APVs for the k-th group of time slots, i.e., q[(k − 1)M0 +
1],q[(k−1)M0+2], . . .q[kM0], are successively optimized for

k = 1, 2, · · · ,M/M0. As such, the dimension of optimization

variables is reduced to 2M0N for each iteration.

C. Optimization of AWV

Note that for any given q(i) obtained in the i-th iteration,

the optimization of AWV is independent over different time

slots. As such, the AWV at the m-th time slot, 1 ≤ m ≤ M ,

can be optimized by solving the following subproblem,

min
w[m]

Im(q(i)[m],w[m]) (27a)

s.t. Gm(q(i)[m],w[m]) ≥ η, (27b)

|wn[m]| = 1√
N

, 1 ≤ n ≤ N. (27c)

To handle the constant-modulus constraint in (27c), we de-

fine w[m] = ejϕ[m]/
√
N and optimize the phase vector

ϕ[m] ∈ RN×1 instead. Since Im(q(i)[m], ejϕ[m]/
√
N) and

Gm(q(i)[m], ejϕ[m]/
√
N) are both non-convex/non-concave

functions w.r.t. ϕ[m], we construct surrogate functions for

them at local point ϕ(i−1)[m] = ∠w(i−1)[m].
To this end, for any real constant vectors k and q, we derive

the second-order Taylor expansion of function f̄(ϕ|kTq) =
cos(ϕ+ kTq) at any given point ϕ0 as

cos(ϕ0 + kTq)− sin(ϕ0 + kTq)(ϕ − ϕ0)

− 1

2
cos(ϕ0 + kTq)(ϕ − ϕ0)

2.
(28)
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I(q,w(i−1)) =

M
∑

m=1

Im(q[m],w(i−1)[m]) =

M
∑

m=1

Lm
∑

l=1

gintm,l

∣

∣

∣

∣

∣

N
∑

n=1

w(i−1)
n [m]e−jkint

m,l

T
qn[m]

∣

∣

∣

∣

∣

2

=
1

N

M
∑

m=1

Lm
∑

l=1

gintm,l

N
∑

n=1

N
∑

n̂=1

cos
{

kint
m,l

T
(qn[m]− qn̂[m]) + ϕ

(i−1)
n̂ [m]− ϕ(i−1)

n [m]
}

≤ 1

N

M
∑

m=1

Lm
∑

l=1

gintm,l

N
∑

n=1

N
∑

n̂=1

f̂ub

(

qn[m]− qn̂[m]
∣

∣

∣
q(i−1)
n [m]− q

(i−1)
n̂ [m],kint

m,l, ϕ
(i−1)
n̂ [m]− ϕ(i−1)

n [m]
)

,Î(q
∣

∣ q(i−1),w(i−1)).

(23)

Gm(q[m],w(i−1)[m]) =

L0
∑

l=1

gcovm,l

∣

∣

∣

∣

∣

N
∑

n=1

w(i−1)
n [m]e−jkcov

m,l
Tqn[m]

∣

∣

∣

∣

∣

2

=
1

N

L0
∑

l=1

gcovm,l

N
∑

n=1

N
∑

n̂=1

cos
{

kcov
m,l

T (qn[m]− qn̂[m]) + ϕ
(i−1)
n̂ [m]− ϕ(i−1)

n [m]
}

≥ 1

N

L0
∑

l=1

gcovm,l

N
∑

n=1

N
∑

n̂=1

f̂lb

(

qn[m]− qn̂[m]
∣

∣

∣
q(i−1)
n [m]− q

(i−1)
n̂ [m],kcov

m,l, ϕ
(i−1)
n̂ [m]− ϕ(i−1)

n [m]
)

,Ĝm(q[m]
∣

∣ q(i−1)[m],w(i−1)[m]).

(24)

Given the fact of −1 ≤ cos(ϕ0 + kTq) ≤ 1, the con-

vex/concave quadratic surrogate function of f̄(ϕ|k,q) w.r.t.

ϕ can be constructed at point ϕ to globally majorize/minorize

it, i.e.,

f̄(ϕ|kTq) ≤ cos(ϕ0 + kTq)− sin(ϕ0 + kTq)(ϕ − ϕ0)

+
1

2
(ϕ− ϕ0)

2 , f̄ub
(

ϕ|ϕ0,k
Tq

)

,

(29a)

f̄(ϕ|kTq) ≥ cos(ϕ0 + kTq)− sin(ϕ0 + kTq)(ϕ − ϕ0)

− 1

2
(ϕ− ϕ0)

2 , f̄lb
(

ϕ|ϕ0,k
Tq

)

.

(29b)

By utilizing (29a), the average interference leakage power in

(27a) can be globally upper-bounded by its convex quadratic

surrogate function Īm(ϕ[m] |q(i)[m],ϕ(i−1)[m]) w.r.t. ϕ[m]
shown in (30) at the top of the next page. Similarly, by

utilizing (29b), the average beamforming gain in (27b) can

be globally lower-bounded by its convex quadratic surrogate

function Ḡm(ϕ[m] |q(i−1)[m],ϕ(i−1)[m]) w.r.t. ϕ[m] shown

in (31) at the top of the next page.

As such, problem (27) can be relaxed as

min
ϕ[m]

Īm(ϕ[m]
∣

∣ q(i)[m],ϕ(i−1)[m]) (32a)

s.t. Ḡm(ϕ[m]
∣

∣ q(i)[m],ϕ(i−1)[m]) ≥ η, (32b)

which is a convex quadratic optimization problem and can be

solved by CVX [50].

D. Overall Algorithm

The overall algorithm for alternately optimizing the APV,

q, and the AWV, w, is summarized in Algorithm 1. The

initialized APV, q(0), is given by adopting the UPA geometry

with half-wavelength antenna spacing for all time slots. The

AWV is initialized by using the normalized steering vector

Algorithm 1: Solution for solving problem (19).

Input: Āe, {Ām
i }, T , M , N , η, C, dmin, vmax,

M0, Imax, ǫ.
Output: q⋆, w⋆.

1: Initialize q(0) and w(0) according to (33).

2: Calculate ϕ
(0) = ∠w(0).

3: for i = 1 : 1 : Imax do

4: for k = 1 : 1 : M/M0 do

5: Update {q(i)[(k − 1)M0 + 1], . . .q(i)[kM0]} by

solving problem (26).

6: end for

7: for m = 1 : 1 : M do

8: Update ϕ
(i)[m] by solving problem (32).

9: Update w(i)[m] = ejϕ
(i)[m]/

√
N .

10: end for

11: if |I(q(i−1),w(i−1))− I(q(i),w(i))| ≤ ǫ then

12: Break.

13: end if

14: end for

15: Set APV and AWV as q⋆ = q(i) and w⋆ = w(i).

16: return q⋆, w⋆.

pointing to the coverage center (Θκ,Φκ) for each time slot,

i.e.,

w(0)[m] =
1√
N

a(kcov
m,κ,q

(0)[m]), 1 ≤ m ≤ M. (33)

The APVs, {q(i)[(k − 1)M0 + 1], . . .q(i)[kM0]}, at different

time slots are successively updated in lines 4-6 to decrease the

computational complexity. The AWVs, w(i)[m], at different

time slots are separately updated in lines 7-10. The algorithm

terminates if the decrease of the objective function is below

a predefined threshold ǫ or the iteration index exceeds its

maximum value given by Imax.
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Im(q(i)[m], ejϕ[m]/
√
N) =

1

N

Lm
∑

l=1

gintm,l

∣

∣

∣

∣

∣

N
∑

n=1

e
−j

{

ϕn[m]−k
int
m,l

T
q
(i)
n [m]

}

∣

∣

∣

∣

∣

2

=
1

N

Lm
∑

l=1

gintm,l

N
∑

n=1

N
∑

n̂=1

cos
{

ϕn[m]− ϕn̂[m] + kint
m,l

T
(

q
(i)
n̂ [m]− q(i)

n [m]
)}

≤ 1

N

Lm
∑

l=1

gintm,l

N
∑

n=1

N
∑

n̂=1

f̄ub

(

ϕn[m]− ϕn̂[m]
∣

∣

∣
ϕ(i−1)
n [m]− ϕ

(i−1)
n̂ [m],kint

m,l

T
(

q
(i)
n̂ [m]− q(i)

n [m]
))

,Īm(ϕ[m]
∣

∣ q(i)[m],ϕ(i−1)[m]).

(30)

Gm(q(i)[m], ejϕ[m]/
√
N) =

1

N

Lm
∑

l=1

gcovm,l

∣

∣

∣

∣

∣

N
∑

n=1

e−j{ϕn[m]−kcov
m,l

Tq(i)
n [m]}

∣

∣

∣

∣

∣

2

=
1

N

Lm
∑

l=1

gcovm,l

N
∑

n=1

N
∑

n̂=1

cos
{

ϕn[m]− ϕn̂[m] + kcov
m,l

T
(

q
(i)
n̂ [m]− q(i)

n [m]
)}

≥ 1

N

Lm
∑

l=1

gcovm,l

N
∑

n=1

N
∑

n̂=1

f̄lb

(

ϕn[m]− ϕn̂[m]
∣

∣

∣
ϕ(i−1)
n [m]− ϕ

(i−1)
n̂ [m],kcov

m,l
T
(

q
(i)
n̂ [m]− q(i)

n [m]
))

,Ḡm(ϕ[m]
∣

∣ q(i)[m],ϕ(i−1)[m]).

(31)

In addition, the following inequality equalities/inequalities

hold over the iterations:

I(q(i−1),w(i−1))
(a)
=Î(q(i−1)

∣

∣q(i−1),w(i−1))
(b)

≥Î(q(i)
∣

∣q(i−1),w(i−1))
(c)

≥I(q(i),w(i−1)) = I(q(i), ejϕ
(i−1)

/
√
N)

(d)
=

M
∑

m=1

Īm(ϕ(i−1)[m]
∣

∣ q(i)[m],ϕ(i−1)[m])

(e)

≥
M
∑

m=1

Īm(ϕ(i)[m]
∣

∣ q(i)[m],ϕ(i−1)[m])

(f)

≥I(q(i),w(i)),

(34)

where equality (a) holds because of f̂(q|k, ϕ) =
f̂ub (q|q0,k, ϕ) at q = q0 according to (22a); inequality

(b) holds because q(i) is the optimal solution yielding the

minimum objective function for problem (26); inequality

(c) holds according to (23); equality (d) holds because

f̄(ϕ|kTq) = f̄ub
(

ϕ|ϕ0,k
Tq

)

at ϕ = ϕ0 according to (29a);

inequality (e) holds because ϕ
(i)[m] is the optimal solution

yielding the minimum objective function for problem (32);

and inequality (f) holds according to (30). Since the objective

function I(q,w) is positive and it is non-increasing with

the iteration index, the convergence of Algorithm 1 is thus

guaranteed.

The computational complexity of Algorithm 1 is analyzed

as follows. The computational complexity of solving the APVs

at M0 time slots in problem (26) is O(M3.5
0 N3.5). Thus, the

complexity for executing lines 4-6 is O(MM2.5
0 N3.5). The

computational complexity of solving the AWV at each time

slot in problem (32) is O(N3.5), which entails a complexity of

O(MN3.5) for executing lines 7-10. As a result, the total com-

putational complexity of Algorithm 1 is O(ImaxMM2.5
0 N3.5).

E. Low-Complexity Scheme

The proposed solution in Algorithm 1 involves the optimiza-

tion of APVs at all time slots. As a result, each MA element

may need to change its position multiple times within the

entire interval [0, T ), which incurs a high movement overhead

and energy consumption. To resolve this issue, we propose

in this subsection a low-complexity MA (LC-MA) movement

scheme, where an optimized common MA array geometry

is used over all the M time slots. As such, the MA array

only needs to configure its geometry at the beginning of each

time interval based on the coverage requirement, which can

significantly reduce the antenna movement overhead. Defining

q[1] = · · · = q[M ] = q̃ ∈ R
2N×1 as the common APV,

problem (19) is thus recast to

min
q̃,w

I(1M×1 ⊗ q̃,w) (35a)

s.t. Gm(q̃,w[m]) ≥ η, 1 ≤ m ≤ M, (35b)

q̃n ∈ C, 1 ≤ n ≤ N, (35c)

‖q̃n − q̃n̂‖2 ≥ dmin, n 6= n̂, (35d)

|wn[m]| = 1√
N

, 1 ≤ m ≤ M, 1 ≤ n ≤ N. (35e)

Problem (35) can be solved by alternately optimizing q̃ and

w similarly to that in Algorithm 1, whereas the optimization

of APV can be simplified as

min
q̃

I(1M×1 ⊗ q̃,w(i−1)) (36a)

s.t. Gm(q̃,w(i−1)[m]) ≥ η, 1 ≤ m ≤ M, (36b)

q̃n ∈ C, 1 ≤ n ≤ N, (36c)

‖q̃n − q̃n̂‖2 ≥ dmin, n 6= n̂, (36d)

which can be solved by using the SCA technique similar

to that in Section III-B. The corresponding computational
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complexity for optimizing the common APV is reduced to

O((M +N)3.5). Thus, the total computational complexity of

the LC-MA scheme is given by O((M+N)3.5+ImaxMN3.5),
which is lower than that of Algorithm 1.

IV. SIMULATION RESULTS

In this section, we present simulation results to evaluate

the performance of the proposed MA array-aided dynamic

beam coverage strategy for LEO satellite communications and

compare it to other benchmark schemes. The simulation setup

and benchmark schemes are first introduced and then the

numerical results are presented.

A. Simulation Setup and Benchmark Schemes

In the simulation, we consider a typical Walker Delta LEO

constellation with orbit altitude Hs = 1500 kilometers (km)

and inclination angle 65◦. The number of satellites in each or-

bital plane is set to Ks = 24. Thus, the length of the considered

time interval can be obtained as T = Ts/Ks = 289.56 seconds

(s). The initial angle between the directions of the ascending

node and the satellite at time t = 0 is set to α0 = −7.5◦,

which indicates α(T ) = 7.5◦. The coverage area on the earth

surface is defined as a circle centered at (Θ,Φ) = (0, 0),
where the geocentric angle between the coverage center and

border is 3◦. Note that for this setup, the trajectory of the

satellite and the coverage area are both centrosymmetric w.r.t.

the coverage center. The carrier frequency is set to 14 GHz

and the path loss exponent is set to γ = 2.8. The number

of discrete time slots is M = 50. The number of quantized

coordinates (Θ,Φ) is set to Le×La = 100×200. The number

of MAs is set to N = 16. The threshold for the minimum

beamforming gain over the coverage area is η = 0.5N . The

antenna moving region C is set as a square area of size 3λ×3λ.

The minimum inter-MA distance is set to dmin = λ/2 and the

maximum moving speed of each MA is vmax = 0.01 meters

per second (m/s). The maximum number of iterations and the

termination threshold in Algorithm 1 are set to Imax = 1000
and ǫ = 10−4, respectively. The proposed and benchmark

schemes are defined as follows.

• UPA, steering: An UPA of square size with 4 × 4
antennas and half-wavelength inter-antenna spacing is

adopted at the satellite, where the normalized steering

vector pointing to the coverage center in (33) is used for

beamforming at each time slot.

• UPA, optimized: The same UPA as above is adopted,

where the AWV at each time slot is optimized by the

method given in Section III-C.

• MA: The proposed MA beamforming solution based on

the AO over the APV and AWV, as given in Section III-D.

• 6DMA: In addition to the APV and AWV optimization,

the array orientation/rotation is also optimized at each

time slot by the AO. This scheme can be considered

as a special realization of 6DMA [47], [48] with all

antennas equipped on a single movable surface for ori-

entation/rotation adjustment.

• LC-MA: The proposed LC-MA beamforming solution

based on the AO over the common APV for all time

slots and the AWVs for different time slots, as given in

Section III-E.
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Fig. 3. The convergence of the proposed algorithms and benchmark schemes.
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Fig. 4. Comparison of the average SLR between the proposed and benchmark
schemes.

• LC-6DMA: Based on the LC-MA, the array orienta-

tions/rotations for different time slots are also optimized

jointly with the common APV and the AWVs via the AO.

For all the above schemes, we assume that each antenna el-

ement adopts an half-space isotropic radiation pattern pointing

downwards given by

GAE (k(Θ,Φ, t)) =

{

1, if [k(Θ,Φ, t)]3 > 0,

0, otherwise.
(37)

B. Numerical Results

First, we evaluate the convergence of the proposed AO-

based algorithms and compare them with benchmark schemes

in Fig. 3. As observed, the proposed MA and LC-MA schemes

both achieve a rapidly decreasing interference leakage power

over the iterations subject to the same minimum beamforming

gain over the coverage area, which validates the efficacy of

the proposed AO-based algorithms. In particular, the MA and

LC-MA algorithms converge after 800 and 200 iterations4,

respectively, while the ratio of the converged interference

power values between MA and LC-MA is 75%. This result in-

dicates that compared to the MA scheme, the LC-MA solution

can significantly decrease the computational complexity and

4The optimization can be implemented offline based on the given satellite
orbit and coverage requirement.
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(a) UPA, steering, m = 1 (b) UPA, steering, m = 25 (c) UPA, steering, m = 50

(d) UPA, optimized, m = 1 (e) UPA, optimized, m = 25 (f) UPA, optimized, m = 50

Fig. 5. Beamforming gain over the coverage and interference areas for the UPA-based schemes at different time slots.

(a) MA, m = 1 (b) MA, m = 25 (c) MA, m = 50

(d) LC-MA, m = 1 (e) LC-MA, m = 25 (f) LC-MA, m = 50

Fig. 6. Beamforming gain over the coverage and interference areas for the MA and LC-MA schemes at different time slots.

antenna movement overhead at the cost of partial interference

mitigation gain. Moreover, we observe that the proposed MA

schemes can yield significant performance gains over the UAP

schemes in terms of interference leakage power reduction,

which validates the advantage of MA arrays by dynamically

reconfiguring the array geometry to adapt to the terrestrial

coverage/interference area. In addition, the 6DMA scheme

achieves a negligible performance gain over the MA scheme

because the DoF in MAs’ position optimization is much higher

than that of the array orientation optimization for each time

slot in the context of LEO satellite communications. However,

the performance gap between the LC-MA and LC-6DMA

schemes is observed to be larger. This is because although a

common optimized array geometry is used for all time slots,

the flexible array orientation in LC-6DMA can help further

adjust the array responses over signal directions towards the

interference area for reducing the interference leakage.

Next, we show in Fig. 4 the average SLR achieved

by the proposed and benchmark schemes, which is de-

fined as the ratio of the average beamforming gain over

all times slots to the average interference leakage power,

i.e., 1
M

∑M
m=1 Gm(q[m],w[m])/I(q,w). The proposed MA
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(a) 6DMA, m = 1 (b) 6DMA, m = 25 (c) 6DMA, m = 50

(d) LC-6DMA, m = 1 (e) LC-6DMA, m = 25 (f) LC-6DMA, m = 50

Fig. 7. Beamforming gain over the coverage and interference areas for the 6DMA and LC-6DMA schemes at different time slots.

scheme can achieve about 5 dB gain in terms of SLR compared

to the UPA-based schemes, which demonstrates the superiority

of MA arrays in both coverage enhancement and interfer-

ence mitigation. In addition, the SLR gap between the LC-

MA/LC-6DMA scheme or MA/6DMA is about 1 dB, which

shows the additional gain brought by array orientation/rotation.

Moreover, it is observed that the MA and LC-6DMA schemes

achieve a similar SLR performance. Since the array rotation

is easier to implement compared to MA elements’ movement,

the LC-6DMA scheme provides a practically viable solution

with the desired performance-complexity trade-off for the

considered MA-aided satellite communication systems.

Figs. 5 and 6 show the time-varying beam patterns of the

UPA and MA schemes, respectively. Specifically, for each

point (Θ,Φ) on the earth surface, the beamforming gain
∣

∣a(k(Θ,Φ, tm),q(tm))Hw(tm)
∣

∣

2
in (10) is calculated at time

slots m = 1, 25, 50. The sub-satellite point refers to the

position of the satellite projected on the earth surface. As

can be observed, the beam patterns of UPA-based schemes

have high leakage power to the interference area due to the

strong sidelobe. In comparison, the proposed MA solution can

flexibly configure beam patterns to decrease the sidelobe level

by fully exploiting the DoFs in APV and AWV optimization.

Besides, we can find that the beam patterns are symmetric at

time slots m = 1 and m = 50 because the position of the

satellite relative to the coverage area is also symmetric, as

shown in the sub-satellite point in the figure. For m = 25, the

satellite locates right over the coverage center and thus the

mainlobe has a circular shape. For m = 1 and m = 50, the

satellite is located diagonally above the coverage area, which

results in the distortion of the beam pattern w.r.t. the coverage

area and thus the interference leakage increases. For the LC-

MA strategy, the interference leakage becomes more severe

because the array geometry cannot be reconfigured within

the considered time interval. Nevertheless, it can still achieve

significant performance improvement compared to the UPA-

based schemes.

In Fig. 7, we show the time-varying beam patterns of the

6DMA-based schemes by considering additional optimization

of the MA array orientation. For m = 25, 6DMA and MA

achieve similar beam patterns because the MA array orientates

to the coverage center for both schemes. However, for time

slots m = 1 and m = 50, the 6DMA scheme can alleviate

the beam distortion compared to the MA scheme and thus

the interference leakage power can be further reduced by

optimizing the array orientation. Moreover, although the LC-

6DMA scheme leads to a higher interference leakage power

than the 6DMA scheme, its sidelobe level can be suppressed

compared to the LC-MA scheme.

To shed more light on the antenna position optimization

with or without orientation adjustment, we show in Fig. 8

the array geometry (i.e., the optimized APV) for the MA,

LC-MA, 6DMA, and LC-6DMA schemes. It can be observed

that the MA and 6DMA schemes have similar array geometry

for all time slots, and the array orientation optimization

cannot attain much performance gain in decreasing the average

interference leakage power. In contrast, the array geometries

and orientations are different for LC-MA and LC-6DMA

schemes, which result in distinguished interference mitigation

performance. It is worth noting that compared to the UPA with

half-wavelength inter-antenna spacing (shown in Figs. 8(d) and

8(h) for comparison), the optimized common array geometry

for LC-MA/LC-6DMA has a larger array aperture and non-

uniform antenna spacing, which can achieve a beam with a

narrower main lobe and lower sidelobes for more effective

interference mitigation, as shown in Figs. 5, 6, and 7. For

MA/6DMA at m = 25, since the satellite is located right

over the coverage center, the optimized MA array has an

approximately circular geometry such that the beam pattern

can exactly match the circular coverage area on the earth and
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Fig. 8. The designed array geometry for the proposed MA, LC-MA, 6DMA, and LC-6DMA schemes at different time slots.
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Fig. 9. Comparison of the average interference leakage power versus the time
slots.

reduce the beam leakage to the interference area. In addition,

the satellite orbit and the coverage area are both centrosym-

metric w.r.t. the coverage center, and thus the optimized array

geometries at m = 1 and m = 50 for MA/6DMA exhibit

rotational symmetry.
In Fig. 9, we show the interference leakage power within

the considered time interval, which is quantized into M = 50
time slots. It can be observed again that the proposed MA-

based schemes always outperform UPA-based schemes during

the considered time interval. In particular, for time slots 15-

35, the satellite is nearly right above the coverage area and the

interference leakage for all schemes is relatively small. How-

ever, for time slots 1-15 and 35-50, since the satellite is located

diagonally above the coverage area, it is more challenging to

mitigate the interference leakage due to the beam deformation.

Nevertheless, the proposed MA and 6DMA schemes can still

achieve low interference leakage at these time slots by flexibly

reconfiguring the array geometry/orientation. In comparison,

the LC-MA and LC-6DMA result in slightly higher interfer-

ence leakage power at all times slots as compared to MA

and 6DMA, respectively, due to the limited DoF in antenna

movement optimization.

V. CONCLUSION

In this paper, we investigated MA array enhanced beam cov-
erage and interference mitigation for LEO satellite communi-
cation systems. Given the satellite orbit and terrestrial coverage
requirement within a specific time interval, the APV and AWV
of the satellite-mounted MA array were jointly optimized over
time to minimize the average signal leakage power to the
interference area of the satellite, subject to the constraints
of the minimum beamforming gain over the coverage area,
the feasible moving region of MAs, the minimum inter-MA
spacing, the maximum moving speed of MAs, and the constant
modulus of AWV. To address this non-convex problem involv-
ing continuous-time decision process, we first transformed it
into a more tractable discrete-time optimization problem by
discretizing the time interval and the angular coordinate of
terrestrial areas. Then, an AO-based algorithm was developed
by iteratively optimizing the APV and AWV at all discrete
time slots, where the SCA technique was utilized to obtain
locally optimal solutions over the iterations. To further reduce
the antenna movement overhead, we proposed an LC-MA
scheme by using an optimized common APV at all time slots.
The positions of MAs can be reconfigured at the first time slot
based on the coverage requirement, while subsequent antenna
movement is dispensed until the coverage requirement of the
satellite changes. Simulation results showed that compared to
the conventional UPA-based schemes, the proposed MA array-
aided beamforming schemes can significantly decrease the
interference leakage and increase the average SLR of satellite-
ground links. Moreover, the LC-MA scheme can achieve a
performance comparable to the continuous-movement scheme
in terms of interference mitigation, while additional orienta-
tion/rotation adjustment of the MA array (i.e., 6DMA) can
further improve the performance, especially when the antenna
position is not adjusted frequently.
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