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Abstract
Graph Neural Network (GNN)-based fake news de-
tectors apply various methods to construct graphs,
aiming to learn distinctive news embeddings for
classification. Since the construction details are un-
known for attackers in a black-box scenario, it is
unrealistic to conduct the classical adversarial at-
tacks that require a specific adjacency matrix. In
this paper, we propose the first general black-box
adversarial attack framework, i.e., General Attack
via Fake Social Interaction (GAFSI), against detec-
tors based on different graph structures. Specifi-
cally, as sharing is an important social interaction
for GNN-based fake news detectors to construct
the graph, we simulate sharing behaviors to fool
the detectors. Firstly, we propose a fraudster se-
lection module to select engaged users leveraging
local and global information. In addition, a post
injection module guides the selected users to cre-
ate shared relations by sending posts. The sharing
records will be added to the social context, lead-
ing to a general attack against different detectors.
Experimental results on empirical datasets demon-
strate the effectiveness of GAFSI.

1 Introduction
The rapid expansion of online social media platforms has led
to a rise in misinformation, undermining public trust in truth
and science. Unlike traditional media, where content is often
rigorously fact-checked, the interactive nature of social me-
dia accelerates the spread of fake news through commenting
and sharing, magnifying its impact. This makes detecting and
countering fake news on these platforms both challenging and
crucial [Aı̈meur et al., 2023; Cheng et al., 2024].

To tackle this challenge, abundant machine-learning meth-
ods are proposed for fake news detection. Besides utiliz-
ing single-modal or multi-modal detectors to extract fea-
tures from content [Dong et al., 2023; Hua et al., 2023;
Dong et al., 2024], there is a growing interest in con-
ceptualizing the online social network as a graph struc-
ture to leverage the rich social context [Phan et al., 2023;
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Figure 1: Social context in news dissemination can be constructed
into (a) the user-news bipartite graph; (b) the news engagement
graph; (c) the news-user propagation tree; and (d) the news-post
propagation and dispersion tree, etc. The diversity in the graph types
poses challenges for launching a general black-box adversarial at-
tack on fake news detectors based on different graphs.

Yin et al., 2024]. Among existing studies, the user-news
bipartite graph is commonly used for detectors to model
user engagement [Nguyen et al., 2020; Wang et al., 2023a;
Su et al., 2023]. Besides, the news engagement graph can be
constructed to explore relations between news directly [Wu
and Hooi, 2023]. Instead of capturing information in the
global network, the news’s local propagation structure is also
investigated. The news-post propagation and dispersion tree
[Bian et al., 2020] are constructed to aggregate information
from two directions, while the news-user propagation tree
[Dou et al., 2021] is constructed to capture user-aware in the
propagation structure. Due to the diversity of the graph con-
struction, Graph Neural Network (GNN) is allowed to learn
distinctive news embeddings from different perspectives for
news classification. Despite their effectiveness in detecting
fake news, these detectors have increasingly been found to be
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vulnerable to adversarial attacks [Wang et al., 2023a]. This
vulnerability may be utilized to manipulate public opinion or
gain financial benefits. Therefore, it is critical to investigate
adversarial attacks on GNN-based fake news detectors to as-
sess and enhance their robustness.

Existing adversarial attacks on GNN are primarily catego-
rized into two types: edge perturbation and node injection.
Edge perturbation techniques aim to alter the model’s pre-
diction by adding or removing edges in the graph [Zügner
et al., 2018; Li et al., 2021; Zhang et al., 2023], while
node injection approaches focus on generating and intro-
ducing malicious nodes into the graph [Tao et al., 2021;
Wang et al., 2022]. Although these methods show promise
when the target graph is exposed, their efficacy diminishes in
a more realistic black-box setting where the graph construc-
tion process is unknown. Given the vast differences in fake
news detectors based on various social network structures, as-
suming a certain graph to conduct attacks becomes impracti-
cal for attackers. This situation leads to a crucial question: Is
it possible to develop a universal attack strategy that remains
effective in a black-box scenario against fake news detectors
based on diverse social network structures?

In this paper, we propose a General Attack via Fake Social
Interaction (GAFSI) against GNN-based fake news detectors,
aiming to alter the prediction of the target news. Unlike ex-
isting studies, that are concentrated on a certain graph, we
attempt to add social interaction records into the social con-
text and thus can influence the graph representation regard-
less of the construction methods. Specifically, we employ
a fraudster selection module to identify influential fraudsters
for creating fraudster-post pairs. Then, through a post injec-
tion module, we select the source of new posts in the propa-
gation structure and clone content from existing posts to new
ones. Accordingly, the selected fraudsters will send the posts
to simulate social interactions. This integration of social in-
teraction records can effectively perturb the social context and
fool GNN-based fake news detectors. We validate our frame-
work’s effectiveness in attacking various GNN-based fake
news detectors with different graph structures. Our exten-
sive experimental results demonstrate that GAFSI is general
and capable of deceiving different detectors in a black-box
setting, outperforming state-of-the-art methods.

Overall, our contribution is summarized as follows:

• We propose a general black-box attack framework to
simulate social interactions, enhancing the effectiveness
of the perturbation in a more realistic scenario.

• We propose GAFSI which leveraging gradient-based
attention information, consists of a fraudster selection
module and a post injection module.

• Extensive experimental results demonstrate that the per-
turbation generated by GAFSI on social context can ef-
fectively change the prediction of the target news.

2 Related Work
2.1 GNN-based Fake News Detection
According to the graph prototypes, GNN-based fake news de-
tectors are primarily categorized into two types: propagation-

based detectors and social-context-based detectors [Phan et
al., 2023]. The propagation-based detectors employ a tree-
structured graph to model the propagation process of a single
news [Bian et al., 2020; Dou et al., 2021; Silva et al., 2021;
Han et al., 2021]. Here, the root node represents a news ar-
ticle and other nodes represent associated posts, while edges
depict shared relations among nodes. Besides, social-context-
based detectors prefer to capture global information. Recent
work [Nguyen et al., 2020] considers the relations among
publishers, news, and users to construct the social context
graph. Su et al. [2023] construct a dual-layer graph that con-
tains a news propagation layer and a user interaction layer.
They use shared relations to connect the two layers. Wu and
Hooi [2023] construct a news engagement graph based on the
number of common users. Although some methods utilize ad-
ditional information to construct the graph, it is worth noting
that shared relation remains a key factor in those graph con-
struction processes. Hence, it inspired us to fool the GNN-
based fake news detector via fake social interaction.

2.2 Adversarial Attack on GNN

Numerous adversarial attack methods have been proposed
to fool classifiers in various domains [Zhu et al., 2023;
Tang et al., 2023; Zhu et al., 2024; Guo et al., 2024]. For
graph-related tasks, the attack techniques include attribute
perturbation, edge perturbation, and node injection [Liu et al.,
2022]. Zügner et al. [2018] first conduct targeted attacks on
GNN through greedy-based edge perturbation. To address the
inefficiency of the previous methods on large-scale graphs, Li
et al. [2021] introduce a method containing a subgraph con-
structing process. Zhang et al. [2023] focus on finding a min-
imized set of perturbations to realize an attack with low cost.
Recent work [Shang et al., 2023] start to conduct edge pertur-
bation on heterogeneous graphs. They consider that all GNNs
take the same graph as input and focus on perturbing the edge
that has a larger common weight. Instead of edge perturba-
tion, Tao et al. [2021] propose a targeted attack method by in-
jecting a single node which is obtained from a pre-trained en-
coder. Wang et al. [2022] regard the node injection attack as a
graph clustering problem and solved it based on Euclid’s dis-
tance between nodes’ adversarial feature. Although existing
attacks perform well in traditional graph tasks, they demon-
strate limitations when attacking GNN-based fake news de-
tectors. The edge perturbation method may break the chain,
leading to the destruction of the propagation structure, which
is easy to discover. Furthermore, the node injection method
generates perturbation in the form of embedding which can
not be restored to original attributes. Hence, they are insuffi-
cient to conduct attacks against fake news detectors.

Wang et al. [2023a] is the first to attack GNN-based
fake news detectors, focusing on manipulating three types of
fraudsters to collaborate in deceiving the detector. They for-
mulate the attack problem as attacking GNNs on a user-news
bipartite graph and successfully alter the predicted label of
the target news. However, they only consider modifying the
edge between fraudsters and target news in the user-news bi-
partite graph. Thus, similar to previous attacks, their method
can not attack detectors based on other graph structures.



3 Preliminary and Problem Statement
Social Context in News Dissemination. The social context
in news dissemination is represented as G = (U,Q, P,E),
where U = (u1, . . . , um) indicates a set of m users, Q =
(q1, . . . , qn) denotes a set of n news, P = (p1, . . . , pl) repre-
sents a set of l posts, E = {Eu, Et} represents a set of rela-
tion in G. Here, Eu characterizes the user-post relations, with
an edge (ui, pj) ∈ Eu signifying that user ui is the author of
post pj . Et characterizes a set of the shared relations between
news and posts, as well as the shared relations among posts
themselves. Then, the fake news detection task based on G
can be treated as a binary classification problem. yi ∈ Y is
the ground-truth label of the news i where 0 and 1 represent
the real news and fake ones respectively.
Graph Construction of G for Fake News Detection. To
mine rich information in social context G, GNN-based fake
news detectors typically consider the entities and relations
that can represent a kind of structural pattern to construct a
graph. As there are abundant structural patterns in the so-
cial context, the graph constructed by different detectors en-
compasses a variety of types, e.g., the user-news bipartite
graph [Wang et al., 2023a], the news engagement graph [Wu
and Hooi, 2023], the news-user propagation tree [Dou et
al., 2021], and the news-post propagation and dispersion
tree [Bian et al., 2020]. For simplicity, we describe the graph
construction process as:

Gs = r(G), (1)

where r(·) is a function to generate a graph based on social
context. After constructing the graph, detectors will utilize
a pre-trained language model, e.g., GloVe [Pennington et al.,
2014] and BERT [Devlin et al., 2019], to generate the fea-
ture matrix X and employ a GNN to learn news embedding,
aiming to classify news.
Adversarial Attack on Specific Graph. Existing adversar-
ial attack methods can easily perturb the graph by adding a
small perturbation ξ to the graph Gs. Here, the attack process
can be described as:

G′
s = Gs + ξ. (2)

However, different detectors employ different functions to
generate the graph, and thus attackers need to deal with a
set of Graphs {G1

s, . . . , G
k
s} where k is the number of the

detectors. Due to structural differences, perturbation ξ is not
general for the graphs in the set. In a black-box manner, the
problem will become more challenging, thereby encouraging
us to develop a general approach to attack the detectors.
Our Attack on Social Context. To execute a generalized
attack against GNN-based fake news detectors, a natural way
is to perturb the social context G instead of Gs. Therefore, a
general attack process can be described as:

G′ = G+ ξ. (3)

However, the small perturbation ξ may disrupt the seman-
tic integrity, making attacks more easily detectable. Hence,
we attempt to simulate social interaction to meet practical
constraints. Specifically, we manipulate a set of controllable

fraudsters Uc to add social interaction records through shar-
ing. The perturbed social context can be represented as:

G′ = (U,Q, P ∪ P ′, E ∪ E′
u ∪ E′

t), (4)

where P ′ includes new posts sent by fraudsters, E′
u and E′

t
are new user-post and shared relations, respectively. The at-
tack’s objective for the k-th news qk is formalized as:

max
P ′,E′

I(argmax
z

fθ∗(r(G′), X)qk ̸= yqk),

s.t. θ∗ = argmin
θ

L(θ; r(G), X),

|P ′| = |E′
u| = |E′

t| ≤ ∆,

(5)

where fθ is the targeted GNN-based fake new detector which
has been trained on the clean data, I(·) is an indicator func-
tion, X is the feature matrix, z is the predicted label of news
qk, and ∆ is the given budget. The goal is to maximize the
likelihood of qk being misclassified within the constraints.

4 Method
In this section, we describe our general attack framework
which consists of two major modules, i.e., the fraudster se-
lection module and the post injection module, as shown in
Figure 2. Given the social context of news dissemination G as
input, our framework adds a set of social interaction records
and eventually fools the GNN-based detectors.

4.1 Fraudster Selection Module
To select users to engage in the attack, following [Dou et
al., 2021; Wang et al., 2023a], we first utilize a pre-trained
language model [Pennington et al., 2014] to extract user rep-
resentation from the users’ historical posts. However, the
GNN-based detector’s attention on the user representation is
often different from the local structure and global structure.
To comprehensively consider the impact of user representa-
tion on different structures, we utilize the propagation tree
to estimate the local influence of the user representation and
construct the user-news bipartite graph to estimate the global
influence. Accordingly, we propose a user selection module
that can effectively optimize the set of potential fraudsters.
Local Influence Estimation. To capture local influence,
we first construct a propagation tree Gk

t = (Vk
t , E

k
t ) for tar-

get news qk, which consists of:

Vk
t ={v|∀v ∈ traversal (Et, qk)},

Ek
t ={(vi, vj)|∀(vi, vj) ∈ traversalpath (Et, qk)},

(6)

where traversal(Et, qk) indicates a function to traverse a
tree with news qk as the root according to Et, and
traversalpath(Et, qk) indicates a function to obtain the paths
in above traverse process. Then, we let the representations of
post nodes in Gk

t equal to the user representation of the post
owner such that the GNN-based detector can learn user repre-
sentation in a local view. Empirically, the gradient can char-
acterize the model’s attention on different inputs. Inspired by
gradient-based attribution methods [Shrikumar et al., 2017;
Sanchez-Lengeling et al., 2020], we leverage the model’s
attention on different feature elements to measure the local



Social Context  �

Input Fraudster Selection Module

Importance Weight
Pruning

Local Structure

Fraudster Set

Global Structure Score

0.41

0.99

0.66 Selected Fraudsters

News-user 
Propagation Structure

Post Injection Module

Connection 

Optimization

News-post 
Propagation Structure

Importance Weight

Selection

Post Set Content Clone

Social Context  �′

GNN-based 
Detectors

News Prediction

Representations �

Post Initialization

Figure 2: An illustration of GAFSI against GNN-based fake news detectors. The social context G and corresponding representation X serve
as the input of GAFSI. The fraudster selection module selects influential fraudsters according to information from the local structure and
global structure. Each selected fraudster will send a post and then the post injection module will optimize the connection and the content of
the post. Finally, the records of sharing will be added into the social context and fool the GNN-based detector.

influence. Following the black-box manner, a GNN-based
graph classifier fθt is trained as a surrogate model to obtain
attention information. Given the propagation tree Gk

t , the im-
portance weight of the user representation is given by:

wGk
t
=

1

N − 1

∑
vi∈Vk

t \{qk}

∂fθt(AGk
t
, XGk

t
)1−yqk

∂xvi

, (7)

where AGk
t

is the adjacency matrix of Gk
t , XGk

t
is the user

representation matrix of Gk
t , xvi is the user representation

of the publisher of post vi and N is the scale of Vk
t . The

j-th entry in wGk
t

indicates the relative importance for j-th
feature element resulting from classifying qk into the wrong
class based on Gk

t . Intuitively, users with greater influence
should have larger weights on the relatively important feature
elements. According to the importance weight, the local in-
fluence of a fraudster ui ∈ Uc is measured as:

sui
= xui

· wGk
t
, (8)

where xui is the user representation of the fraudster ui. To
improve efficiency, we utilize local influence for pruning.
Obviously, nodes with lower local influence are not ideal
choices. Hence, ceil(α∆) fraudsters will be remained, where
their local influence are ceil(α∆)-largest.

Global Influence Estimation. To estimate the global influ-
ence of the user representation, we construct a user-news bi-
partite graph Gb = (Vb, Eb):

Vb =U ∪Q,

Eb ={(qk, ui)|∃(ui, pj) ∈ Eu ∧ pj ∈ Vk
t }.

(9)

Due to the direct connections between users and news, we can
utilize the gradient of the edge between them to estimate the
global influence. Similarly, we train a GNN-based node clas-
sifier fθb as the surrogate model based on Gb. Subsequently,
the gradient of the potential edge between a fraudster ui and

the target news qk is calculated as:

∇aqk,ui
=

∂L(fθb(AGb
, XGb

))qk
∂aqk,ui

, (10)

where AGb
is the adjacency matrix of Gb, XGb

is the feature
matrix of Gb and L is the cross-entropy loss function. In gen-
eral, a larger gradient of the potential edge indicates that the
corresponding user’s participation in the attack will cause a
greater impact on the target news. Hence, we select the fraud-
ster ui with the largest gradient in those remaining fraudsters
and update the selected fraudster set Ua = Ua ∪ {ui}. The
related edge is added to Eb and the selection process will be
repeated until ∆ fraudsters have been chosen.

4.2 Post Injection Module
Once a set of users Ua engaging in the attack is selected, we
attempt to determine the targets of sharing behavior for these
users such that the shared relations can be established.
Post Initialization. Since the budget for new interactions
and the number of selected users are both ∆, each user
ui ∈ Ua can send a new post to maximize user participa-
tion within the attack budget. Hence, we can obtain a set of
new post P ′ and a set of user-post relation E′

u. Note that the
content of the post is still hard to generate and we temporarily
set it to empty. Intuitively, directly sharing the target news qk
is not always the best choice. To measure the impact of se-
lecting different shared targets, we employ the previous prop-
agation tree Gk

t to model the existing propagation structure
of the news qk. Then, the sharing behaviors can be treated as
injecting posts into Gk

t such that we obtain a new propagation
tree Go = (Vo, Eo), where Vo = Vk

t ∪P ′ and Eo = Ek
t . The

new adjacency matrix of AGo
can be formulated as:

AGo
=

[
AGk

t
B

BT O

]
, (11)

where AGk
t

is the original adjacency matrix of Gk
t , B is the

potential edges between injected posts and the posts in the



original tree and O is the potential edges between injected
posts. At the beginning, B and O are both zero matrices.

Connection Optimization. Subsequently, we leverage the
gradient of the edges in B as the proxy of attention to find the
optimal connection. Since the content of the post has not been
optimized, it is infeasible to optimize the connection based on
the text representation. Instead, we utilize the user represen-
tation to select the shared target. According to Eu and E′

u,
we let the representations of post nodes in Go equal to the
user representation of the post publisher. Then, a GNN-based
graph classifier fθt is utilized as a surrogate model to obtain
gradient information. Different from the previous process,
we only consider ∆ injected posts. Hence, the simplified op-
timization process is described as:

argmax
aij

∇B ⊙ C = argmax
aij

∂L(fθt(AGo
, XGo

))

∂B
⊙ C,

(12)
where ⊙ represents the element-wise product, AGo is the ad-
jacency matrix of Go, XGo

is the user representation matrix
of Go, C is a mask matrix and aij is the edge with the largest
gradient under constraints in B. At the beginning, C is a
matrix of ones. We treat aij represents an optimal shared re-
lation and expand Eo = Eo ∪ {(vi, vj)}. Each post has a
unique source in the tree. To ensure each new post can only
be selected once, we let Ckj = 0,∀k. Iteratively, we expand
Eo until each injected post has one connection in Eo. Hence,
we obtain the set of new shared relation E′

t = Eo \ Ek
t .

Content Clone. According to the new propagation tree Go,
we optimize the text representation for injected posts which
has been set as empty before. Recent study [Wang et al.,
2023b] directly set the feature as zero, indicating an empty
message, leading to little impact on detectors. To address
this problem, we attempt to clone existing content into our
new posts. Similarly, we leverage the model’s attention on
the text representations to estimate the influence of the exist-
ing content. Specifically, we extract text representations from
the content of existing posts and retrain a GNN-based graph
classifier f ′

θt
according to the text representations. Then, for

a new post pi ∈ P ′, we let the feature vector of it equal to
the zero feature vector due to its empty content. Given the
modified propagation tree Go, the attention weight of the text
representation for the new post pi can be calculated as:

wpi
=

∂f ′
θt
(AGo , X

′
Go

)1−yqk

∂xpi

, (13)

where X ′
Go

represents the text representation matrix of Go,
xpi

is the feature vector for post pi. Then, we randomly sam-
ple a set of potential post Pr ⊂ P . For each pj ∈ Pr, we
calculate the score as:

spi,j
= xpj

· wpi
, (14)

where xpj
is the text representation of the post pj . After com-

puting the score for all posts in Pr, we select the potential post
that has the largest score and clone the post content to the new
post pi. The content of all injected posts will be updated and
then the posts can be injected into the social context.

Based on the two modules, we mix the generated records
of sharing behavior into the raw data and then fool the GNN-
based fake news detectors.

5 Experiment

5.1 Experimental Settings

Datasets. We adopt two real-world datasets [Shu et al.,
2017; Fey and Lenssen, 2019], i.e., Politifact and Gossipcop,
from the PyTorch-Geometric library. To train detectors and
our surrogate model, we split the data into 20% for the train-
ing, 10% for the validation, and 70% for the testing. The
testing set is also treated as the set of the news to be attacked.

GNN-based Fake News Detectors. We investigate the
robustness of different GNN-based fake news detectors.
For social-context-based detectors, following [Wang et al.,
2023a], we construct a user-news bipartite graph. Leverag-
ing Glove [Pennington et al., 2014], we extract the features
of user nodes from their historical posts and the features of
news nodes from the news contents. Subsequently, we attack
three variants of GNN, i.e., GCN [Kipf and Welling, 2017],
GraphSAGE [Hamilton et al., 2017], and GAT [Veličković
et al., 2018]. Besides, following [Wu and Hooi, 2023], we
construct a news engagement graph and attack the related
proposed model. For propagation-based detectors, follow-
ing [Dou et al., 2021], we construct a tree-structured prop-
agation graph. The features of post nodes are derived from
the historical posts of their owner. Then, we investigate three
variants of UPFD [Dou et al., 2021]. We also investigate
BiGCN [Bian et al., 2020] on a propagation and dispersion
bi-directional tree. Different from the previous tree, the fea-
tures of post nodes are derived from the post content.

For clarity, we use G1, G2, G3, and G4 to represent a bi-
partite graph, a news engagement graph, a propagation tree,
and a bi-directional tree mentioned above, respectively.

Baselines. Since there is no attempt to conduct a general at-
tack on detectors based on different graph structures, we need
to make some necessary assumptions to extend the existing
methods. The baseline method will conduct the attack on the
user-news bipartite graph and connect users with the target
news. To obtain a complete record of social interaction, we
assume the users selected by the baselines randomly share
the related post of target news and the new posts have empty
content. The detailed baselines are described as follows:

Random, which randomly establishes a connection be-
tween a user and the target news.

DICE [Waniek et al., 2018], which randomly connects
the target news to several users with a different label. The
pseudo-labels of users are obtained from the surrogate model.

SGA [Li et al., 2021], one of the most effective targeted
attacks on the node classification task. SGA constructs a sub-
graph for the target node and computes gradients of edges in
the subgraph to generate edge perturbation.

MARL [Wang et al., 2023a], which is the first work to
attack GNN-based fake news detectors utilizing a multiagent
reinforcement learning framework.



Dataset Graph Model
Fake News Real News

- Random DICE MARL SGA GAFSI - Random DICE MARL SGA GAFSI

Politifact

G1
GCN 0.20 0.16 0.29 0.97 1.00 1.00 0.04 0.18 0.30 0.81 0.95 0.95
SAGE 0.27 0.30 0.37 0.56 0.84 0.85 0.12 0.12 0.15 0.32 0.65 0.70
GAT 0.21 0.24 0.34 0.43 0.68 0.70 0.10 0.12 0.18 0.39 0.67 0.55

G2 DECOR-GCN 0.18 0.31 0.45 0.57 0.86 0.92 0.10 0.11 0.21 0.36 0.32 0.37

G3
UPFD-GCN 0.26 0.29 0.31 0.39 0.55 0.98 0.10 0.11 0.11 0.13 0.15 0.72
UPFD-SAGE 0.26 0.35 0.52 0.56 0.89 0.96 0.13 0.16 0.26 0.32 0.73 0.86
UPFD-GAT 0.27 0.26 0.28 0.31 0.45 0.48 0.14 0.16 0.17 0.25 0.41 0.52

G4 BiGCN 0.21 0.22 0.23 0.29 0.31 0.91 0.10 0.12 0.15 0.13 0.18 0.92

Gossipcop

G1
GCN 0.02 0.01 0.04 0.63 0.77 0.57 0.08 0.15 0.18 0.75 1.00 1.00
SAGE 0.10 0.09 0.10 0.31 0.37 0.92 0.02 0.12 0.13 0.35 0.85 0.91
GAT 0.04 0.05 0.08 0.21 0.40 0.23 0.03 0.08 0.11 0.22 0.48 0.48

G2 DECOR-GCN 0.07 0.06 0.09 0.23 0.64 0.78 0.04 0.13 0.15 0.08 0.20 0.24

G3
UPFD-GCN 0.02 0.02 0.04 0.05 0.06 0.85 0.05 0.06 0.08 0.08 0.12 0.84
UPFD-SAGE 0.02 0.03 0.06 0.04 0.21 0.68 0.05 0.05 0.07 0.18 0.52 0.68
UPFD-GAT 0.02 0.03 0.06 0.04 0.20 0.75 0.06 0.06 0.08 0.16 0.44 0.64

G4 BiGCN 0.04 0.05 0.07 0.05 0.08 0.63 0.05 0.07 0.08 0.09 0.10 0.78

Table 1: The success rate of GAFSI compared to other baselines. Fake News and Real News represent the original label of the target news.
“-” denotes the misclassification rate for the detectors before the attack. The best results are highlighted in bold.

2 4 6 8 10 12 14 16 18 20
0.4

0.5

0.6

0.7

0.8

0.9

1.0

Su
cc

es
s r

at
e

(a) Politifact Fake News

2 4 6 8 10 12 14 16 18 20

0.3
0.4
0.5
0.6
0.7
0.8
0.9

Su
cc

es
s r

at
e

(b) Politifact Real News

GCN SAGE GAT UPFD-GCN UPFD-SAGE UPFD-GAT

2 4 6 8 10 12 14 16 18 20

0.2

0.4

0.6

0.8

1.0
Su

cc
es

s r
at

e

(c) Gossipcop Fake News

2 4 6 8 10 12 14 16 18 20
0.2

0.4

0.6

0.8

1.0

Su
cc

es
s r

at
e

(d) Gossipcop Real News

Figure 3: The success rate of GAFSI when adopting different trade-off parameters α.

5.2 Performance Analysis

Comparison with State-of-the-art Methods. Our goal is
to change the prediction of the target news. To this end, we
evaluate the success rate of the attack which is defined as the
number of misclassified news after the attack divided by the
total number of target news. A larger success rate means bet-
ter attack performance. Following the existing targeted at-
tacks [Zügner et al., 2018; Li et al., 2021], the budget of new
records ∆ equals to the degree of the target node in the user-
news bipartite graph which represents the original number of
people engaged in sharing the news. For each target news, we
repeat the attack 10 times and report their average results.

Table 1 shows the attack performance when changing the
prediction of fake news and real news respectively. Our
method outperforms all baselines in most cases, particularly
against propagation-based detectors on G3 and G4. Besides,
GAFSI achieves a greater improved amount of success rate
in the larger dataset, i.e., Gossipcop, demonstrating the abil-
ity to deal with large-scale graphs. MARL fails to reduce
the search space, achieving poor attack performance. Com-
pared to SGA, GAFSI has less influence on target news in
three cases. This is because SGA solely focuses on modi-
fying the user-news bipartite graph, while GAFSI makes a
trade-off between different graph structures, improving the
transferability with relatively minor costs. Furthermore, the

Dataset MARL SGA GAFSI

Politifact 51.77 0.78 0.50
Gossipcop 54.24 2.20 1.69

Table 2: The average running time (s) of attacking a piece of news.

attack performance between different variants also improves
in some cases, especially against GraphSAGE.

Computational Efficiency. We demonstrate the average
running time for attacking single news in Table 2. Compared
to SGA, we generate more complex and complete social in-
teraction in a similar running time. MARL suffers from low
time efficiency due to the vast search space and multiple sam-
plings. In contrast to MARL, our approach shows a notice-
able advantage in computational efficiency through utilizing
a hierarchical strategy in the fraudster selection module.

5.3 Ablation Studies and Other Analysis
Effects of Varying Hyper-parameters. We examine the
performance of GAFSI with different parameters α to make a
trade-off between local influence and global influence in the
fraudster selection module. The results against detectors on
G1 and G3 are shown in Figure 3, GAFSI achieves a poor
performance against detectors on G1 when only considering
local influence, i.e., α = 1. As α increases, we observe
that enhancing the attack performance against detectors on
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Figure 4: The average success rate of attacks with different budgets.

Dataset Model - Root Random Ours

Politifact
UPFD-GCN 0.17 0.79 0.37 0.84
UPFD-SAGE 0.19 0.81 0.86 0.90
UPFD-GAT 0.20 0.48 0.48 0.50

Gossipcop
UPFD-GCN 0.04 0.82 0.39 0.84
UPFD-SAGE 0.03 0.63 0.61 0.68
UPFD-GAT 0.04 0.56 0.62 0.70

Table 3: The success rate for different post sources.

Dataset Model - Empty Random Ours

Politifact

UPFD-GCN 0.10 0.13 0.19 0.95
UPFD-SAGE 0.11 0.13 0.14 0.68
UPFD-GAT 0.11 0.12 0.12 0.48
BiGCN 0.12 0.14 0.20 0.91

Gossipcop

UPFD-GCN 0.03 0.04 0.17 0.70
UPFD-SAGE 0.02 0.02 0.20 0.27
UPFD-GAT 0.02 0.02 0.25 0.39
BiGCN 0.04 0.12 0.12 0.71

Table 4: The success rate for different post content.

G1 sacrifices the attack performance against detectors on G3.
When α is smaller, this trade-off is worthwhile. Ultimately,
the method’s attack performance achieves a balance, indicat-
ing that subsequent nodes have a low impact on any models.

Effects of Different Post Sources. To demonstrate the va-
lidity of the post injection module in GAFSI, we conduct ab-
lation experiments on the connection strategy. A source of a
post could be a news or a related post. To conduct the abla-
tion study, we provide two strategies for comparison. Fraud-
sters can choose to directly share the target news, which is
regarded as a Root strategy. Another choice for fraudsters is
to randomly share a related post, which is regarded as a Ran-
dom strategy. We conduct experiments against detectors on
G3. As shown in Table 3, we compare these two strategies to
ours, indicating that our approach can cause a greater impact
on the propagation tree of the target news.

Effects of Different Post Content. For the ablation study
of post content generation, we directly set the new post as an
empty text or randomly assign the existing content to it. In
contrast to previous experiments, the detectors to be attacked
classify news based on the content of posts. Therefore, we
leverage text representation to train the detector on G3 and
G4 before the attack. Table 4 reports the results of different
strategies against detectors that leverage text representation
as post nodes’ features. It is obvious that our strategy con-
tributes to enhancing the attack performance.
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Figure 5: The success rate of GAFSI on target news within different
degree ranges.

Effects of Different Budgets. To better evaluate the effec-
tiveness of GAFSI with different budgets, as shown in Figure
4, we gradually reduce the budget to observe changes in at-
tack performance on the detectors based on G1 and G3, re-
spectively. As the budget increases, our method widens the
gap in attack performance compared to other methods, es-
pecially for the fake news in Gossipcop. We also observe a
slowing growth rate, which could be attributed to two factors.
Firstly, later-selected users often have lower influences than
earlier-selected ones, Secondly, the increase in the number of
users might dilute the impact of single users.

Effects of Different News Degrees. Intuitively, the degree
of node has a large impact on attack performance. Since rel-
atively low degrees constitute a significant portion of real-
world datasets, nodes that have a degree less than 100 are
selected for further investigation. We group the target news
based on their node degrees on the bipartite graph. Then, we
summarize the attack results for the grouped nodes. As shown
in Figure 5, the success rate of our method decreases when the
degree of target news increases. This implies that the detec-
tors are more robust when predicting news with more partic-
ipants involved. Besides, compared to detectors working on
G1, those working on G3 seem less sensitive facing varying
degrees, which may be attributed to their tree structures.

6 Conclusion
In this paper, we propose a general black-box adversarial at-
tack framework against GNN-based fake news detectors with
different graph structures. The key idea is to add fake social
interaction to the social context via fraudster’s sharing behav-
iors. Extensive experimental results demonstrate the effec-
tiveness and superiority of our method in attacking different
fake news detectors. In the future, we plan to investigate the
engagement pattern and realize a more imperceptible attack.
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