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We describe a class of spin chains with new
physical and computational properties. On
the physical side, the spin chains give exam-
ples of symmetry-protected topological phases
that are defined by non-onsite symmetries, i.e.
symmetries that are not a tensor product of
single-site operators. These phases can be
detected by string-order parameters, but no-
tably do not exhibit entanglement spectrum
degeneracy. On the computational side, the
spin chains represent a new class of states that
can be used to deterministically teleport infor-
mation across long distances, with the novel
property that the necessary classical side pro-
cessing is a non-linear function of the mea-
surement outcomes. We also give examples
of states that can serve as universal resources
for measurement-based quantum computation,
providing the first examples of such resources
without entanglement spectrum degeneracy.
The key tool in our analysis is a new kind of
tensor network representation which we call
split-index matrix product states (SIMPS).
We develop the basic formalism of SIMPS,
compare them to matrix product states, show
how they are better equipped to describe cer-
tain kinds of non-onsite symmetries and quan-
tum teleportation, and discuss how they are
also well-suited to describing constrained spin
chains.

1 Introduction
Quantum spin chains are an endless well of surprising
physics. Models such as the Affleck-Kennedy-Lieb-
Tasaki (AKLT) chain [1], which initially appear fea-
tureless as they break no symmetries, turn out to have
rich physics including degeneracy in the boundary
and entanglement spectrum, hidden symmetry break-
ing, and non-local string order [2–5]. These proper-
ties turn out to be a consequence of the presence of
symmetry-protected topological (SPT) order [4, 6–8].
Remarkably, these same spin chains are also useful for
quantum information processing. For example, they
can be used to teleport information across large dis-

tances [9–11], generate cat-like entanglement [12, 13],
and even perform universal measurement-based quan-
tum computation (MBQC) [14–16].

The computational and physical properties of quan-
tum spin chains are intimately related. It has been
proven that SPT order - or alternatively string or-
der - implies quantum computational utility of the
ground states of spin chains [10, 16–20]. Conversely,
the ability to perform teleportation has been used to
witness phase transitions [9, 21–23] and to probe for
SPT order in experiment [24, 25]. These relations
can be most clearly seen using the matrix product
state (MPS) formalism [26, 27]. Therein, the many-
body wavefunction is described in terms of many local
tensors whose symmetries underlie both the compu-
tational and physical properties of the MPS [8, 10].
More generally, the MPS formalism has established
itself as the ultimate tool for studying 1D spin chains
both analytically and numerically [27–31]. Therefore,
any extension of MPS can potentially have impact on
a wide range of fields and applications.

In this paper, we construct a class of quantum spin
chains that have novel physical and computational
properties. The key concept that we introduce is
a new kind of tensor network representation we call
split-index matrix product states (SIMPS) (4). While
equivalent to MPS in terms of which states can be
efficiently captured, SIMPS offer an alternative de-
scription that we argue is essential to understanding
the properties of the constructed models. For exam-
ple, a key physical property of the models is that they
possess symmetries which are non-onsite, i.e. not a
tensor product of single-site unitaries. Compared to
MPS, we show that SIMPS provide a more elegant
way to identify and analyze such symmetries. Simi-
larly, SIMPS offer a clearer picture of the computa-
tional capabilities of certain models, including ones
that have previously appeared in the literature. We
also show that SIMPS are well-suited to capturing
constrained spin chains, including models exhibiting
quantum many-body scars and Hilbert space frag-
mentation [32].

Overall, we show that the SIMPS formalism is an
extension of the MPS formalism that better captures
certain physical and computational properties of spin
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chains, clarifies some existing results in the literature,
and enables the construction of new models. We sum-
marize the key results of this paper in the next section.

1.1 Summary of results
This paper is organized as follows:

• In Sec. 2, we introduce the SIMPS formalism,
determine when an MPS is suited to a SIMPS
representations, show how to optimally convert
between MPS and SIMPS representations, and
prove a number of general results including a fun-
damental theorem of SIMPS.

• In Sec. 3, we use SIMPS to construct a large class
of spin chains that have SPT order under non-
onsite symmetries. We characterize these phases
in terms of string order, response to flux inser-
tion, (a lack of) entanglement spectrum degener-
acy, and by revealing the “universal fingerprints”
in the entanglement structure.

• In Sec. 4, we show how these SIMPS are re-
sources for long-range quantum teleportation and
MBQC. Key differences distinguishing our re-
sources from existing ones are the necessity of
non-linear classical side processing, and MBQC
universality in the absence of entanglement spec-
trum degeneracy.

• In Sec. 5, we show how SIMPS are suited to
describing constrained spin chains, since generic
local constraints can be encoded as linear con-
straints on the SIMPS tensors rather than non-
linear constraints on an MPS tensor. We show
that previous MPS Ansätze used to parameterize
constrained Hilbert spaces arise naturally from
SIMPS, which then provides a route for more
general Ansätze.

• Finally, in Sec. 6, we apply our results to clar-
ify an example that previously appeared in the
literature, discuss how our results support the
conjectured equivalence between quantum tele-
portation and SPT order, and outline possible
future applications of SIMPS.

2 The SIMPS representation
In this section, we define the SIMPS representation,
prove some fundamental properties of SIMPS, and
show how to convert between MPS and SIMPS. To
begin, we review the definition of MPS. An MPS with
periodic boundary conditions (PBC) has the following
form,

|ψ⟩ =
∑

i1,...,iN

Tr(Ai1Ai2 · · ·AiN )|i1i2 · · · iN ⟩, (1)

where the physical indices ik takes values from in
0, . . . , d−1, each Ai is a D×D matrix that acts in the
so-called virtual space and D is the bond dimension.
An important class of MPS is that of normal MPS,

Definition 1 (Normal MPS). An MPS tensor
Ai is said to be normal if there is a num-
ber L0 called the injectivity length such that
span{Ai1Ai2 · · ·AiL0 }i1,...,iL0

= MD where MD is the
space of all complex D × D matrices. If L0 = 1, the
MPS is said to be injective.

Physically, a normal MPS is the unique ground state
of a particular gapped parent Hamiltonian, and there-
fore has a finite correlation length [26]. Conversely,
non-normal MPS have long-range correlations and are
associated with spontaneous symmetry breaking [33].
Note that, if the spanning property holds for length
L0, it also holds for all L ≥ L0. This property is
equivalent to the map

AL(X) =
∑

i1...iL0

Tr(Ai1Ai2 · · ·AiLX)|i1 · · · iL⟩ (2)

being an injective map from the virtual degrees of free-
dom to the physical degrees of freedom for all L ≥ L0
[26]. Thus injectivity means we can invert this map,
allowing us to reveal the virtual legs of the MPS. This
is important for constructing parent Hamiltonians [33]
and string order parameters [5].

Given the MPS |ψ⟩, we can define a state on open
boundary conditions (OBC) in the following way,

|ψ̄⟩ =
∑

i1,...,iN

a,b

⟨a|Ai1 · · ·AiN |b⟩|a, i1 · · · iN , b⟩, (3)

where we have added D-dimensional qudits on the
edges of the chain indexed by a and b which take
values in 0, . . . , D− 1, such that |ψ̄⟩ lives in a Hilbert
space CD ⊗ (Cd)⊗N ⊗ CD. We call the d-dimensional
spins the bulk spins and the D-dimensional spins the
boundary spins. This OBC form will be useful when
we describe quantum teleportation using MPS.

Now we introduce SIMPS. A SIMPS describes a
state |ψ⟩ defined on a ring of N spins of dimension d
as follows,

|ψ⟩ =
∑

i1,...,iN

Tr(Bi1i2Bi2i3 · · ·BiN i1)|i1i2 · · · iN ⟩.

(4)
where each Bij is a χi × χj matrix. Most explicit ex-
amples that we consider in this paper have χi = χ for
all i, in which case we call χ the SIMPS bond dimen-
sion. We will see soon that χ is in general different
from the bond dimension D of the standard MPS rep-
resentation.

As in an MPS representation, a SIMPS is described
in terms of a trace of a product of matrices that de-
pend on the state of the physical spins. However,
unlike the standard MPS representation, each matrix
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in a SIMPS is determined by the states of two neigh-
bouring spins. The name “split-index” MPS comes
from the fact that the state of every physical spin
is “split” across two tensors Bij . This splitting op-
eration is defined with respect to a particular basis
of the physical spins. Therefore, one important dif-
ference between MPS and SIMPS is that the SIMPS
representation is strongly dependent on the choice of
physical basis. In particular, the bond dimension can
in general depend on the basis of the physical spins
{|i⟩}. To be more general, one could consider tensors
that depend on a larger number of physical indices.
But, after sufficient enlargement of the unit cell, we
can always return to the form of Eq. (4).
We remark that the SIMPS construction is very

similar to double-line tensor networks [34–36], which
share the feature that a given physical degree of free-
dom is used in more than one tensor in the network.
Here, we examine this kind of representation from a
more fundamental standpoint.

We can also define an OBC form of SIMPS in the
case that χi = χ for all i,

|ψ̄⟩ =
∑

i1,...,iN

α,β

⟨α|Bi1i2 · · ·BiN−1iN |β⟩|α, i1 · · · iN , β⟩,

(5)
in which we have added χ-dimensional spins to the
left and right boundaries of the chain indexed by α
and β which take values in 0, . . . , χ−1. Note that the
most natural boundary condition in this representa-
tion involves spins of dimension χ, rather than the
corresponding MPS bond dimension D.
As for MPS, we can identify an important subclass

of SIMPS that we call normal SIMPS,

Definition 2 (Normal SIMPS). A SIMPS tensor
Bij is normal if there is a finite L1 such that
span{Bs1i1Bi1i2 · · ·BiL1 s2}i1,...iL1

= Mχs1 ,χs2 for all
s1, s2, where Mχs1 ,χs2 is the space of all χs1 × χs2

matrices. If L1 = 1, the SIMPS tensor is said to be
injective.

As in the case of MPS, this property is stable in that
it holds for all L > L1 as well, and it allows us to
construct an operator that reveals the virtual space
of the SIMPS. Define the map,

B[s1,L,s2](X) =∑
i1...iL

Tr(Bs1i1Bi1i2 . . . BiLs2X)|i1 . . . iL⟩. (6)

If the SIMPS is normal and L ≥ L1, then B[s1,L,s2] has

an inverse B−1
[s1,L,s2] such that B−1

[s1,L,s2]B[s1,L,s2] = 1.
Using this, we can define the operator,

BL =
∑
s1,s2

|s1⟩⟨s1| ⊗B[s1,L,s2] ⊗ |s2⟩⟨s2|, (7)

which acts on L + 2 spins and is invertible for L ≥
L1. Then, B−1

L serves the purpose of revealing the

virtual indices of the SIMPS, which we will use to
construct string order parameters later. One could
also use this map to construct parent Hamiltonians
for SIMPS which may have different properties than
they corresponding MPS parent Hamiltonians, but we
do not pursue this here.
In the next section, we will show that every nor-

mal MPS can be represented as a normal SIMPS and
vice versa. Therefore, the nice physical properties of
normal MPS such as the existence of gapped parent
Hamiltonians and finite correlation length carry over
directly to normal SIMPS.

2.1 Converting between MPS and SIMPS
Now, we show how one can convert between an MPS
and SIMPS representation of a state. In particular,
we show that the SIMPS representation differs fun-
damentally from the MPS representation only when
some of the matrices Ai are not full-rank for some
physical basis {i}.
First, suppose we have a SIMPS tensor Bij . For

simplicity, we assume here that χi = χ for all i. A sim-
ilar construction for non-uniform χi can be obtained
by appropriately padding the matrices Bij with ze-
ros. We can convert the SIMPS to an MPS by cutting
Bij in half via singular value decomposition (SVD).
Namely, define the matrix B =

∑
i,j,α,β B

ij
αβ |iα⟩⟨jβ|

that maps Cd ⊗ Cχ onto itself and use the SVD to
write B = usv† where u, v are isometries mapping
from Cd ⊗ Cχ to CD satisfying u†u = v†v = 1 and s is
a D × D diagonal matrix. Therein, D is the rank of
B. For compactness, let us absorb s into v, defining
w† = sv†. From this, we define the matrices Ai as,

Ai = w†(|i⟩⟨i| ⊗ 1)u . (8)

Then, it can be checked that Eq. (4) can be equiva-
lently written as an MPS (1) with bond dimension D
defined by the matrices Ai.
Now, we show how to convert an MPS to a SIMPS.

Naively, every MPS can be written as a SIMPS by
simply “discarding” one of the physical indices: Given
an MPS tensor Ai, we can define a SIMPS tensor that
generates the same state as Bij = Ai. However, this
will not lead to a SIMPS with minimal bond dimen-
sion in general. Instead, we first write Ai = AiP iP i†

where P iP i† is the projector onto the domain of Ai,
and P i : Cχi → CD is an isometry where χi is the
rank of Ai such that P i†P i = 1χi . Then, we define
the SIMPS tensor,

Bij = P i†AjP j . (9)

One can straightforwardly confirm that the SIMPS
generated by the tensor Bij defined in this way is the
same state as the MPS generated by Ai. The matrices
Bij have dimension χi × χj .
In the generic case, Ai is full rank so P i = 1 and

Bij = Ai. The cases where the SIMPS representation
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is distinct from the MPS representation are therefore
those for which Ai is not full-rank in some physical
basis {i}. This leads us to the following definition of
when a MPS “makes a good SIMPS”; i.e. when the
SIMPS and MPS representations differ,

Definition 3 (Good SIMPS). A normal MPS Ai

makes a good SIMPS if the matrix Ai is rank defi-
cient for some i.

Since generic matrices have full rank, it may seem
that only very fine-tuned MPS make good SIMPS.
However, we will see that certain physical conditions,
such as enforcing non-onsite symmetries or local con-
straints, will imply that an MPS makes a good SIMPS
(see Props. 2 and 3).

The conversions described above are optimal, in the
sense that they lead to MPS and SIMPS of minimal
bond dimension. This is a consequence of the follow-
ing result which is proven in Appendix A,

Proposition 1 (Optimal conversion). Given a
SIMPS tensor Bij that is normal with injectivity
length L1, the MPS tensor defined in Eq. (8) is nor-
mal with injectivity length L0 ≤ L1 + 2. Similarly,
given an MPS tensor Ai that is normal with injectiv-
ity length L0, the SIMPS tensor defined in Eq. (9) is
normal with injectivity length L1 ≤ L0.

2.2 Fundamental theorem of SIMPS
We now state the SIMPS equivalent of the fundamen-
tal theorem of MPS. The theorem describes how two
normal SIMPS tensors generating the same state are
related. For MPS, the fundamental theorem states
that if Ai and Bi are both normal and generate the
same MPS, then there is an invertible matrix V such
that Ai = V BiV −1, i.e. the two tensors are related
by a so-called gauge transformation [37]. For injective
SIMPS, gauge transformations like Bij → V BijV −1

can still be used to obtain new tensors generating the
same state. However, it turns out that a larger class
of transformations is also possible,

Theorem 1 (Fundamental Theorem of SIMPS). Let
Aij and Bij be two normal SIMPS tensors that gen-
erate the same state for all system sizes. Then, there
is a set of invertible matrices Vi for i = 0, . . . , d − 1
such that,

Aij = ViB
ijV −1

j . (10)

This is proven in Appendix B. The fundamental the-
orem shows that, once the basis of the physical spins
is chosen, the bond dimension of all normal SIMPS
representations of a state is the same. Therefore, it
is well-defined to refer to the SIMPS bond dimension
of a state for a given physical basis. The fundamen-
tal theorem will be essential to our understanding on
non-onsite symmetries in SIMPS.

2.3 Examples of SIMPS
Here we give several examples of states which high-
light differences between the SIMPS and MPS repre-
sentations. More examples will appear in later sec-
tions of the paper.

Example 1: The cluster state. First, we consider the
1D cluster state, which is a paradigmatic resource
state for MBQC [38], and also a simple of example
of a state with SPT order [39]. The cluster state can
be written as,

|C⟩ =
N∏

i=1
CZi,i+1| + + · · · +⟩, (11)

where |±⟩ = 1√
2 (|0⟩ ± |1⟩) and CZ is the controlled-

Z gate defined by CZ|ij⟩ = (−1)ij |ij⟩. From this
circuit representation, one can obtain the following
MPS representation of the cluster state,

C0 = |0⟩⟨+|, C1 = |1⟩⟨−| . (12)

Observe that both C0 and C1 are rank one. There-
fore, the cluster state can be written as a SIMPS with
bond-dimension χ = 1 where the SIMPS tensor is de-
fined as,

Bij = (−1)ij , (13)
where i, j ∈ {0, 1}. If we instead consider the physi-
cal X-basis spanned by the states |±⟩, then the MPS
reads,

C+ := 1√
2

(C0 + C1) = H ,

C− := 1√
2

(C0 − C1) = HZ ,

(14)

where H = X+Z√
2 is the Hadamard matrix. These

matrices have full rank, so the SIMPS representation
in the physical X-basis will not differ from the MPS
representation. This showcases the importance of the
physical basis in the SIMPS representation.

Example 2: The nice SIMPS. This example will serve
to demonstrate many of the advantageous properties
of SIMPS. In Sec. 3.3, we will show that the state has
SPT order protected by a non-onsite symmetry. The
state can be defined by the following MPS tensor with
d = 2 and D = 3,

A0 =

1 0 0
0 0 0
0 1 1

 , A1 =

 0 1 −1
−1 0 0
0 0 0

 . (15)

It is straightforward to verify that this MPS in nor-
mal, so it describes the unique ground state of a
gapped Hamiltonian. Both matrices are rank defi-
cient, having rank equal to two. Therefore, using
Eq. (9), we can derive the corresponding SIMPS ten-
sor with bond dimension χ = 2,

B00 = 1 B01 = 1

B10 = X B11 = XZ
(16)
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Notice that the matrices Bij are all unitary, and are
in fact all Pauli operators. This will be important
for understanding the use of this state as a resource
for quantum teleportation in Sec. 4.3. We remark
that MPS with similar structure to the one above first
appeared in Ref. [11], as discussed further in Sec. 6.1.

Example 3: GHZ state. As a simple example of
a state with long-range order, consider the Green-
berger–Horne–Zeilinger (GHZ) state,

|GHZ⟩ = 1√
2

(|00 · · · 0⟩ + |11 · · · 1⟩) , (17)

which has the D = 2 MPS representation Ai = |i⟩⟨i|.
The cat-like entanglement and long-range order of this
state shows that this is not a normal MPS. Since the
matrices Ai have rank one, the GHZ state can be
written as a non-normal SIMPS with bond-dimension
χ = 1 by writing Bij = δij .

Example 3: Non-onsite symmetry breaking. For a
more interesting example of a state with long-range
order, consider the state,

|ψ⟩ = 1√
2

(| + + · · · +⟩ + |C⟩) , (18)

where |C⟩ is the cluster state (11). Observe that this

state is invariant under the operator
∏N

i=1 CZi,i+1,
which exchanges the two states in the superposition.
Therefore, this state is associated with spontaneous
breaking of this non-onsite symmetry. An MPS rep-
resentation for the state can be obtained as a direct
sum of the MPS representations of | + + · · · +⟩ and
|C⟩,

A0 =

1 0 0
0 1 1
0 0 0

 , A1 =

1 0 0
0 0 0
0 1 −1

 . (19)

These matrices each have rank two. The correspond-
ing SIMPS tensor then as χ = 2,

B00 = 1 B01 = 1

B10 = 1 B11 = Z .
(20)

Note that, because the matrices Bij are all diagonal,
this SIMPS is not normal.

3 Non-onsite symmetries and SPT
phases in SIMPS
In this section, we demonstrate on context where
SIMPS are advantageous over MPS: capturing non-
onsite symmetries. First, we review how onsite sym-
metries are capture in MPS. Then, we show how sim-
ilar ideas can be used to analyze certain non-onsite
symmetries in SIMPS. Using this, we define a class of

SIMPS with non-onsite symmetries and demonstrate
that they possess non-trivial SPT order. We then
characterize some properties of SPT phases with non-
onsite symmetries.

3.1 SPT order in MPS
Here we review how MPS can represent symmetries
and SPT order. Suppose an MPS has a global onsite
symmetry on PBC of the form u⊗N |ψ⟩ = |ψ⟩. Then
we have the relation [37],

Ãi :=
∑

j

uijA
j = V AiV †, (21)

for some unitary matrices V , where uij = ⟨i|u|j⟩. To
see how this relation implies the global symmetry, we
can write,

u⊗N |ψ⟩ =
∑

i1,...,iN

Tr(Ãi1 · · · ÃiN )|i1 · · · iN ⟩

=
∑

i1,...,iN

Tr(V Ai1V † · · ·V AiNV †)|i1 · · · iN ⟩

=
∑

i1,...,iN

Tr(Ai1 · · ·AiN )|i1 · · · iN ⟩ = |ψ⟩

(22)

where the operators V and V † cancelled pairwise in
the third step. Therefore, MPS are able to encode
global symmetries in terms of local symmetries of the
single tensors.

If there is a set of symmetries ug that form a repre-
sentation of a group G such that uguh = ugh, then the
corresponding operators Vg that appear in Eq. (21)
form a projective representation, VgVh = ω(g, h)Vgh

for some phase factors ω(g, h). If G is finite abelian,
which we always assume from now on, we can instead
characterize the representation by the relation VgVh =
Ω(g, h)VhVg where Ω(g, h) = ω(g, h)ω(h, g)−1. The
phases Ω(g, h) uniquely label the SPT phase to which
the MPS belongs. If these phases are not all equal
to one, then the MPS belongs to a non-trivial SPT
phase protected by G [4, 6, 7].

If Eq. (21) is satisfied, it is straightforward to show
that the MPS on OBC (3) is invariant under the op-
erators Vg ⊗ u⊗N

g ⊗ V ∗
g where Vg and V ∗

g act on the
boundary spins where ∗ denotes complex conjugation.
The fact that the boundary spins in non-trivial SPT
phases carry a projective representation implies there
is a symmetry protected degeneracy at the physical
boundary of the chain and in the entanglement spec-
trum [4].

Example: the cluster state. The cluster state is
symmetric under a Z2 × Z2 symmetry generated by

XA =
∏N/2

i=1 X2i and XB =
∏N/2

i=1 X2i+1 [39]. Since
this symmetry has a translation unit cell of length
two, we must use a two-spin unit cell to express the
symmetry in an onsite way. In a two-spin unit cell,
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the MPS tensor for the cluster state can be defined
as,

C++
2 := C+C+ = 1

C+−
2 := C+C− = Z

C−+
2 := C−C+ = X

C−−
2 := C−C− = XZ .

(23)

From this, Eq. (21) looks like,∑
ij

[XI]ij,i′j′Ci′j′

2 = ZCij
2 Z∑

ij

[IX]ij,i′j′Ci′j′

2 = XCij
2 X .

(24)

Since X and Z anticommute, this shows that the clus-
ter state has nontrivial SPT order under the Z2 ×Z2
symmetry. Physically, this anticommutation mani-
fests as a two-fold symmetry protected degeneracy in
the edge spectrum and the entanglement spectrum.

3.2 Non-onsite symmetries in SIMPS
Now, we show that SIMPS are better suited to cap-
turing a certain class of non-onsite symmetries com-
pared to MPS. Let U be a two-body unitary gate that
is diagonal in the physical basis of the SIMPS, such
that U |ij⟩ = eiφij |ij⟩ for some phases eiφij . Define

the symmetry operator U =
∏N

i=1 Ui,i+1. For generic
choices of φij , this operator is fundamentally non-
onsite: it cannot be written in the form u⊗N for some
unitary u, even after arbitrary enlargement of the unit
cell. The operator U acts on a SIMPS as follows,

U|ψ⟩ =
∑

i1,...,iN

Tr(B̃i1i2B̃i2i3 · · · B̃iN i1)|i1i2 · · · iN ⟩.

(25)
where we have defined B̃ij = eiφijBij . This equation
is non-trivial: It shows that the non-onsite symmetry
U acts on a SIMPS by transforming each tensor with-
out changing the bond dimension. Because of this, if
U|ψ⟩ = |ψ⟩ for all system sizes, then Theorem 1 says
that there must exist invertible matrices Vi such that,

eiφijBij = ViB
ijV −1

j (26)

Note that this was possible because we assumed that
U is diagonal. More general symmetries can also cor-
respond to SIMPS gauge transformations as long as
the off-diagonal parts are a product of onsite permu-
tation operators (e.g.

∏
i Xi). Therefore, we can un-

derstand certain non-onsite symmetries of SIMPS in
terms of simple gauge transformations.
Non-onsite symmetries can also be understood with

MPS [40], but the treatment is more complicated.
Since acting with a non-onsite symmetry increases
the bond dimension of an MPS, the symmetry can-
not be understood in terms of simple gauge trans-
formations, and instead one needs to consider special
three-index reduction tensors that reduce the bond

dimension and satisfy certain pulling-through condi-
tions [40, 41]. Thus, SIMPS significantly simplify the
treatment of certain non-onsite symmetries compared
to MPS.
Using Eq. (26), we can prove that every MPS which

is invariant under a diagonal non-onsite symmetry
makes a good SIMPS,

Proposition 2. Suppose a normal MPS Ai is invari-
ant under a symmetry of the form U =

∏N
i=1 Ui,i+1

where Ui,i+1 is diagonal and is not a product of single-
site operators. Then, at least one of the matrices Ai

must be not full rank.

Proof. We prove the contrapositive. Assume that
every matrix Ai has full rank. Then, according to
Eq. (9), the corresponding SIMPS tensor can be cho-
sen as Bij = Aj . Now, suppose that the MPS is
invariant under U such that Eq. (26) holds,

eiφijAj = ViA
jV −1

j . (27)

Using the fact that Ai are all invertible, we can write
eiφij = ViA

jV −1
j Aj−1, which gives,

eiφije−iφi′j = ViV
−1

i′ . (28)

Since the right-hand side is independent of j, the com-
bination of phases on the left-hand side must also
be independent of j. Then, it we write eiφij =
(eiφije−iφ0j )(eiφ0j ), we see that the phase in the first
parentheses depends only on i and the phase while
the second parentheses only depends on j. Therefore,
the two-site operator U with U |ij⟩ = eiφij |ij⟩ is a
product of single-site operators.

This result can be used to rule out non-onsite sym-
metries of MPS. For example, since the cluster state
MPS has full-rank in the X-basis, we know that there
are no non-onsite symmetries which are diagonal in
this basis.

Let us study non-onsite symmetries using the “nice
SIMPS” example defined in Eq. (16). By inspection
of Eq. (16), we can immediately derive the following
symmetries of the SIMPS tensor,

XBijX = (−1)ijBij

ZBijZ = (−1)iBij
(29)

These symmetries of the SIMPS tensor imply global
symmetries of the SIMPS. Namely, we find that,

CZ :=
N∏

i=1
CZi,i+1 and Z :=

N∏
i=1

Zi (30)

are both symmetries of the SIMPS. The former is a
non-onsite symmetry, while the latter is onsite, and
together they form a Z2 ×Z2 symmetry group. Later,
we will define a large class of SIMPS that have a pair
of symmetries that are generically both non-onsite.
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The non-onsite symmetries can be identified imme-
diately once the SIMPS representation of the states
is written down. Conversely, it is not at all obvious
to see these symmetries from the MPS representation
in Eq. (15). This is another advantageous property of
SIMPS when it comes to analyzing non-onsite sym-
metries.

The relations in Eq. (29) suggest that the SIMPS
has non-trivial SPT order under the Z2 ×Z2 symme-
try group. While the symmetry operators commute,
their representations in the virtual space of the SIMPS
anticommute, and this was used to demonstrate non-
trivial SPT order for the cluster state in Eq. (24).
Demonstrating and characterizing this SPT order is
the goal of the next section.

3.3 SPT order with non-onsite symmetries
In this section, we construct a large family of SIMPS
that serve as fixed-point states for SPT phases with
non-onsite symmetries. We then characterize these
SIMPS in terms of string order parameters, response
to flux insertion, entanglement spectrum signatures,
and by characterizing the universal patterns of entan-
glement which we call “universal fingerprints”.
Define the following family of SIMPS with onsite

dimension d and bond dimension χ = 2,

Bij
a,b = XaijZbij , (31)

for some d × d binary matrices a, b. We call states
generated by these SIMPS tensors |ψa,b⟩. This form
includes the examples in Eq. (16) and (20). More
generally, we could also consider χ > 2 by replacingX
and Z with generalized Pauli operators, but we focus
on the case of χ = 2 for simplicity. The matrices Bij

a,b
satisfy the relations,

(−1)bijBij
a,b = XBij

a,bX

(−1)aijBij
a,b = ZBij

a,bZ .
(32)

These relations imply non-onsite symmetries of |ψa,b⟩
of the form,

Ua :=
∏

i

ua
i,i+1 and Ub :=

∏
i

ub
i,i+1 , (33)

where ua|ij⟩ = (−1)aij |ij⟩ and ub|ij⟩ = (−1)bij |ij⟩.
These symmetries form a Z2 × Z2 symmetry group
which we callGa,b. If a cannot be factorized, meaning
aij ̸= cidj for some binary vectors c,d, then Ua is a
non-onsite symmetry (and similar for b). Eq. (32)
shows that the two generators anticommute in the
virtual space of the SIMPS, so the states |ψa,b⟩ will
be representatives of non-trivial SPT phases protected
by Ga,b. In the rest of this section, we only consider

choices of a,b such that Bij
a,b define normal SIMPS,

which includes Eq. (16) but not Eq. (20). One can
show that this implies that Ua and Ub form a faithful
representation of Z2 × Z2 for sufficiently large chain
lengths (see Appendix C).

3.3.1 String order parameters

The states |ψa,b⟩ all possess non-trivial string order.
To see this, observe that Eq. (32) implies that apply-
ing ua (ub) to a finite segment of the chain is equiv-
alent to inserting virtual Z (X) operators in the vir-
tual space of the SIMPS and the endpoints of that
segment. Since we assume that the SIMPS is nor-
mal, it corresponds to a normal MPS. Then, one can
always find an operator acting on L0 physical spins
that has the same effect on the SIMPS as inserting
these virtual Paulis. One could also derive this phys-
ical operator by using the map BL defined in Eq. (7).
Doing this, we can define the string operators,

Sa/b(ℓ, r) = O
a/b
ℓ

(
r−1∏
i=ℓ

u
a/b
i,i+1

)
Oa/b

r (34)

where ℓ and r specify the locations of the left and
right ends of the string and Oa

ℓ/r (Ob
ℓ/r) are the afore-

mentioned operators that act in a finite region around
sites ℓ/r and have the effect of inserting Z (X) in the
virtual space of the SIMPS. By construction, we have
⟨ψa,b|Sa/b(ℓ, r)|ψa,b⟩ = 1, i.e. perfect string order.
The operators Oa

ℓ/r (Ob
ℓ/r) carry a −1 charge under

Ub (Ua), which demonstrates the non-triviality of the
string order. Because of this, we can use the same
argument as in Ref. [42] to show that no finite-depth
quantum circuit whose gates commute with Ga,b can
map |ψa,b⟩ to a symmetric product state.1 This is
a direct proof of the non-trivial SPT order of these
states.

Finally, pushing the string order parameters to the
ends of a state with open boundary conditions shows
that the edges transform under a projective represen-
tation of Z2 × Z2, which demonstrates that the edge
spectrum must be twofold degenerate, as in conven-
tional SPT phases with onsite symmetries.

3.3.2 Entanglement spectrum

An important signature of 1D SPT order with on-
site symmetries is half-chain entanglement spectrum
degeneracy [4]. We can divide a chain of length N
into two parts, A and B, containing sites 1, . . . , j and
j+1, . . . , N respectively. The entanglement spectrum
is then defined as the (logarithm of the) spectrum of
ρA = TrB |ψ⟩⟨ψ|. For states possessing 1D SPT order
with onsite symmetries, there will be an exact degen-
eracy in this spectrum, where the magnitude of the
degeneracy depends on the particular symmetry and
SPT phase [4]. For example, for all states in the same
SPT phase as the 1D cluster state, the eigenvalues of
ρA are all at least twofold degenerate. This is a man-
ifestation of the bulk-boundary correspondence [43],
as the entanglement spectrum degeneracy reflects the
boundary degeneracy of SPT phases.

1Since the symmetry group Ga,b is not anomalous, there do
exist symmetric product states such as |00 · · · 0⟩.
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For SPT phases with non-onsite symmetries, en-
tanglement spectrum degeneracy is no longer present
in general. Indeed, the example in Eq. (16) has
MPS bond dimension D = 3, meaning its entangle-
ment spectrum has three non-zero eigenvalues, so it
cannot possibly have a two-fold degenerate entangle-
ment spectrum. Indeed, the entanglement spectrum
is (1/2, 1/4, 1/4), and the degeneracy of second and
third eigenvalues is not protected by symmetry. This
lack of degeneracy can be attributed to the non-onsite
nature of the symmetries. Roughly speaking, when we
“cut” the chain to compute the entanglement spec-
trum, we also need to cut the symmetries themselves
(which is not needed for onsite symmetries) and this
ruins the bulk-boundary correspondence.
There is, however, a hidden entanglement spectrum

degeneracy which can be revealed using the SIMPS
representation. Consider a SIMPS with OBC (5) and
project the spin at site k onto the state |s⟩ (by, e.g.
measuring it). This results in the state |s⟩k ⊗ |ψs⟩
where,

|ψs⟩ =
∑

i1,...,iN

α,β

⟨α|Bi1i2 · · ·Bik−1sBsik+1 · · ·BiN−1iN |β⟩

× |α, i1i2 · · · ik−1ik+1 · · · iN , β⟩ ,

where the sum is over all indices except ik which has
been fixed to ik = s. Cutting the state between sites
k − 1 and k + 1 gives,

|ψs⟩ =
χ∑

γ=1
|Ls

γ⟩|Rs
γ⟩ , (35)

where,

Ls
γ =

∑
i1,...,ik−1

α

⟨α|Bi1i2 · · ·Bik−1s|γ⟩|α, i1 · · · ik−1⟩

Rs
γ =

∑
i1,...,ik−1

β

⟨γ|Bsik+1 · · ·BiN−1iN |β⟩|ik+1 · · · iN , β⟩

The indices α, β, γ all run from 0 to χ − 1, so there
are at most χ non-zero eigenvalues in the entangle-
ment spectrum when we cut between sites k − 1 and
k + 1. Furthermore, since the SIMPS virtual space
(where the index γ lives) transforms under a projec-
tive representation of Z2 × Z2 (32), one can argue in
the standard way that the spectrum must be twofold
degenerate. This works because fixing site k in the
state |s⟩ effectively disentangles the non-onsite sym-
metry, such that the symmetry factorizes between the
left and right halves of |ψs⟩, and the entanglement
spectrum degeneracy is recovered.

3.3.3 Symmetry twists and flux insertion

SIMPS also give a very simple way to introduce sym-
metry twists corresponding to non-onsite symmetries.

In an MPS, a symmetry twist corresponding to the on-
site symmetry u⊗N is defined by inserting a symmetry
flux V into the MPS virtual space,

|ψ̃⟩ =
∑

i1,...,iN

Tr(V Ai1Ai2 · · ·AiN )|i1i2 · · · iN ⟩ (36)

where V is the virtual counterpart of u as defined
in Eq. (21). For non-onsite symmetries, there is no
simple counterpart to V to insert in an MPS, so it is
not clear how to insert a symmetry twist.

For SIMPS, however, we can easily introduce a
twist corresponding to a non-onsite symmetry U by
writing,

|ψ̃⟩ =
∑

i1,...,iN

Tr(V i1Bi1i2Bi2i3 · · ·BiN i1)|i1i2 · · · iN ⟩.

(37)
where V i is as defined in Eq. (26). Recall that, for
the states |ψa,b⟩, V i is independent of i.

In SPT phases with an onsite abelian symmetry
G, a symmetry twisted state with V = Vg carries
charge Ω(g, h) under global h symmetry [44]. Since
the charges of all twisted states determines Ω(g, h),
this is an equivalent way to characterize SPT order.
The same thing works for the SIMPS corresponding
to the states |ψa,b⟩, where the state twisted by Ua

carries a −1 charge under Ub, and vice-versa.

3.3.4 Universal fingerprints

SPT phases are characterized by certain universal
patterns of entanglement that cannot be removed by
finite-depth circuits that respect the protecting sym-
metry [45]. The framework of MPS can be used to
precisely reveal these patterns, which we refer to as
the universal fingerprints of an SPT phase. Here, we
review how this works for MPS and conventional SPT
phases, and then we derive the corresponding result
for non-onsite symmetries using SIMPS.

Consider an arbitrary state |ϕ⟩ in the same SPT
phase as the cluster state |C⟩, which we refer to as
the cluster phase. It was shown in Ref. [10] that |ϕ⟩
can be represented by an MPS of the following form,

Ai
ϕ = J i

ϕ ⊗ Ci
2 (38)

where i = ++,+−,−+,−−, C2 is the cluster state
tensor (23), and J i

ϕ are arbitrary matrices encoding
the microscopic details of |ϕ⟩. This equation implies a
tensor product decomposition of the virtual space into
the “junk subsystem” and “logical subsystem”, which
are acted on by Jϕ and C2, respectively. Note that
this decomposition only holds for a single choice of ba-
sis of the physical spins, which is the basis that diag-
onalizes the symmetry operators. Alternative proofs
of this fact can be found in Refs. [46, 47]. This result
shows that the “fingerprint” of the cluster state, as
conveyed by the tensor Ci

2, is present in every state
within the cluster phase. Universal fingerprint results
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are very powerful, having been used to understand
hidden symmetry breaking [48] and the entanglement
structure [49, 50] in SPT phases. They are also the
basis for schemes of MBQC using SPT phases as re-
sources [10, 16, 18, 51–54] and have been used to con-
struct exact renormalization circuits for SPT phases
[46]. Similar results have been obtained for other
kinds of SPT phases, including 1D phases with spa-
tially modulated symmetries [52] and 2D phases with
subsystem symmetries [51–54]
Now, we show how to uncover the universal finger-

prints of SPT phases with non-onsite symmetries us-
ing SIMPS. Consider an arbitrary state belonging to
the same SPT phase as |ψa,b⟩. This phase is defined
as the set of all states that can be related to |ψa,b⟩
by a finite-depth quantum circuit consisting of gates
that commute with Ga,b. In Appendix C, we prove
the following result,

Lemma 1. Let O be any operator supported on the
interval [x, y] that commutes with Ga,b. Then there
exists another operator O′ supported on [x, y] that is
diagonal in the local Z-basis and satisfies O|ψa,b⟩ =
O′|ψa,b⟩.

From this result, we have,

Theorem 2 (Universal Fingerprints). Let |ϕ⟩ be a
state in the same SPT phase as |ψa,b⟩ (31) with re-
spect to Ga,b. Then |ϕ⟩ can be represented by a
SIMPS defined by the matrices Bij

ϕ = J i
ϕ ⊗ Bij

a,b for
some matrices J i

ϕ, where Bij
a,b is the SIMPS represen-

tation of |ψa,b⟩.

Proof. By definition, for any state |ϕ⟩ in the same
SPT phase as |ψa,b⟩, there exists a symmetric finite-
depth quantum circuit Uϕ such that |ϕ⟩ = Uϕ|ψa,b⟩.
Here, Uϕ =

∏
i ui where each ui is a unitary gate with

finite support such that the gate can be applied in a
finite number of layers of non-overlapping gates, and
each gate is symmetric, [Ua, ui] = [Ub, ui] = 0.

When then apply Lemma 1 to the gates ui. For
the gates that act directly on |ψa,b⟩, i.e. the first
layer, we can immediately apply Lemma 1 to replace
them with diagonal operators. For the gates in other
layers, we need to first commute the gates through
the lower layers before we can act on |ψa,b⟩. This in-
troduces some correlations between the different local
operators, but these correlations remain local. By re-
placing each gate ui with a diagonal operator, we can
replace the whole circuit Uϕ with a diagonal opera-
tor Jϕ such that |ϕ⟩ = Jϕ|ψa,b⟩. This operator is no
longer a finite-depth circuit in general (or even a uni-
tary operator), but it can nonetheless be represented
by a matrix product operator (MPO) of the form,

Jϕ =
∑

i1,...iN

Tr(J i1
ϕ · · · J iN

ϕ )|i1 · · · iN ⟩⟨i1 · · · iN | (39)

where J i
ϕ are some matrices of dimension Dϕ. Due to

the local structure of the correlations in Jϕ, the bond

dimension Dϕ is finite in the thermodynamic limit.
Finally, we can obtain a SIMPS representation of |ϕ⟩
by applying this MPO to |ψa,b⟩, resulting in,

⟨i1 · · · iN |Jϕ|ψa,b⟩
= Tr(J i1

ϕ · · · J iN

ϕ ) Tr(Bi1i2
a,b · · ·BiN i1

a,b )

= Tr([J i1
ϕ ⊗Bi1i2

a,b ] · · · [J iN

ϕ ⊗BiN i1
a,b ]),

(40)

such that we can represent |ϕ⟩ as a SIMPS defined by
the matrices Bij

ϕ = J i
ϕ ⊗Bij

a,b.

Theorem 2 implies that all of the interesting prop-
erties of the SIMPS observed in the previous sections
are robust properties of the corresponding SPT phase.
For example, the following relations hold for a SIMPS
Bij

ϕ in the same SPT phase as Bij
a,b,

(−1)bijBij
ϕ = (1 ⊗X)Bij

ϕ (1 ⊗X)

(−1)aijBij
ϕ = (1 ⊗ Z)Bij

ϕ (1 ⊗ Z) ,
(41)

so that the two generators of Ga,b anticommute in
the virtual space of the SIMPS for every state in the
same SPT phase. This means that the previous con-
clusions about string order and (lack of) entanglement
spectrum degeneracy hold throughout the entire SPT
phase protected by the symmetry Ga,b.

We remark that the universal fingerprints can also
be expressed using MPS. That is, if we let Ai

a,b be the

MPS tensor derived fromBij
a,b, we can also express the

state |ϕ⟩ = Jϕ|ψa,b⟩ as an MPS with tensor Ai
ϕ = J i

ϕ⊗
Ai

a,b. Note, however, that the SIMPS representation
was essential for proving Theorem 2.

3.4 Anomalous symmetries
Non-onsite symmetries are often associated with
anomalies. In the present context, an anomalous sym-
metry can be described as a symmetry which does
not permit a short-range entangled symmetric state
[40]. Given a group of non-onsite symmetries, one
can calculate an invariant called a 3-cocycle [40, 55].
If this 3-cocycle is non-trivial, then it can be shown
that no injective MPS can be symmetric under this
group [40]. The alternatives are (a) the MPS is non-
injective, meaning it has long-range order i.e. sym-
metry breaking, or (b) the state is not representable
as an MPS with finite bond dimension, such as critical
states of gapless Hamiltonians.

The non-onsite symmetry groups derived above are
not anomalous in this sense; one can compute that
the associated 3-cocycles are trivial since the symme-
tries are diagonal. Indeed, the example SIMPS |ψa,b⟩
discussed above are symmetric and correspond to in-
jective MPS for appropriate choices of a,b. However,
we can also write down SIMPS that are invariant un-
der anomalous symmetries. This is the case for the
example in Eq. (20), which is symmetric under the

Z2 symmetry UCZX =
∏N

i=1 Xi

∏N
i=1 CZi,i+1, which
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is anomalous [40]. To see that the SIMPS is symmet-
ric, it is enough to see that the state |ψ⟩ is an equal-
weight superposition of |++ · · · +⟩ and |C⟩ and UCZX
exchanges these two states. This global symmetry can
be understood in terms of SIMPS gauge transforma-
tions. As required by the anomaly, the state has long-
range order due to the macroscopic superposition and
is therefore not short-range entangled. We leave it to
future work to determine the extent to which SIMPS
can capture more general anomalous symmetries.

4 Quantum teleportation and compu-
tation with SIMPS
In this section, we move from the physical properties
of SIMPS to their computational properties. We first
review how MPS can be used as resources for long-
range quantum teleportation, and then we describe
how it works for SIMPS. We then move to quantum
computation, arriving at the result that some SIMPS
belonging to non-trivial SPT phases can be resources
for universal MBQC on a single qubit. To the best
of our knowledge, this gives the first example of a
universal resource that does not have entanglement
spectrum degeneracy.

4.1 Quantum wire in MPS
We first describe the notion of a quantum wire. This is
closely related to the localizable entanglement, which
describes the ability to concentrate entanglement be-
tween two distant spins in a many-body system by
measuring the others in an optimal local basis [9].
MPS give a very clear interpretation of localizable
entanglement in terms of unitary evolution in the vir-
tual space. Suppose that we measure each of the bulk
spins of the MPS with OBC (3). This disentangles
the bulk spins from the boundary spins, leaving be-
hind the following state of the boundary spins,

|ψ̄′⟩ =
∑
a,b

⟨a|As1 · · ·AsN |b⟩|a, b⟩, (42)

where s1, . . . , sN are the measurement outcomes.
This state can equivalently be written as,

|ψ̄′⟩ = (1 ⊗As1 · · ·AsN )|Ψ+
D⟩ (43)

where |Ψ+
D⟩ = 1√

D

∑D−1
a=0 |aa⟩ is the Bell state. We

say that |ψ̄⟩ has long-range localizable entanglement
(LRLE) if the entanglement between the boundary
spins in |ψ̄′⟩ remains finite as N → ∞ [9, 11].
One way to get LRLE is to choose the matrices Ai

to be unitary for all i. Then, the product As1 · · ·AsN

is also unitary, which implies that |ψ̄′⟩ is maximally
entangled. In this case, the state in Eq. (42) can
be viewed as a quantum computation in the virtual
space. Reading from left to right, we begin with a log-
ical state |a⟩, apply a sequence of unitary operators

As1†, . . . , AsN †, and then “measure” the logical state
by projecting it onto |b⟩. This unitary evolution pic-
ture explains why information can be faithfully trans-
mitted along the chain via measurement [56].

The maximally entangled post-measurement state
|ψ̄′⟩ depends on the measurement outcomes s1, . . . sN .
When using this state as a resource to, say, perform
quantum teleportation, a correction unitary must be
applied to the boundary degrees of freedom to map
the state to a fixed reference state such as the Bell
state. In this context, the operator As1 · · ·AsN is
called a byproduct operator [14]. For generic states,
the only way to undo the byproduct is to simply apply
the unitaries Asi one by one in reverse order, but this
is not efficient in terms of depth, nor in terms of the
number of classical bits that need to be communicated
(which equals ∼ N log d in this case). Ideally, one can
instead perform some classical side processing on the
measurement outcomes to determine a simple form of
the byproduct operator. More precisely, we ask that
only a finite number of classical bits are needed to
specify the final byproduct.

If an injective MPS has LRLE and there is a classi-
cal side processing algorithm to identify the byprod-
uct operator as described above, we say the MPS is
a quantum wire, since it can be used to determinis-
tically and efficiently transmit quantum information
encoded on one end to the other end using local mea-
surements.

Another perspective on quantum wires comes from
string order. As described in Sec. 3.1, MPS with OBC
belonging to non-trivial SPT phases are symmetric
under the string order parameters Vg ⊗ u⊗N

g ⊗ V ∗
g for

g ∈ G where Vg and ug act on the boundary and bulk
spins, respectively. For all abelian G, there is a ba-
sis that simultaneously diagonalizes ug for all g ∈ G
such that ug =

⊕
α χ

α
g where g 7→ χα

g is a 1D repre-
sentation of G. Suppose we measure all bulk spins in
this basis. This measurement determines the symme-
try charge χαi

g on every site i, and the total charge in

the bulk is χg =
∏N

i=1 χ
αi
g . After measurement, the

boundary spins are in a +1 eigenstate of the opera-
tors χgVg ⊗V ∗

g . For certain projective representations
Vg, these constraints are enough to uniquely specify
the post-measurement state |ψ̄′⟩. Namely, suppose
Vg is an irreducible representation and Ω satisfies the
“maximally non-commutative” condition [10], which
means Ω(g, h) = 1 for all h if and only if g = e. Then
these constraints imply that |ψ̄′⟩ = (I ⊗ Vg∗)|Ψ+

D⟩ for
a certain g∗ ∈ G that can be determined from χg

with classical side processing [10]. Here, Vg∗ is the
byproduct operator. A similar perspective appears in
Ref. [19].

Hence, the string order parameters are crucial to
the quantum wire property: they imply that mea-
suring the bulk symmetry operators establishes long-
range correlations between the boundaries, and the
measured eigenvalues of the symmetry operators can
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be processed to determine the byproduct operators.
This same intuition will hold for SIMPS, except that
we will have to consider generalized string order cor-
responding to non-onsite symmetries.

Example: the cluster state. We can demonstrate the
above ideas using the cluster state (14). Measuring
all bulk spins in the X basis gives the following state
of the boundary spins,

|C̄ ′⟩ =
∑
a,b

⟨a|HZs1 · · ·HZsN |b⟩|a, b⟩ (44)

where si = 0, 1 correspond to measurement outcomes
|+⟩, |−⟩. Using HZH = X, the byproduct operator
HZs1 · · ·HZsN can be rewritten, up to an unimpor-
tant global phase, as Xs1+s3+···+sN−1Zs2+s4+···+sN ,
where we assume that N is even. This byproduct op-
erator can be described using two bits corresponding
to the parity of measurement outcomes on all even
sites and all odd sites. Therefore, the cluster state is
a quantum wire.
As described in Sec. 3.1, the cluster state on open

boundaries is a +1 eigenstate of the string opera-
tors Z ⊗ XA ⊗ Z and X ⊗ XB ⊗ X. Now, suppose
we measure all bulk spins in the X basis. Then,
the post-measurement state of the boundary spins
is a +1 eigenstate of the operators (−1)aZ ⊗ Z and
(−1)bX⊗X where a = s1 +s3 +· · ·+sN−1 is the mea-
sured eigenvalue of XA and b = s2 + s4 + · · · + sN is
the measured eigenvalue ofXB . These relations tell us
that the post-measurement state is (1 ⊗XaZb)|Ψ+

2 ⟩,
which matches the form of the byproduct operators
derived from the MPS picture.

4.2 Robustness throughout the SPT phase
The universal fingerprints of the cluster phase (38)
imply that the quantum wire property is a robust
property of the phase, and that the byproduct op-
erators are uniform throughout the phase [10]. To see
this, we can a choose a basis for the virtual space that
respects the decomposition into the junk and logical
subsystems, {|a⟩}a = {|aj⟩ ⊗ |aℓ⟩}a. Then, Eq. (42)
reads,

|ϕ̄′⟩ =
∑
a,b

⟨a|As1
ϕ · · ·AsN

ϕ |b⟩|a, b⟩ = |ϕ̄′
j⟩ ⊗ |ϕ̄′

ℓ⟩, (45)

where,

|ϕ̄′
j⟩ =

∑
aj ,bj

⟨aj |Js1
ϕ · · · JsN

ϕ |bj⟩|aj , bj⟩

|ϕ̄′
ℓ⟩ =

∑
aℓ,bℓ

⟨aℓ|Cs1
2 · · ·CsN

2 |bℓ⟩|aℓ, bℓ⟩
(46)

The state |ϕ̄′
j⟩ is determined by the microscopic de-

tails of |ϕ⟩ and generically has entanglement that goes
to 0 as N → ∞. On the other hand, the state |ϕ̄′

ℓ⟩
is exactly the same state that results from measuring

the cluster state, and is thus maximally entangled.
Furthermore, the byproduct operators are the same
as in the cluster state. Therefore, we can use the
state |ϕ̄⟩ as a quantum wire by simply using |ϕ̄′

ℓ⟩ for
teleportation and throwing away the junk state |ϕ̄′

j⟩.

4.3 Quantum wire in SIMPS
We now explain how quantum wire works in SIMPS.
Starting with a SIMPS on OBC (5) and measuring
the bulk spins, the state of the remaining boundary
spins is,

|ψ̄′⟩ =
∑
α,β

⟨α|Bs1s2 · · ·BsN−1sN |β⟩|α, β⟩, (47)

where s1, . . . , sN are the measurement outcomes.
Then, if the SIMPS tensors are unitary, as is the case
for the states |ψa,b⟩, this state describes a maximally
entangled state between the χ-dimensional boundary
spins. Sometimes, the MPS tensors describing a given
state are not unitary, but the SIMPS tensors will
be. In such cases, the SIMPS representation gives
a clearer understanding of origin of LRLE. This is
discussed further in Sec. 6.1.

To study the form of the byproduct operators, we
consider the example given in Eq. (16). If we measure
the bulk of the OBC SIMPS described by the tensor
in Eq. (16), the byproduct operator will be,

Bs1s2Bs2s3 · · ·BsN−1sN

∝ Xs1+s2+···+sN−1Zs1s2+s2s3+···+sN−1sN .
(48)

So, there is a simple classical side processing that can
be performed to determine the byproduct operators.
A similar result holds for all of the examples defined in
Eq. (31): the byproduct is some Pauli that can be sim-
ply determined using classical side processing. There-
fore, these states are examples of quantum wires.

These examples have an important property that is
distinct from the MPS examples described in Sec. 3.1.
In the cluster state, and more general quantum wires
emerging from SPT phases with onsite symmetries,
the classical side processing to determine the byprod-
uct operators is a linear function of the measurement
outcomes. Conversely, Eq. (48) requires calculating a
non-linear boolean function (e.g. s1s2). This is sig-
nificant, as all known schemes of teleportation (and,
more generally, MBQC) have linear classical side pro-
cessing relations2. In fact, this linearity plays a key
role in our fundamental understanding of MBQC,
such as its relationship to quantum contextuality [59,
60]. Therefore, our examples may provide new funda-
mental insights into more general schemes of MBQC.

2Possible exceptions are given by MBQC schemes that in-
volve an initial round of measurements that reduce the resource
state to a cluster state, followed by normal cluster state MBQC
[57, 58]. However, since these protocols are non-deterministic,
we do not consider them to be counterexamples.
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We can also understand quantum wire in SIMPS
from the perspective of string order. From Eq. (29),
we see that the SIMPS on OBC (5) is invariant under,

X ⊗

(
N−1∏
i=1

CZi,i+1

)
⊗X and Z⊗

(
N−1∏
i=1

Zi

)
⊗Z .

(49)
When the bulk spins are measured in the Z basis, the
boundary spins are left in a state that is invariant
under (−1)aX⊗X and (−1)bZ⊗Z where b = s1s2 +
s2s3 + · · · + sN−1sN is the measured eigenvalue of∏

i CZi,i+1 and a = s1+s2+· · ·+sN−1 is the measured
eigenvalue of

∏
i Zi, implying that the state has the

form (1 ⊗XbZa)|Ψ+
2 ⟩. We see that the non-linearity

of the classical side processing is a result of the non-
onsite nature of the symmetries.

Finally, we remark that Theorem 2 implies that
the quantum wire property of the states |ψa,b⟩ is
shared by all states belonging to the corresponding
SPT phases protected by the non-onsite symmetries,
as shown in Sec. 4.2 for MPS.

4.4 Measurement-based quantum computa-
tion with SIMPS

We have shown that SIMPS can act as quantum wires.
In this section, we go one step further and show
how they can also be used as resources for MBQC.
In MBQC, unitary operators are applied to a logical
state as it is teleported via measurement [14]. In this
context, the quantum wire property corresponds to
the ability to implement the identity gate in MBQC
[10].

For simplicity, we focus on the case of injective
SIMPS with L1 = 1 (see Definition 2). The pro-
tocol has two steps. First, we measure every odd
numbered spin and obtain the measurement outcomes
s⃗ = s1, s3, . . . , sN−1. The resulting state of the un-
measured even spins will be an MPS of the following
form,

|ψ(s1, s3, . . . , sN−1)⟩ =∑
i2,i4,...,iN

Tr(Ai2
s1,s3

· · ·AiN
sN−1,s1

)|i2i4 · · · iN ⟩ (50)

where Ai
s,s′ := BsiBis′

is an injective MPS tensor for

all s, s′ by assumption of injectivity of Bij . After mea-
suring half of the spins, the non-onsite symmetries of
the state become “disentangled” into onsite symme-
tries of the unmeasured spins, where the form of these
onsite symmetries varies from site to site depending
on s⃗. The resulting MPS has SPT order under these
symmetries. Therefore, we can apply existing tech-
niques for using SPT states as resources for MBQC
[10, 16].

As an explicit example, we consider the following

SIMPS with onsite dimension d = 4,

B00 = 1 B01 = X B02 = 1 B03 = X

B10 = 1 B11 = X B12 = 1 B13 = X

B20 = Z B21 = Y B22 = Y B23 = Z

B30 = Z B31 = Y B32 = Y B33 = Z

. (51)

This corresponds to the state |ψa,b⟩ for a specific
choice of a,b, chosen such that one of the Z2 sym-
metries is non-onsite and the SIMPS is injective. By
injectivity, we know that, for every s, s′, the matrices
Ai

s,s′ span the space of 2 × 2 matrices. Since each

Ai
s,s′ is a Pauli, we find that for all s, s′, and for ev-

ery Pauli P = 1, X, Y, Z, there is an index i such
that Ai

s,s′ = P . These are the same matrices defining
the MPS of the cluster state with a two-qubit unit
cell, see Eq. (23). Therefore, the state obtained after
measuring every other site can be viewed as a cluster
state with some permutations of basis states applied
to every unit cell. Since these permutations can be de-
termined from s⃗, to which we have direct access, we
can undo it and then apply the usual scheme of uni-
versal MBQC using cluster states [14]. Therefore, the
SIMPS in Eq. (51) is a resource for universal MBQC
on a single logical qubit.
Remarkably, the SIMPS in Eq. (51) does not

have a degenerate entanglement spectrum. More
specifically, the entanglement spectrum using the
techniques of Ref. [61] can be computed to be ≈
(0.43, 0.25, 0.25, 0.07), and the degeneracy of the sec-
ond and third eigenvalues is not symmetry-protected.
To the best of our knowledge, this is the first exam-
ple of a universal resource for MBQC without entan-
glement spectrum degeneracy.3 Similar MBQC pro-
tocols can be constructed for all states |ψa,b⟩, but
whether or not we get a universal gate set depends on
a,b.

5 Constrained spin chains
In this section, we study constrained spin chains
which are defined by a Hilbert space that is not a
tensor product of onsite Hilbert spaces. We find that
SIMPS provide a very simple way to encode these
constraints, and show how previous examples in the
literature can be cast into a SIMPS language.

5.1 Variational SIMPS for Rydberg chain
As a concrete example, we will consider the con-
strained Rydberg chains [63] which consist of two

3One other example of a quantum wire without entangle-
ment spectrum degeneracy was given in Ref. [62], but this ex-
ample possesses long-range entanglement, which disqualifies it
as a quantum wire by our definition as its preparation is as
difficult a task as teleportation itself.
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states per site, corresponding to the ground and ex-
cited states of an atom. The excited state, called a
Rydberg state, has a large principal quantum num-
ber, and the large spatial extent of the Rydberg state
means that neighbouring atoms in the Rydberg state
will experience a large energy penalty, a phenomenon
known as the Rydberg blockade [64]. A good approx-
imation of the physics of these chains is obtained by
considering only those states in which there are no
neighbouring atoms in the Rydberg state. This cor-
responds to a constrained Hilbert space that is not
a tensor product of local Hilbert spaces on each site.
The simplest dynamics in this system are captured by
the so-called PXP model [63].
We first consider how such a constrained spin chain

can be captured in MPS. Referring to the ground and
Rydberg states as |0⟩ and |1⟩, the constraint can im-
plemented by restricting to MPS tensors Ai satisfying

A1A1 = 0 . (52)

Then, any component of the MPS wavefunction with
two neighbouring Rydberg atoms is automatically
equal zero. In fact, if the MPS is normal, then the
injectivity of the map in Eq. (2) implies that this is
the only way to enforce the constraint. Notice that
Eq. (52) implies that A1 is not full rank. This imme-
diately leads to the following result,

Proposition 3. If a normal MPS satisfies the Ryd-
berg constraint, then it makes a good SIMPS. A simi-
lar conclusion holds for more general local constraints.

By converting to SIMPS, we can implement the
constraint in a simpler manner. Namely, we simply
restrict to tensors Bij such that

B11 = 0 . (53)

No further constraints are necessary. We can simi-
larly argue that this is the only way to encode the
constraint for normal SIMPS, so it is a necessary and
sufficient condition. Unlike Eq. (52) which is a non-
linear constraint on the entries of the MPS tensor,
Eq. (53) is a linear constraint on the entries of the
SIMPS tensor. The simpler implementation of the
constraint in SIMPS could be useful in variational
algorithms. For MPS, one would need to optimize
the tensor Ai while enforcing the nonlinear constraint
A1A1 = 0. Conversely, for SIMPS, one need only set
B11 = 0 and optimize the other components freely.

To explicitly demonstrate the use of SIMPS for con-
strained spin chains, we reexamine previous works
where MPS were used to study Rydberg chains.
Namely, Refs. [65–69] considered MPS tensors of the
form,

A0 =
(
a 0
a 0

)
, A1 =

(
0 b
0 0

)
, (54)

for some coefficients a, b. Clearly, A1A1 = 0, so the
states generated by these tensors satisfy the Rydberg

constraint for all a, b. Both A0 and A1 have rank
equal to one, so they should be representable as bond
dimension χ = 1 SIMPS. Indeed, we can represent
the same states with the following SIMPS tensor,

B00 = a B01 = b

B10 = a B11 = 0
(55)

Using the redundancy provided by SIMPS gauge
transformations (10), one can show that this is in fact
the most generic bond dimension χ = 1 SIMPS which
satisfies B11 = 0. By considering SIMPS of higher
bond dimension satisfying B11 = 0, we can systemat-
ically go beyond this two-parameter family of states
in the space of Rydberg-constrained states.

5.2 SIMPS for an exact scar state
As a second example of the use of SIMPS for con-
strained spin chains, we consider AKLT state [1]. The
state is defined on a spin-1 Hilbert space whose states
we label as {|0⟩, |↑⟩, |↓⟩}. While not usually consid-
ered as a constrained state, the AKLT state does have
“hidden” antiferromagnetic order [2, 48] which man-
ifests in the fact that the patterns |↑⟩|↑⟩ and |↓⟩|↓⟩
never appear on two neighbouring spins (along with
longer range constraints). Additionally, it was shown
in Ref. [70] how to map the AKLT state onto an exact
scar state of the PXP model, where one of the above
constraints maps onto the Rydberg constraint.
Up to constant factors, the MPS of the AKLT state

is,
A0 = Z, A↑ = |0⟩⟨1|, A↓ = |1⟩⟨0| (56)

Notice that A0 is rank-2, but A↑ and A↓ are rank-
1. Therefore, the SIMPS has mixed bond dimension
χ0 = 2 and χ↑ = χ↓ = 1. Using Eq. (9), we find,

B00 = Z B0↑ = |0⟩ B0↓ = |1⟩

B↑0 = −⟨1| B↑↑ = 0 B↑↓ = 1

B↓0 = ⟨0| B↓↑ = 1 B↓↓ = 0

. (57)

Observe that B↑↑ = B↓↓ = 0 as required by the con-
straint. Using this form, we can easily deform the
AKLT state while preserving the constraint by fixing
B↑↑ = B↓↓ = 0 and freely varying the other compo-
nents.

Going forward, we believe the simpler implemen-
tation of local constraints in SIMPS as compared to
MPS will be generally useful for studying constrained
spin chains both numerically and analytically, as we
discuss further in the next section.

6 Discussion
We finish by discussing our results. First, we use our
results to analyze an example that appeared previ-
ously in the literature. Then, we discuss our results
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in the context of a conjectured equivalence between
quantum wire and SPT order. Finally, we suggest
some future directions of research for SIMPS.

6.1 Analyzing an example from Ref. [11]
Here we show how SIMPS can clarify some features of
an example that appeared previously in the literature.
The example was given in Ref. [11], as an example of
an MPS with LRLE. It is defined by the following
MPS with d = D = 3,

A0 =

1 0 0
0 1 0
1 0 0

 , A1 =

0 0 1
0 1 0
0 0 −1

 ,

A2 =

0 1 0
1 0 0
0 1 0

 .

(58)

It was shown in Ref. [11] that, by measuring the bulk
spins, one can establish a maximally entangled state
between a pair of two-dimensional spins that are ap-
propriately coupled to the boundaries. This exam-
ple initially appears puzzling for a number of reasons.
First, there is LRLE despite the fact that the MPS
tensors are not unitary, and the amount of entangle-
ment generated is that of a pair of two-dimensional
spins rather than three-dimensional as one may have
expected from a D = 3 MPS. Second, it is not clear if
the state is a quantum wire, i.e. if there is an efficient
classical side processing to determine the byproduct
operator. Finally, Ref. [11] showed that this state only
has a single onsite Z2 symmetry, which is not enough
to support non-trivial SPT order. Therefore, it is not
clear if the LRLE can be understood in terms of SPT
order and string order parameters.
SIMPS provide the answer to all of these questions

and more. Using Eq. (9), we find that this state can
be represented by the following SIMPS,

B00 = 1 B01 = X B02 = 1

B10 = X B11 = Z B12 = X

B20 = X B21 = 1 B22 = X

. (59)

This is a state of the form |ψa,b⟩, so all of our anal-
ysis of the physical and computational properties of
these states applies. In particular, the LRLE can be
attributed to unitary evolution in the SIMPS virtual
space, the amount of entanglement generated matches
the SIMPS bond dimension χ = 2, and the state is
a quantum wire. The state also has a pair of non-
onsite symmetries defined by Eq. (33) and belongs to
a non-trivial SPT phase protected by them, and the
quantum wire follows from measuring these string or-
der parameters. Finally, our analysis shows that the
quantum wire property of this state is robust to per-
turbations that preserve the non-onsite symmetries.
Ref. [11] also constructed the most general form of

MPS having LRLE, with Eq. (58) being one example.

The authors showed that LRLE in MPS can always be
understood in terms of an underlying unitary evolu-
tion in the virtual space of a different tensor network.
However, the general form of this tensor network is
very non-local, and is not helpful in assessing the sym-
metries of a state, nor its capability to act as a quan-
tum wire. In a sense, SIMPS are a bridge between
MPS and the general structure outlined in Ref. [11].
It would be interesting to study whether the general
MPS of Ref. [11] are additionally quantum wires, and
what symmetries they possess.

6.2 Quantum wire and SPT order
Our results support the conjecture that all quantum
wires must have string order. This connection was
first explored in Ref. [21] and later in Refs. [9, 17, 23,
71, 72]. In Ref. [9], a counterexample of a state with
LRLE but no string order was proposed. However,
that state is not a quantum wire as it does not admit
an efficient way to compute the byproduct operator,
so it does not refute the conjecture.
We formally state the conjecture here,

Conjecture 1. Any 1D state that possess long-range
localizable entanglement with an efficient method of
computing byproduct operators must belong to a non-
trivial SPT phase.

We are purposely vague in our meaning of “efficient”
as different definitions can lead to different results.
For example, under the assumption that all classi-
cal side processing of measurement outcomes is linear
and byproduct operators are Pauli operators, Ref. [72]
showed that teleportation implies SPT order with on-
site symmetries. In contrast, the results herein violate
the first assumption, since we needed non-linear clas-
sical processing to use our models for teleportation.
Nevertheless, our models still have SPT order, albeit
only under a generalized notion of symmetry (non-
onsite symmetry). Our results therefore support Con-
jecture 1, while also showing how the notion of string
order can and should be generalized. We expect that
relaxing these assumptions further may lead to even
more general notions of symmetry and SPT order,
which should have interesting physical and computa-
tional ramifications.

6.3 Future directions
There are several interesting applications for which
SIMPS may be useful. First, we have shown how
SIMPS are suited to capture non-onsite symmetries.
This includes both anomalous and non-anomalous
symmetries. However, at present, the types of sym-
metries that are captured by SIMPS are limited to
symmetries that are diagonal in an onsite basis, pos-
sibly composed with simple onsite permutations. One
can certainly write down interesting symmetries that
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do not have this form. The question is whether or
not the kinds of symmetries captured by SIMPS can
nonetheless represent the broad scope of physics that
is possible with non-onsite symmetries. For exam-
ple, non-onsite representations of a group G can be
labelled by an element of the third cohomology class
H3(G,U(1)) [40, 55]. Is it possible that all cohomol-
ogy classes can be represented by symmetries com-
posed of a diagonal non-onsite part and onsite per-
mutation operators? If so, we expect that one could
easily reproduce the classification of SPT phases with
non-onsite symmetries, which was originally obtained
using MPS [41], with SIMPS.
As discussed in Sec. 5, we expect that SIMPS will

be useful in numerical studies of constrained spin
chains due to the linear implementation of the con-
straint. However, making use of this constraint would
require modifying standard algorithms such that the
SIMPS structure is properly taken advantage of (i.e.
simply rewriting the SIMPS as an MPS and doing
normal MPS algorithms would get rid of the possible
advantages). Whether the cost of this modification
outweighs the benefits of the linear implementation
of the constraint remains an open question. We also
hope that SIMPS will be useful for analytical studies
of constrained spin chains. For example, they may
help to classify phases of matter in constrained spin
chains.
Finally, an obvious extension of SIMPS is to go

to higher dimensions. We can, for example, define
two-dimensional tensor networks where each tensor
depends on the value of all spins around a plaque-
tte of the lattice. This will be reminiscent of the
plaquette entanglement structure of the CZX model
[40] which fits into the general framework of semi-
injective PEPS [73]. These states would enable the
study of non-onsite symmetries, quantum computa-
tion, and constrained systems in higher dimensions,
as we have done here for 1D.
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A Proof of Proposition 1
In this section we prove Proposition 1. Consider a
normal SIMPS tensor Bij , and define the associated
MPS tensor Ai as in Eq. (8). We have,

Ai1 · · ·AiL = w†(|i1⟩⟨iL| ⊗Bi1i2 · · ·BiL−1iL)u (60)

where we used the fact that ⟨i|uw†|j⟩ = Bij . Given
an arbitrary D × D matrix M , define the dχ × dχ
matrix M ′ = wMu†. Then, decompose M ′ as,

M ′ =
d−1∑

s1,s2=0
|s1⟩⟨s2| ⊗Ms1,s2 , (61)

where each Ms1,s2 is a χ × χ matrix.
Since Bij is normal, Ms1,s2 is contained in
span{Bs1i1 · · ·BiLs2}i1,...iL

for L ≥ L1, so M ′ is
contained in span{|i1⟩⟨iL| ⊗ Bi1i2 · · ·BiL−1iL}i1,...,iL

for L ≥ L1 + 2. Therefore, w†M ′u = M is in
span{Ai1 · · ·AiL}i1,...,iL

for L ≥ L1 + 2. Since M
was arbitrary, Ai is normal with injectivity length
L0 ≤ L1 + 2.
Now, consider a normal MPS tensor Ai and define

the associated SIMPS tensor Bij as in Eq. (9). Then
we have,

Bs1i1Bi1i2 · · ·BiL−1iLBiLs2 =
P s1†Ai1Ai2 · · ·AiLAs2P s2

(62)

Note that As2 is invertible on its domain.
That is, there is a matrix (As2)−1 such that

(As2)−1As2P s2 = P s2 . Now, given any χs1 ×
χs2 matrix M , define the D × D matrix M ′ =
P s1MP s2†(As2)−1. Since Ai is normal, M ′ is con-
tained in span{Ai1Ai2 · · ·AiL}i1,...,iL

when L ≥ L0.
Therefore, P s1†M ′As2P s2 = M is contained in
span{Bs1i1Bi1i2 · · ·BiL−1iLBiLs2}i1,...,iL

when L ≥
L0. Since M was arbitrary, Bij is normal with in-
jectivity length L1 ≤ L0.

B Proof of Theorem 1
Here we prove the fundamental theorem of SIMPS.
Suppose Bij and Aij are two normal SIMPS tensors
with injectivity length L1 that generate the same state
for all system sizes N . For simplicity of the presen-
tation, we take L1 = 1, but a similar proof follows
for arbitrary L1. Take N even with N ≥ 6 and con-
sider the following states obtained by projecting every
other spin onto a fixed state |si⟩,

|ψA(s1, s3, . . . , sN−1)⟩ =∑
i2,i4,...,iN

Tr(As1i2Ai2s3 · · ·AiN s1)|i2i4 · · · iN ⟩ (63)

and |ψB(s1, s3, . . . , sN−1)⟩ is defined similarly with
Aij → Bij . By assumption, |ψA(s1, s3, . . . , sN−1)⟩ =
|ψB(s1, s3, . . . , sN−1)⟩ for all si. Observe that
|ψA(s1, s3, . . . , sN−1)⟩ is a non-translationally invari-
ant MPS defined by the injective tensors Asj ,iAi,sj+2

around site j and similarly for B. Therefore, by the
Fundamental Theorem of MPS, as stated in Theorem
1 of Ref. [74], there exist invertible matrices Xsj ,sj+2

such that

Asj ,iAi,sj+2 = Xsj ,sj+2B
sj ,iBi,sj+2X−1

sj+2,sj+4
. (64)

The right-hand side of the above equation depends on
sj+4 while the left-hand side does not. Using this and
the fact that Bij is normal, we can show that Xs,s′ is
independent of s′. Therefore, we can write Xs,s′ ≡ Xs

such that,

As,iAi,s′
= XsB

s,iBi,s′
X−1

s′ . (65)

We can repeat the above calculation with N = 3k and
k ≥ 3 where every third spin is projected onto a fixed
state. Doing so, we find that,

As,iAi,jAj,s′
= X̃sB

s,iBi,jBj,s′
X̃−1

s′ . (66)

for some other invertible matrices X̃s. By concatenat-
ing Eq. (65) three times and comparing to Eq. (66)
concatenated two times, we can use the uniqueness
of gauge transformations to conclude that Xs ∝ X̃s

where the implied proportionality constant does not
depend on s. Finally, we have,

As,iAi,jAj,s′
= XsB

s,iBi,jBj,s′
X−1

s′

= XsB
s,iBi,jX−1

j Aj,s′ (67)
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If we set j = s, and use the fact that Bi,j is normal,
we can contract the index i to replace Bs,iBi,s with
I, giving,

XsB
s,s′

X−1
s′ = XsX

−1
s As,s′

= As,s′
(68)

which is the claimed result.

C Proof of Lemma 1
The following proof applies to any normal SIMPS of
the form given in Eq. (31). First, we present some
facts about the symmetries of the SIMPS. The matri-
ces Bij

a,b satisfy the relations,

(−1)bijBij
a,b = XBij

a,bX

(−1)aijBij
a,b = ZBij

a,bZ
(69)

as well as,

Bi+1,j
a,b = Xaij+ai+1,jBij

a,bZ
bij+bi+1,j

Bi,j+1
a,b = Xaij+ai,j+1Bij

a,bZ
bij+bi,j+1

(70)

where all addition on indices is done modulo d. As
discussed in the main text, Eq. (69) implies a group of
non-onsite symmetriesGa,b = ⟨Ua, Ub⟩. If we assume
the SIMPS is normal, then these symmetries form a
faithful representation of Z2 ×Z2, i.e. U

a and Ub are
both non-trivial operators and they are distinct from
each other, even after modding out by phase factors
that are independent of a,b. To see this, recall that
Bij

a,b being normal means that there exists an L such

that span{Bs1i1
a,b B

i1i2
a,b · · ·BiL0 s2

a,b }i1,...,iL0
= Mχ for all

s1, s2, where Mχ is the space of all χ × χ matrices.

In the present case, the product Bs1i1
a,b B

i1i2
a,b · · ·BiL0 s2

a,b

is proportional to X
αs1,i1,i2,...,iL0 ,is2 Z

βs1,i1,i2,...,iL0 ,is2

where,

αi1,...,in = ai1i2 + · · · + ain−1in mod 2,
βi1,...,in = bi1i2 + · · · + bin−1in mod 2.

These products span the whole space of matrices if
there is a choice of i1, . . . , iL0 such that the above
product equals P for all P = I,X, Y, Z, which means
the map,

Γ : i1, . . . , iL0 7→ (αs1,i1,i2,...,iL0 ,is2
, βs1,i1,i2,...,iL0 ,is2

),
(71)

is a surjective map into the set {(x, y)|x, y = 0, 1} for
all s1, s2. Finally, we have,

Ua|i1 · · · in⟩ = (−1)αi1,...,in |i1 · · · in⟩,
Ub|i1 · · · in⟩ = (−1)βi1,...,in |i1 · · · in⟩.

If the symmetry is not faithful (up to phase factors),
then one of Ua, Ub, or UaUb is proportional to the
identity. But this cannot be the case due to the sur-
jectivity of the map Γ. For example, if Ua = λI

for some λ, then αi1,...,in
is independent of i1, . . . , in,

which contradicts the surjectivity of Γ if n ≥ L0 + 1.
A similar conclusion holds for the other group ele-
ments. Therefore, the symmetry must be faithful for
n ≥ L0 + 1.
Now we are ready to prove Lemma 1. The goal

of the proof is to use the relations in Eq. (69) and
(70) to replace any symmetric operator O with a di-
agonal operator O′ which acts the same way as O on
|ψa,b⟩. Consider any operator O supported on the in-
terval [x, y]. This operator can be decomposed in the
following way,

O =
∑

j⃗

Dj⃗Xj⃗ . (72)

Where j⃗ = (jx, jx+1, . . . , jy) is a vector with jk =
0, . . . , d − 1, Xj⃗ =

⊗y
k=x X jk

k , X =
∑d−1

i=0 |i + 1⟩⟨i| is
the generalized Pauli-X operator, and Dj⃗ is a diago-
nal matrix. Note that each operator Oj⃗ := Dj⃗Xj⃗ is

linearly independent. Suppose [O,Ua] = [O,Ub] = 0.
Then, since [Oj⃗ , U

a] ∝ Oj⃗ (and similarly for Ua), it

must be true that [Oj⃗ , U
a] = [Oj⃗ , U

b] = 0 for each j⃗
individually. From now on, assume x = 1 WLOG.
Consider the action of Xj⃗ on |ψa,b⟩. From Eq. (70),

we can always push the action of any product of
X operators onto the virtual level of the SIMPS as
some product of Pauli operators. Furthermore, using
Eq. (69), we can always move these Pauli operators
around the virtual space by acting on the physical
degrees of freedom with the operators ua and ub. Be-
cause of this, we can collect all of the Pauli operators
in one position in the trace in Eq. (4). Collecting
them around site x = 1, we have,

Oj⃗ |ψa,b⟩ = Dj⃗

∑
i⃗

s⃗i,⃗jTr(P⃗i,⃗jB
i1i2 · · ·BiN i1)|⃗i⟩ (73)

where we use the shorthand notation i⃗ = i1, · · · , iN .
Therein, P⃗i,⃗j is some Pauli operator and s⃗i,⃗j = ±1 is

a result of using Eq. (69) to move the Paulis around.
We can absorb the signs s⃗i,⃗j into Dj⃗ by defining a

modified diagonal operator D′
j⃗
. Note that the signs

s⃗i,⃗j depend only on the values of i⃗ in the interval [x, y],
so D′

j⃗
is still supported on the interval [x, y].

Then we have,

Oj⃗ |ψa,b⟩ = D′
j⃗

∑
i⃗

Tr(P⃗i,⃗jB
i1i2 · · ·BiN i1)|⃗i⟩. (74)

Now we use the fact that O is a symmetric operator.
This implies that UaOj⃗ |ψa,b⟩ = Oj⃗ |ψa,b⟩, and simi-

larly for Ub, i.e. the state Oj⃗ |ψa,b⟩ has neutral sym-

metry charge. Up to D′
j⃗
, Eq. (74) can be interpreted

as a symmetry twisted state, defined by the insertion
of a virtual symmetry representation into the SIMPS,
as discussed in Sec. 3.3.3. The twisted state has neu-
tral charge if and only if P⃗i,⃗j = I for all i⃗, j⃗ such that
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D′
j⃗
|⃗i⟩ ̸= 0 (note that this only works if Ua and Ub

are distinct non-trivial operators). Therefore, we can
remove P⃗i,⃗j from Eq. (74) without changing the state,
giving,

Oj⃗ |ψa,b⟩ = D′
j⃗

∑
i⃗

Tr(Bi1i2 · · ·BiN i1)|⃗i⟩ ≡ D′
j⃗
|ψa,b⟩

(75)
So the operators O and O′ :=

∑
j⃗ D′

j⃗
act in the same

way on |ψa,b⟩. Note that O′ is diagonal, and that it
is supported on the same interval as O.
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