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1. Introduction

Searching for geodesics on Riemannian manifolds is an interesting, but rather diffi-

cult problem due to nonlinearity of the geodesic equations. This problem is particularly

interesting when the manifold in question is a homogeneous space. There is vast lit-

erature devoted to the study of integrability of geodesic flows on some of them, cf.

the well-known work [Thi81; PS94; BMF98] as well as [CE75, Chapter 3] for general

information about geodesics on homogeneous spaces.

There are also articles on non-commutative integrability, e.g. [BJ01]: here the main

ideas and the connection with ordinary integrability are described in [BJ04]. Other

questions related to geodesics have also been studied, for example, the case when the

manifold is a space of geodesic orbits [Jov11]. In addition, topological obstructions to

integrability are considered in [BJ04].
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In this paper we are interested in a special class of homogeneous spaces, namely

the flag manifolds. Let us recall the basic notions. A flag is a sequence of nested linear

subspaces in CN ,

0 Ă L1 Ă L2 Ă . . . Ă Lm “ CN , (1.1)

of given dimensions dimLa “ da. The flag manifold is the manifold of such nested

subspaces

Fd1,d2,...,dm “ t0 Ă L1 Ă . . . Ă Lm “ CN
u. (1.2)

This is a homogeneous space which can be presented as a quotient space of the unitary

group [ABW22]:

Fd1,d2,...,dm “
UpNq

Upn1q ˆ Upn2q ˆ . . . ˆ Upnmq
, (1.3)

where ni “ di ´ di´1, i “ 1, 2, . . . ,m (we set d0 “ 0). Basic information about flags1

can be found in [Arv06].

We say that F1,2,...,N “
UpNq

Up1qN
is a manifold of complete flags. A point on it can be

parameterized by an ordered set of N pairwise orthogonal vectors tui P CPN´1
uNi“1. For

convenience, we can assume that the vectors are normalised, i.e. ūa˝ub :“
řN

j“1 ū
j
au

j
b “

δab. Furthermore, since the vectors take values in the projective space, they are deter-

mined up to a multiplication by a phase factor. For generic values of the di’s Fd1,d2,...,dm

are manifolds of partial flags.

Geodesics on flag manifolds have also been previously studied in the literature.

In [PS94] it was shown that an arbitrary invariant metric on the flag manifold F1,2,3 “

Up3q

Up1qˆ3 admits a fully integrable geodesic flow if not every geodesic is an orbit of a one-

parameter subgroup of SUp3q. In [AA07] the authors studied those metrics, for which

flag manifolds are spaces of geodesic orbits. Finally, the article [CGN11] focuses on the

study of equigeodesics on flag manifolds.

In this paper we consider special metrics on manifolds of complete (or partial) flags,

such that the geodesic equations can be solved explicitly. For these metrics it is shown

that the eigenvalues of the Laplace-Beltrami operator can also be found explicitly. We

1For brevity sometimes we refer to flag manifolds simply as flags, with the hope that this will not
confuse the reader.
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note that the so-called normal metric on a flag manifold is a point in the space of

metrics that we study. In this latter case the eigenvalue problem had been previously

solved in [Yam79].

In order to study geodesics and eigenvalues of the Laplace-Beltrami operator on

F1,2,...,N we use the following idea stated in [Byk12]. One should consider an SUpNq-

spin chain, and in a certain ‘infinite spin’ limit its Hamiltonian transforms into the

Hamiltonian of a free particle on the complete flag manifold. The solution of the

classical problem provides the geodesics, while the corresponding quantum problem

allows computing the spectrum of the Laplace-Beltrami operator.

The paper is organised as follows. In Section 2 we describe the geodesics and

the spectrum of the Laplace-Beltrami operator on a sphere in a formalism that can

be generalized to the SUpNq case and is used later on. Before turning to the most

general case, the SUp3q case is studied in detail in Section 3, i.e. all geodesics on the

corresponding complete flag manifold are explicitly determined and the spectrum of

the Laplace-Beltrami operator is calculated. Furthermore, the transition from F1,2,3

to the projective space CP2 (which, in this context, should be viewed as a partial

flag manifold) is investigated. This method admits a natural generalization to the

case of higher N . The corresponding scheme is described in detail in Section 4. In

particular, in Sections 4.1-4.2 we outline a method for computing the spectrum of the

Laplace-Beltrami operator. Proposition 9 is devoted to the explicit solution of the

geodesic equations by induction in N . Finally, in Section 5 we study the transition

from F1,2,...,N to an arbitrary partial flag manifold.

2. SUp2q case

Let us recall the basic properties of the well-known behaviour of a free particle (clas-

sical or quantum) on the sphere S2, which is the simplest complete flag manifold F1,2.

The ideas presented here are further developed in what follows and applied to F1,2,...,N .

2.1. Spectrum of the quantum Hamiltonian. The case of a quantum particle

on S2 can be obtained as a large spin limit of a simple system consisting of two SUp2q
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spins. Its Hamiltonian is2

H “
1

2
pSa

1 ` Sa
2 q

2
“ Sa

1S
a
2 ` const , (2.1)

where Sa
i (a “ 1, 2, 3) are generators of the sup2q algebra in the representation3 T

p
2 of

spin p
2
. Thus, the operator H acts in the tensor product of representations T

p
2 b T

p
2 .

It is clear that the Hamiltonian (2.1) is proportional to the quadratic Casimir

operator C2 “ SaSa, where Sa “ Sa
1 ` Sa

2 are generators of the sup2q algebra in the

representation considered. In the following SUpNq generalization we will also consider

Hamiltonians associated with quadratic Casimir operators.

A well-known result of representation theory is

lim
pÑ8

T
p
2 b T

p
2 “ lim

pÑ8

p
à

j“0

T j
“ L2

pS2
q, (2.2)

where L2pS2q is the space of square integrable functions on the sphere. Details of the

above facts from representation theory can be found, for example, in [IR18].

Thus, the considered system describes a quantum particle on the sphere S2 – CP1

in the limit p Ñ 8. The spectrum of H is proportional to the spectrum of the Casimir

operator acting in the space (2.2) and is given by a well-known formula

Λj “ jpj ` 1q, j P N0. (2.3)

Clearly, this is also the spectrum of the Laplace-Beltrami operator on the sphere S2.

It is natural to assume that operator (2.1) has the Laplace-Beltrami operator as its

limit when p Ñ 8. We restrict ourselves to this observation for the moment: a proof

of this claim in the general (SUp3q and SUpNq) case will be provided in Section 3.2.

2.2. Geodesics. In order to describe the motion of a classical particle on the sphere,

we will make use of an embedding

CP1
ãÑ CP1

ˆ CP1. (2.4)

2In the following we assume summation w.r.t. repeated indices.
3Sa

i S
a
i is a quadratic Casimir operator acting in the irreducible representation T

p
2 and therefore

proportional to the identity operator.
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Let us assume that each of the spheres on the right-hand side is parameterized by a

unit vector u1, u2 P C2, defined up to a phase multiplier. Then the embedding can be

described as the orthogonality condition for these two vectors:

ū1 ˝ u2 “ 0. (2.5)

In the following it is convenient to assume that these vectors are normalised, i.e. ūi ˝

uj “ δij. In other words, the matrix

p u1 u2 q P
Up2q

Up1q ˆ Up1q
– CP1. (2.6)

In these terms the SUp2q-invariant metric on the sphere can be written as

ds2 “ |ū1 ˝ du2|
2 . (2.7)

Since the SUp2q-invariant metric on CP1 is unique (up to a constant multiplier), (2.7)

is just an unusual form of the standard metric on the sphere. This formalism naturally

generalizes to more general cases of flag manifolds, which is why we study the two-

dimensional sphere in this less familiar formalism.

The geodesic equations reduce to

D

Dt
pū2 ˝ 9u1q “

d

dt
pū2 ˝ 9u1q ´ ū2 ˝ 9u1 pū1 ˝ 9u1 ´ ū2 ˝ 9u2q “ 0 , (2.8)

where D
Dt

is a covariant derivative w.r.t. the gauge group Up1q2, which appears in the

denominator of (2.6). In the following we use the gauge fixing condition ū1 ˝ 9u1 “

ū2 ˝ 9u2 “ 0, so that D
Dt

“ d
dt
. Solving (2.8), we get ū2 ˝ 9u1 “ const. Since the vectors u1

and u2 form a basis, we can write

9u1 “ u1pū1 ˝ 9u1q ` u2pū2 ˝ 9u1q “ u2pū2 ˝ 9u1q,

9u2 “ u1pū1 ˝ 9u2q ` u2pū2 ˝ 9u2q “ u1pū1 ˝ 9u2q. (2.9)

Evolution of these vectors can therefore be easily found:

˜

u1ptq

u2ptq

¸

“ exp

«˜

0 A0
21

´Ā0
21 0

¸

t

ff ˜

u1p0q

u2p0q

¸

, (2.10)

6



where ū2 ˝ 9u1 “ A0
21.

3. SUp3q case

This section generalizes the main ideas from the previous section to the SUp3q case

and to the manifold F1,2,3 accordingly. To this end we analyze a specific SUp3q spin

chain and exhibit its relation to the free particle problem on F1,2,3.

3.1. SUp3q spin chain consisting of three spins. Consider a system of three

SUp3q spins with Hamiltonian of the form

H “ αSa
1S

a
2 ` βSa

2S
a
3 ` γSa

1S
a
3 ` const, (3.1)

where α, β, γ are real, non-negative numbers. For convenience, we introduce an addi-

tional additive constant by analogy with equation (2.1). Generators Sa
i (a “ 1, . . . , 8)

of the sup3q algebra are taken in the p-th symmetric power of the associated funda-

mental representation, Symppq. This corresponds to a Young diagram with one row of

length p. Thus, H acts in the space

Vppq “

1

. . .
looooooomooooooon

p

b

2

. . .
looooooomooooooon

p

b

3

. . .
looooooomooooooon

p

“ Symppq
b3. (3.2)

Based on the analogy with the sphere (2.2), eventually it becomes necessary to take

the limit p Ñ 8. Specifically, we will show that

lim
pÑ8

Vppq “ L2
pF1,2,3q ,

which is a natural generalization of the statement (2.2) for the sphere S2 “ F1,2.

Let us introduce Irr
`

Symppqbn
˘

– the set of Young diagrams corresponding to ir-

reducible representations in Symppqbn. Note that for each diagram in Irr
`

Vppq
˘

there

is a diagram in Irr
`

Vpp ` 1q
˘

with an additional column of three boxes. They both

correspond to the same representation. Thus, Irr
`

Vppq
˘

ãÑ Irr
`

Vpp ` 1q
˘

. All of this

follows from the rules for multiplying Young diagrams and mapping those to irreducible

representations, cf. [FH91, Appendix A.1].
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3.2. Derivation of the metric on F1,2,3. In this section we find a connection

between the considered spin chain and the free particle problem on F1,2,3. In particular,

it is shown that the spectrum of the Hamiltonian H coincides (in the limit p Ñ 8)

with that of the Laplace-Beltrami operator on F1,2,3 with a certain metric.

The proof is based on the formalism of path integration4. We are interested in

the spin chain partition function TrVppqpe
´τHq and we work with generalized coherent

states to write out the path integral (see [Per02] for general information on coherent

states and [ABW22] for an application to spin chains). In our case, these states are

parameterized by the set pz1, z2, z3q P
`

CP2
˘ˆ3

.

One can write an expression for the partition function as a path integral with an

action of the form [Byk12]

S “ ip

ż τ

0

dt

ˆ

z̄1 ˝ 9z1

|z1|
2 `

z̄2 ˝ 9z2

|z2|
2 `

z̄3 ˝ 9z3

|z3|
2

˙

´

´p2
ż τ

0

dt

˜

α
|z̄1 ˝ z2|

2

|z1|
2

|z2|
2 ` β

|z̄2 ˝ z3|
2

|z2|
2

|z3|
2 ` γ

|z̄1 ˝ z3|
2

|z1|
2

|z3|
2

¸

, (3.3)

where zi P CP2, and periodic boundary conditions should be imposed: zipt`τq “ ziptq.

Further consideration is based on the following proposition:

Proposition 1 ([Byk12]). F1,2,3 is a Lagrangian submanifold of pCP2
ˆCP2

ˆCP2,Ωq,

where the symplectic form Ω is a sum of Fubini-Study forms.

Recall the proof:

Proof. As before in Section 2, assume that a point in pCP2
qi is parameterized by the

unit vector ui P C3, determined up to multiplication by a phase factor. Let us write

out the momentum map µ : CP2
ˆ CP2

ˆ CP2
Ñ sup3q corresponding to the diagonal

action of SUp3q:

µ “

3
ÿ

i“1

ui b ūi ´ Id. (3.4)

Obviously, the manifold µ´1p0q is invariant under the action of the group. Moreover,

it is well-known that every orbit of the group action lying in µ´1p0q is isotropic. How-

4The formalism of path integration was applied to finite-dimensional systems, for example,
in [AFS88].
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ever, (3.4) is a ‘partition of unity’, so that in our case µ´1p0q consists of pairwise

orthogonal vectors in CP2
ˆ CP2

ˆ CP2, which is nothing but F1,2,3. Since F1,2,3 is a

homogeneous space of SUp3q, µ´1p0q consists of a unique orbit. Therefore Ω
ˇ

ˇ

µ´1p0q
“ 0.

Due to the fact that dimF1,2,3 “ 6, it is clear that this isotropic submanifold is La-

grangian.

There is even a more general fact at play:

Proposition 2. Let X Ă CP2
ˆCP2

ˆCP2 be the set of all triples of lines in C3 passing

through the origin and not laying in the same plane (i.e. such that Detpz1, z2, z3q ‰ 0).

Then X is symplectomorphic to an open subset of T ˚F1,2,3.

Proof. Let Z :“ pz1, z2, z3q be a nondegenerate matrix (i.e. Z P X ). Assume the

columns are normalised: |z1|
2 “ |z2|

2 “ |z3|2 “ 1. In this case the symplectic form on

CP2
ˆ CP2

ˆ CP2 can be written as follows:

Ω “ i
3

ÿ

k“1

dz̄k ^ dzk “ iTr
`

dZ:
^ dZ

˘

. (3.5)

According to the polar decomposition theorem, Z can be uniquely represented as Z “

UH, where U is a unitary and H a positive-definite Hermitian matrix. Obviously, here

H “ pZ:Zq1{2 (the square root is well-defined) and U “ ZpZ:Zq´1{2. Note also that,

due to the normalization of the vectors zi, the diagonal elements of K :“ H2 are all

equal to 1. Substituting this decomposition into (3.5), after some simple manipulations

one obtains

Ω “ i dTr
`

K U :dU
˘

“ i
3

ÿ

k“1

dūk ^ duk ` i d

˜

ÿ

j‰k

Kjk ūjduk

¸

, (3.6)

where ui are the columns of U . The first term in this equation vanishes because

F1,2,3 is Lagrangian (Proposition 1). The second term is the standard symplectic

form on a cotangent bundle. However, note that the matrix elements Kjk are not

completely arbitrary, since the matrix K is positive-definite by construction. This

condition distinguishes the open subset of T ˚F1,2,3.

A straightforward generalization of this statement is obviously true for the embed-

ding F1,...,n Ă pCPn´1
qˆn. In the case n “ 2 the positive-definiteness condition of the

9



matrix K takes the specially simple form |K12| ă 1 (i.e. the open subset is a disc

subbundle in this case).

Let us use the main ideas of the proof of Proposition 2 to simplify the action (3.3).

Consider the matrix Z :“ pz1, z2, z3q composed of the vectors featuring in (3.3) and

assume that Z is non-degenerate, i.e. Z P X . In terms of the path integral this

assumption can be justified by the fact that the set X is dense in CP2
ˆ CP2

ˆ CP2.

Therefore the value of the integral does not change if we replace CP2
ˆCP2

ˆCP2 with

X in the domain of integration.

Let |z1|
2 “ |z2|

2 “ |z3|2 “ 1, use polar decomposition Z “ UH and introduce

K :“ H2 as in the proof. Let ui be the columns of the unitary matrix U , i.e. ūi˝uj “ δij.

With these definitions, (3.3) can now be rewritten in the form

S “ ip

ż τ

0

dtTr
´

H 9H ` KU : 9U
¯

´ p2
ż τ

0

dt pαK12K21 ` βK23K32 ` γK13K31q . (3.7)

The first term is a full derivative and the corresponding integral vanishes due to peri-

odic boundary conditions. As previously noted, the diagonal elements ofK are all equal

to one. Therefore one can isolate in (3.7) the term ip

ż τ

0

dt pū1 ˝ 9u1 ` ū2 ˝ 9u2 ` ū3 ˝ 9u3q,

whose integrand is a full derivative as well, since d

ˆ

3
ř

i“1

ūidui

˙

“ 0. To deal with the

remaining terms, one can make the substitution pKij Ñ Kij, i ‰ j and integrate

over Kij. As a result, one arrives at

S “

ż τ

0

dt

˜

|j12|
2

α
`

|j23|
2

β
`

|j13|
2

γ

¸

, (3.8)

where jik :“ ūk ˝ 9ui . (3.9)

A reservation is in order, though. When integrating over Kij, we have assumed that

there are no restrictions on these variables. However, this is not generally true, since the

matrix K is positive-definite. Nevertheless, the conditions on the integration domain

are lifted in the limit p Ñ 8.

The action (3.8) describes free particle motion on F1,2,3 with the metric

ds2 “
|ū1 ˝ du2|

2

α
`

|ū2 ˝ du3|
2

β
`

|ū1 ˝ du3|
2

γ
. (3.10)
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Thus, we have shown that the spin chain (3.1) leads to the free particle problem on

the flag manifold as p Ñ 8. Remarkably, our calculation provides an explicit relation

between the metric coefficients in (3.10) and the Hamiltonian coefficients in (3.1). In

other words, the following statement holds:

Proposition 3. Let H be the Hamiltonian (3.1) acting in the space V ppq. Then

lim
pÑ8

TrVppqpe
´τH

q “ TrL2pF1,2,3qpe
´τHparticleq , (3.11)

where τ ą 0 is a parameter, Hparticle is the quantum mechanical Hamiltonian corre-

sponding to classical action (3.8). In other words,

Hparticle “ ´△ , (3.12)

where △ is the Laplace-Beltrami operator for the metric (3.10) on the flag manifold

[Wag24, Section 3].

In (3.11) we have chosen the additive constant in the Hamiltonian H such that the

ground state of the spin chain corresponds to the zero eigenvalue (see Section 4.2).

As a result, it follows from the equality of partition functions that the spectrum of H
coincides with that of ´△ as p Ñ 8 (see, for example, [ZJ04, Chapter 3]).

3.3. Case of γ “ β. In the following we restrict ourselves to the special case where

γ “ β. As the set tuiu
3
i“1 forms an orthonormal basis in C3, it follows that there is a

‘partition of unity’

u1 b ū1 ` u2 b ū2 ` u3 b ū3 “ Id . (3.13)

Thus, in this case the metric (3.10) can be rewritten in the form

ds2 “
1

α
|ū1 ˝ du2|

2
`

1

β
du3 pId ´ ū3 b u3q dū3 . (3.14)

In particular, one can clearly see the structure of the forgetful map5 (bundle)

F1,2,3 ÞÑ CP2 , (3.15)

5See Section 4.3 below for more information on forgetful maps.
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defined by the map pu1, u2, u3q ÞÑ u3. The terms in (3.14) containing u3 correspond

to the Fubini-Study metric on CP2, whereas the first term in (3.14) corresponds to

the metric in the fiber CP1 parameterized by the vectors pu1, u2q (orthogonal to u3),

see (2.7). Therefore the size of the base and the size of the fiber are determined by
1
β
and 1

α
, respectively. Somewhat more formally, this means that the map (3.15) is a

Riemannian submersion (see, for example, [CE75]), when F1,2,3 is equipped with the

metric (3.14) (as opposed to the case of the general metric (3.10)).

Let us mention some special cases of the metrics (3.14). First, there is the normal

metric [MZ85], which corresponds to the case α “ β. The case of β “ 2α is another

interesting possibility: this is the Kähler-Einstein metric6 [AP86; AZB20]. Finally, in

the limit 1
α

Ñ 0 one arrives at the Fubini-Study metric on CP2 (which is, of course,

Kähler and might be thought of as a degenerate metric on F1,2,3).

3.4. Spectrum of the Hamiltonian for γ “ β. Let us start by rewriting H in

the more convenient form

H “ pα ´ βqSa
1S

a
2 ` β pSa

1S
a
2 ` Sa

2S
a
3 ` Sa

1S
a
3 q ` const. (3.16)

Here Sa
i stand for the sup3q generators, so that

“

Sa
i , S

b
i

‰

“ fabcSc
i , where fabc are

the structure constants; a, b, c “ 1, . . . , 8. One can easily show that

“

Sa
1S

a
2 , S

b
1S

b
2 ` Sb

2S
b
3 ` Sb

1S
b
3

‰

“ 0. (3.17)

Note that Sa “ Sa
1 ` Sa

2 ` Sa
3 are the sup3q generators in the tensor product repre-

sentation Vppq defined in (3.2), and Sa “ Sa
1 ` Sa

2 are the sup3q generators in the

representation Symppqb2. Thus, up to a factor of 1
2
and terms proportional to the

identity operator, Sa
1S

a
2 and Sa

1S
a
2 ` Sa

2S
a
3 ` Sa

1S
a
3 are quadratic Casimir operators in

Symppqb2 and in Vppq, respectively.

Let us describe the algorithm for finding the spectrum of H. Initially, one can mul-

tiply the first two factors of Symppq in Vppq and choose an irreducible representation,

which we call A. This way we determine the eigenvalue of Sa
1S

a
2 : denote it by λ1. Next,

one can multiply A by Symppq and choose an irreducible representation in the decom-

position: call it B. This determines the eigenvalue of Sa
1S

a
2 ` Sa

2S
a
3 ` Sa

1S
a
3 : denote

6Apparently, Kähler-Einstein metric does not belong to the class of metrics described below with
‘nested’ structure on F1,2,...,N , N ě 4 (see Section 4.2).
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it by λ2. The corresponding eigenvalue of H is then pα ´ βqλ1 ` βλ2, its degeneracy

being given by the dimension of B. To find the entire spectrum σpH, pq, one should

consider all possible pairs pA,Bq.

Let us illustrate this algorithm on the example of p “ 1. In this case

Vp1q “ b b “ ‘ ‘ ‘ .

It follows that every irreducible representation in Vp1q corresponds to a certain irre-

ducible representation in Symp1qb2 (coloured green). The same holds for higher p.

Consider a Young diagram Y pp1, p2, p3q with row lengths p1 ě p2 ě p3 ě 0. In-

troducing si “ pi ´ 1
3

ř3
j“1 pj, one can calculate the value of the quadratic Casimir

operator for the corresponding irreducible representation using the formula [PP68]

C2pp1, p2, p3q “

3
ÿ

j“1

sjpsj ´ 2jq. (3.18)

We are thus in a position to write out an explicit formula for the eigenvalues of H:

Proposition 4. The eigenvalues of H, for a fixed value of p, take the form

Λk “
β

2
C2pp

B
1 , p

B
2 , p

B
3 q `

α ´ β

2

“

C2

`

pA1 , p
A
2 , 0

˘

´ C2pp, p, 0q
‰

, (3.19)

where pA1 `pA2 “ 2p, pA2 ď p ď pA1 and pB1 `pB2 `pB3 “ 3p, pB2 ď pA1 ď pB1 , p
B
3 ď pA2 ď pB2 .

Proof. According to the algorithm described above, we need to identify certain irre-

ducible representations A in Symppqb2 and B in V ppq such that B is contained in the

decomposition of AbSymppq into irreducibles. These representations correspond to cer-

tain Young diagrams YAppA1 , p
A
2 , p

A
3 q P Irr

`

Symppqb2
˘

and YBppB1 , p
B
2 , p

B
3 q P Irr

`

V ppq
˘

,

in terms of which the spectrum can be easily described.

The rules for multiplying by Symppq are quite simple. For instance,

Symppq b Symppq “
à

Irr
`

Symppqb2

˘

, (3.20)
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where the sum is taken over diagrams with row lengths ppA1 , p
A
2 q satisfying the conditions

pA1 ` pA2 “ 2p , pA2 ď p ď pA1 . (3.21)

Take any diagram YA on the r.h.s. of the equation (3.20). Multiplying it by Symppq,

one gets diagrams YB with three rows of lengths pp1, p2, p3q subject to the conditions

pB1 ` pB2 ` pB3 “ 3p , pB2 ď pA1 ď pB1 , pB3 ď pA2 ď pB2 . (3.22)

For each pair of diagrams YA and YB, satisfying the conditions (3.21)-(3.22), the eigen-

value of the Hamiltonian can be calculated using the formula

Λk “
β

2
C2pp

B
1 , p

B
2 , p

B
3 q `

α ´ β

2

“

C2

`

pA1 , p
A
2 , 0

˘

´ C2pp, p, 0q
‰

. (3.23)

As mentioned above, the degeneracy of Λk is equal to the dimension of B. To find the

entire spectrum, one needs to search for all possible values of the row lengths of YA

and YB.

Note that the additive constant in H has been chosen as ´
α´β
2
C2pp, p, 0q. This is

necessary to ensure that the eigenvalues have a limit as p Ñ 8. Indeed, upon changing

p ÞÑ p ` 1 the Young diagrams YAppA1 , p
A
2 , 0q P Irr

`

Symppqb2
˘

and YBppB1 , p
B
2 , p

B
3 q P

Irr
`

V ppq
˘

are mapped to the new diagrams Y 1
AppA1 ` 1, pA2 ` 1, 0q P Irr

`

Sympp ` 1qb2
˘

and Y 1
BppB1 `1, pB2 `1, pB3 `1q P Irr

`

V pp`1q
˘

, respectively (see the end of Section 3.1).

It turns out that the values Λk for pYA, YBq are the same as those for pY 1
A, Y

1
Bq (see

Section 4.1.3), so that σpH, pq Ă σpH, p ` 1q. As a result, in the limit p Ñ 8 one

finds the entire spectrum of the corresponding Laplace-Beltrami operator. Let us also

mention that, with this particular choice of the additive constant, the energy of the

ground state of the Hamiltonian is zero. For more on this see Section 4.1.

3.4.1. Reduction to CP2. The limit α Ñ 8 is also of interest. In this case, as

discussed in Section 3.3, the metric on F1,2,3 degenerates. As the fiber size tends to

zero, the metric converges to a metric on the base, that is, on CP2. It follows from

the formula (3.19) for the spectrum and from Appendix B that the eigenvalues, which

are bounded as α Ñ 8, correspond to the states for which C2

`

pA1 , p
A
2 , 0

˘

“ C2pp, p, 0q

holds. Thus, out of the set of Young diagrams A only rectangular diagrams of the

14



following form should remain in the limit:

. . .

. . .
loooooooooomoooooooooon

p

. (3.24)

The corresponding representations are symmetric powers of the representation con-

jugate to the fundamental, i.e. ĞSymppq. In the limit p Ñ 8 we obtain the correct

identification of Hilbert spaces:

L2
`

CP2
˘

“ lim
pÑ8

Symppq b ĞSymppq . (3.25)

In this case the analogue of Proposition 1 is that there exists a Lagrangian embedding

CP2
Ñ CP2

ˆ CP2 given by the map z Ñ pz, z̄q. Complex conjugation in the second

factor intuitively corresponds to taking the conjugate representation in (3.25).

In fact, the system on F1,2,3 becomes equivalent to a system on the partial flag

manifold F2,3 – CP2 as α Ñ 8. Indeed, the rectangular Young diagram (3.24) leads

to coherent states parameterized by points on the Grassmannian F2,3. This means

that, in this limit, the pair of vectors pu1, u2q describing F1,2,3 is only defined up to a

Up2q gauge transformation. As a result, the gauge group is enlarged from Up1q ˆUp1q

to Up2q.

3.5. Geodesics in the case of γ “ β. Previously, we derived the spectrum of the

quantum Hamiltonian (3.1) for the case β “ γ, thereby solving the quantum mechanical

problem on F1,2,3. The classical problem corresponding to the action (3.8) is equivalent

to the geodesic problem on this manifold. Let us state the main proposition:

Proposition 5. The general solution to the geodesic equations on F1,2,3 with the met-

ric (3.14) has the form

¨

˚

˝

u1ptq

u2ptq

u3ptq

˛

‹

‚

“ Gptq exp

»

—

–

¨

˚

˝

0 1
α
A0

21
1
β
A0

31

´ 1
α
Ā0

21 0 1
β
A0

32

´ 1
β
Ā0

31 ´ 1
β
Ā0

32 0

˛

‹

‚

βt

fi

ffi

fl

¨

˚

˝

u1p0q

u2p0q

u3p0q

˛

‹

‚

, (3.26)
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where

Gptq :“

¨

˚

˝

exp

«˜

0 1
α
A0

21

´ 1
α
Ā0

21 0

¸

pα ´ βqt

ff

1

˛

‹

‚

(3.27)

and A0
21, A

0
31, A

0
32 are the initial data.

Proof. Our model’s action takes the form (3.8) with β “ γ. The Lagrangian can be

rewritten by analogy with the metric (3.14) as

L “
1

α
9̄u2 ˝ pu1 b ū1q ˝ 9u2 `

1

β
9̄u3 ˝ pId ´ u3 b ū3q ˝ 9u3 ` λij

pūi ˝ uj ´ δijq , (3.28)

where λij are Lagrange multipliers imposing orthonormality of the vectors uk.

The flag manifold F1,2,3 is the quotient space Up3q

Up1qˆUp1qˆUp1q
, and, as a result, the

model (3.28) is invariant under the action of the gauge group Up1q3. Gauge transfor-

mations take the form ui Ñ eiφiptqui. The natural gauge conditions that we use are

ūi ˝ 9ui “ 0 , i “ 1, 2, 3.

Let us introduce the following notation: Aijptq :“ ūi ˝ 9ujptq, A
0
ij :“ ūi ˝ 9ujp0q. Due

to the orthonormality of the vectors ui we have Aij “ ´Āji. As in the SUp2q case

(see (2.8)), the equations of motion lead to equations on Aijptq (for more details see

Appendix A):

d

dt
A21ptq “ 0 ,

d

dt

˜

A31

A32

¸

“

¨

˝

0 ´β
´

1
α

´ 1
β

¯

A21

´β
´

1
α

´ 1
β

¯

A12 0

˛

‚

˜

A31

A32

¸

, (3.29)

with the solution

A21ptq “ const “ A0
21 ,

˜

A31

A32

¸

“ exp

«˜

0 1
α
A0

21

´ 1
α
Ā0

21 0

¸

pα ´ βqt

ff ˜

A0
31

A0
32

¸

.

(3.30)

Knowing Aij, one can find the evolution equations of ui, as the vectors tuiu
3
i“1 form

an orthonormal basis in C3 at every instant of time. From the ‘partition of unity’ (3.13)
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it follows that

d

dt

¨

˚

˝

u1

u2

u3

˛

‹

‚

“

¨

˚

˝

0 A21 A31

´Ā21 0 A32

´Ā31 ´Ā32 0

˛

‹

‚

¨

˚

˝

u1

u2

u3

˛

‹

‚

:“ Aptq

¨

˚

˝

u1

u2

u3

˛

‹

‚

. (3.31)

The formal solution can be written in the form of an ordered exponential, but it is

also possible to obtain an explicit expression. To this end we need to recall the gauge

invariance of the system of equations (3.31). Consider the equation d
dt
x “ Mx and

make the substitution x “ Gptqy, where Gptq is a unitary transformation. This gives
d
dt
y “ M 1y, where M 1 “ G:MG ´ G: d

dt
G.

Let us take the matrix (3.27) for G. In this case the equation becomes

d

dt

¨

˚

˝

G:

¨

˚

˝

u1

u2

u3

˛

‹

‚

˛

‹

‚

“ β

¨

˚

˝

0 1
α
A0

21
1
β
A0

31

´ 1
α
Ā0

21 0 1
β
A0

32

´ 1
β
Ā0

31 ´ 1
β
Ā0

32 0

˛

‹

‚

G:

¨

˚

˝

u1

u2

u3

˛

‹

‚

. (3.32)

Therefore the solution has the form (3.26).

3.5.1. Special cases. Having the explicit form of the solution at hand, one can

study several interesting special cases.

• A0
31 “ A0

32 “ 0. In this case

¨

˚

˝

u1ptq

u2ptq

u3ptq

˛

‹

‚

“ exp

»

—

–

¨

˚

˝

0 A0
21 0

´Ā0
21 0 0

0 0 0

˛

‹

‚

t

fi

ffi

fl

¨

˚

˝

u1p0q

u2p0q

u3p0q

˛

‹

‚

. (3.33)

It can be seen that the solution is a rotation in the pu1, u2q plane. In other words,

it is a great circle on the sphere CP1, i.e. in the fiber of the forgetful bundle (3.15).

It follows that the fibers are totally geodesic submanifolds.
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• A0
21 “ 0. Then

¨

˚

˝

u1ptq

u2ptq

u3ptq

˛

‹

‚

“ exp

»

—

–

¨

˚

˝

0 0 A0
31

0 0 A0
32

´Ā0
31 ´Ā0

32 0

˛

‹

‚

t

fi

ffi

fl

¨

˚

˝

u1p0q

u2p0q

u3p0q

˛

‹

‚

. (3.34)

This is the horizontal lift to F1,2,3 (satisfying the condition ū2 ˝ 9u1 “ 0) of a

geodesic from the base CP2. It is a well-known fact that, in the case of a Rie-

mannian submersion, the horizontal lift of a geodesic from the base space is a

geodesic in the total space (see [CE75, Theorem 3.31])

The explicit solution (3.26)-(3.27) provides the description of arbitrary geodesics, not

necessarily ‘vertical’ or ‘horizontal’ ones. Let us also discuss special cases of metrics

for which the solution can be simplified:

• α “ β (the normal metric). As can be seen from (3.26), in this case all geodesics

are orbits of one-parameter isometry groups. This is a general property of normal

metrics [CE75].

• α Ñ 8 (the Fubini-Study metric on CP2). This limit has already been studied

in the context of the spin chain at the end of Section 3.4. In this case we obtain

¨

˚

˝

u1

u2

u3

˛

‹

‚

“ exp

»

—

–

¨

˚

˝

0 A0
21 0

´Ā0
21 0 0

0 0 0

˛

‹

‚

t

fi

ffi

fl

exp

»

—

–

¨

˚

˝

0 0 A0
31

0 0 A0
32

´Ā0
31 ´Ā0

32 0

˛

‹

‚

t

fi

ffi

fl

¨

˚

˝

u1

u2

u3

˛

‹

‚

p0q .

(3.35)

As noted above, the vectors pu1, u2q are defined up to an action of Up2q. Ac-

cordingly, up to an additional gauge transformation, (3.35) is a geodesic in CP2

(again, this is an orbit of a one-parameter subgroup of SUp3q).

4. Generalization to higher N

This section provides a natural generalization of the constructions described in

Section 3 to the SUpNq case, where N ě 3.
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4.1. Spin chain Hamiltonian. First of all, one should note a basic property of the

Hamiltonian (3.16), namely that it can be written as a sum of two commuting Casimir

operators. One of these operators acts in Symppqb2, while the other acts in Symppqb3.

In the following we use this observation to construct the generalization.

Consider a system of N SUpNq-spins. In order to describe the Hamiltonians (as

well as the metrics on flag manifolds later on) it is convenient to use the graphical

notation
I I ` 1 I ` J

(4.1)

where each node corresponds to a ‘copy’ of Sympp,Nq, the p-th symmetric power of

the fundamental representation of SUpNq, representing a spin at that site. The bracket

denotes the addition to the Hamiltonian of the quadratic Casimir operator constructed

on these spins, taken with some multiplier. In turn, we refer to this multiplier as the

coefficient of the bracket. For example, the above picture is represented by the operator

αI,JHI,J :“ αI,J

«

1

2

˜

I`J
ÿ

i“I

Sa
i

¸ ˜

I`J
ÿ

j“I

Sa
j

¸

` const

ff

, (4.2)

where Sa “
řI`J

i“I Sa
i is a generator of supNq taken in the representation

Sympp,NqbpJ`1q. For convenience we have also included an additive constant in the

definition of the Hamiltonian, whose significance will be discussed later on.

We will be considering Hamiltonians whose diagrams do not contain partially over-

lapping brackets. For example, the following configuration is forbidden:

(4.3)

In other words, the brackets, from which the Hamiltonian H is built, must be

‘embedded’ into each other. In this case the corresponding quadratic Casimir operators

HI,J commute with each other. We also note that H acts in the space Sympp,NqbN

by construction.

We also impose the following condition on the coefficients αI,J of the brackets:

the coefficient in front of each Sa
i S

a
j term7 in H must be positive. This convention is

7Which is the sum of coefficients of all brackets that contain Sa
i S

a
j .
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explained in Section 4.2.

4.1.1. Examples. Using this notation, we may represent the Hamiltonian (3.16) of

the SUp3q spin chain by the diagram

1 2 3

(4.4)

The first bracket has the coefficient α ´ β, whereas the second bracket has the coeffi-

cient β.

As another illustration, consider an example of six spins with the diagram

1 2 3 4 5 6

(4.5)

In this case the Hamiltonian takes the form

H “ α1,3H1,3 ` α4,5H4,5 ` α1,5H1,5 ` α1,6H1,6. (4.6)

4.1.2. Spectrum of the Hamiltonian. The algorithm for calculating the eigen-

values of H for a particular p is as follows:

1. Find the brackets that contain no smaller ones. Choose one of them and con-

sider the corresponding term HI,J . Multiply the representations Sympp,Nq cor-

responding to the given bracket and choose an irreducible representation in the

decomposition8. The eigenvalue of αI,JHI,J is given by

αI,J

2
pC2pp1, . . . , pNq ´ C2pp, . . . , pJ`1 “ p, 0, . . . , 0qq , (4.7)

where pj are the lengths of rows of the diagram (it is clear that pj “ 0 for

j ą pJ ` 1q) and

C2pp1, . . . , pNq “

N
ÿ

j“1

sjpsj ´ 2jq, with si “ pi ´
1

N

N
ÿ

j“1

pj , (4.8)

8It is convenient to use Young diagrams for this purpose. Recall that Sympp,Nq is matched by a
diagram with p boxes arranged in a single row.
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is the eigenvalue of the quadratic Casimir operator of SUpNq [PP68]. The sub-

traction in (4.7) makes use of the possibility of adding a constant to the Hamil-

tonian (4.2). It turns out that, with this choice, the ground state has eigenvalue

zero (see Section 4.1.3 below and Appendix B). For each bracket we use this

method to find the corresponding eigenvalues.

2. Find the brackets containing no smaller ones, this time ignoring the ones from

step 1. Let us take a look at one of these. Some of the brackets from step 1 fall

inside this bracket, and at step 1 we have picked from each such smaller bracket

a Young diagram corresponding to one of the irreducible components. Tensor-

multiply all of these irreducible representations, as well as with the Sympp,Nq

representations at the nodes that did not fall into any of the brackets from step 1

but fall into the new bracket. Again, choose a Young diagram corresponding to

an irreducible component and find its eigenvalue using (4.7). For each bracket

found at this step, add the obtained values to the result of step 1.

3. Continue until all the brackets are exhausted.

At each step, a particular irreducible component is picked from the tensor product

of representations determined at the previous step (and, possibly, Sympp,Nq). In order

to find the whole spectrum of H, one should consider all possible combinations.

4.1.3. Spectrum stabilization. In the following, we define the Hamiltonian H by

taking into account the subtraction introduced in equation (4.7). To explain this, let

us analyze the behavior of the spectrum σpH, pq of the Hamiltonian as p increases.

Similarly to the case of SUp3q, after the transition p ÞÑ p ` 1 a Young diagram of an

irreducible representation in Sympp,NqJ`1 maps to a Young diagram with an additional

column of J ` 1 boxes, i.e. to a certain irreducible component in Sympp ` 1, NqJ`1.

In this case the eigenvalues of HI,J in H increase, but the differences between them

remain unaltered. Indeed, let us show that

C2pp1, . . . , pJ`1, 0 . . . , 0q ´ C2pp, . . . , p, 0, . . . , 0q “

“ C2pp1 ` 1, . . . , pJ`1 ` 1, 0 . . . , 0q ´ C2pp ` 1, . . . , p ` 1, 0, . . . , 0q. (4.9)
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Subtracting the r.h.s. of equation (4.9) from the l.h.s., upon some simplification we get

2

ˆ

1 ´
J ` 1

N

˙ J`1
ÿ

i“1

ppi ´ pq “ 0. (4.10)

This holds true, since, according to the rules for multiplying Young diagrams,
J`1
ř

i“1

pi “ pJ ` 1qp.

However, the ground state energy is always zero due to the subtraction in (4.7) (see

Appendix B). Thus, the spectrum stabilises, i.e.

σpH, pq Ă σpH, p ` 1q. (4.11)

Specifically, the eigenvalues are essentially independent of p (for sufficiently large p).

4.2. Metrics on F1,2,...,N . As with F1,2,3, there is a connection between an SUpNq

spin chain in the limit p Ñ 8 and a free-particle problem on F1,2,...,N .

First, let us recall the most general metric on a complete flag manifold (see

also [Arv93]). This is a natural generalization of (3.10):

ds2 “

N
ÿ

i‰j

1

αij

|ūi ˝ duj|
2. (4.12)

This metric is non-degenerate under the condition 1
αij

ą 0 for all i, j. Indeed, since

we are dealing with a homogeneous space, it is sufficient to study the corresponding

quadratic form near any point, e.g. U :“ pu1, . . . , uNq “ Id P F1,2,...,N . Using the

decomposition U “ Id ` iH ` . . ., with H Hermitian, we have ūj ˝ duk “ i dHjk ` . . .

to the leading order. So ds2
ˇ

ˇ

U“1N
“

řN
i‰j

1
αij

|dHij|
2, so that the requirement 1

αij
ą 0

is obvious.

The recipe for deriving a metric from a spin chain Hamiltonian is the same as that

described in Section 3.2. Let us formulate a generalization of Proposition 3:

Proposition 6. Let H be the Hamiltonian of an SUpNq spin chain with N spins,

acting in the space Vpp,Nq :“ Sympp,NqbN . Then

lim
pÑ8

TrVpp,Nqpe
´τH

q “ TrL2pF1,2,...,N qpe
´τHparticleq , (4.13)
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where τ ą 0 is a parameter, H “ ´△ is the quantum mechanical Hamiltonian for

a free particle on F1,2,...,N , and △ the Laplace-Beltrami operator corresponding to the

metric constructed from H.

It follows from the equality of partition functions that the spectrum of H coincides

with that of ´△ as p Ñ 8.

Let us explain why the subtraction introduced earlier in (4.7) is also necessary

for the validity of (4.13). Obviously, ´△ is a non-negative operator with zero eigen-

value corresponding to constant functions. On the other hand, as discussed above, the

Hamiltonians HI,J with the chosen subtraction are also non-negatively defined, and,

as follows from (4.7), their zero eigenvalues correspond to rectangular Young diagrams

of size p ˆ pJ ´ I ` 1q.

By successively considering all brackets at each step, we see that the zero eigenvalue

corresponds to a rectangular diagram of width p and increasing height. At the last step

we arrive at the diagram of size pˆN , which is the singlet (the trivial representation).

It is clear that the singlet corresponds to constant functions as p Ñ 8.

One can formulate the following statement based on the results of Section 4.1:

Proposition 7. The spectrum of the Laplace-Beltrami operator △, corresponding to

the Hamiltonian H under consideration, can be described explicitly.

In order to obtain the metric from the Hamiltonian, it suffices to replace the term

Sa
i S

a
j in the Hamiltonian H with |ūi ˝ duj|

2 and all of the coefficients in H with their

inverse values. This is the same process that was used for F1,2,3 (see the formulas (3.1)

and (3.10)). It is clear that the metric obtained through this process has a ‘nested’

structure inherited from the original Hamiltonian. Therefore one can use the graphical

representation described in Section 4.1. The corresponding diagram

I I ` 1 I ` J

(4.14)

will again be called a bracket, as in Section 4.1.

The bracket above corresponds to the term 1
rαI,J

řI`J
i“I`1

ři´1
j“I |ūj˝dui|

2 in the metric,

where the orthonormal set of vectors tukuNk“1 parameterizes the flag under considera-

tion, as in the case of F1,2,3. Each node, which previously had its own spin, now has its

own vector ui. We refer to 1
rαI,J

as the coefficient of the bracket. One can relate these
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coefficients to the αI,J coefficients in H. As noted above, the coefficients in front of

Sa
i S

a
j and |ūi ˝ duj|

2 are inverses of each other, but one should bear in mind that the

interaction of the form Sa
i S

a
j may fall into more than one bracket. In this case the final

coefficient for this interaction is the sum of coefficients of all such brackets.

From the non-degeneracy of the metric it follows that the coefficient in front of each

term |ūi ˝ duj|
2 must be positive. Since it is the inverse of the coefficient in front of

Sa
i S

a
j in H, this explains the positivity conditions introduced in Section 4.1.

As in the case of Hamiltonians, configurations with partially overlapping brackets

are forbidden (this assumption is made throughout the rest of this paper). We refer

to such metrics as having ‘nested’ structure. In the following section we will establish

their relation to forgetful maps of flag manifolds.

4.3. Forgetful bundle. Let us briefly recall the construction of a forgetful bundle

on F1,2,...,N [DS08; Man88]. It is given by the projection

F1,2,...,N
F1,2,...,K
ÝÝÝÝÝÑ F1,2,...,M,M`K,...,N . (4.15)

Speaking informally, we ‘forget’ part of the fine structure of the flag, i.e. subspaces of

certain dimensions. In (4.15), these are subspaces of dimensions M `1,M `2, . . . ,M `

K ´ 1. The fiber of the bundle is F1,2,...,K . In terms of the set of vectors tuuNk“1

parametrizing a point in F1,2,...,N , we simply choose a subset of K vectors and consider

these to be defined up to an UpKq transformation (since tukuNk“1 are orthonormalized).

In other words, we ‘remember’ only the plane spanned by these K vectors.

We can as well forget another set of dimensions:

F1,2,...,N
F1,2,...,K
ÝÝÝÝÝÑ F1,2,...,M,M`K,...,N

F1,2,...,L
ÝÝÝÝÝÑ F1,2,...,P,P`L,...,M,M`K,...,N . (4.16)

Any partial flag manifold can be obtained using this method.

Now we can define more precisely the notion of metric with ‘nested’ structure.

Each bracket of the form (4.14) in a metric diagram (regardless of its internal struc-

ture) corresponds to a forgetful map with fiber F1,2,...,J´I`1. If the bracket has internal

structure, it means that the manifold F1,2,...,J´I`1 itself can be represented as an anal-

ogous bundle9. The ‘nested structure’ of a metric is marked by the fact that each

9For example, the diagram (4.5) means that F1,...,6 can be viewed as a bundle over CP5
» F5,6 with

fiber F1,...,5. Additionally, F1,...,5 may be viewed as a bundle over F2,5 » F3,5, with fiber F1,2,3 ˆF1,2.
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forgetful map is a Riemannian submersion. As it turns out, in this case fibers of the

corresponding projections turn out to be totally geodesic submanifolds (see the proof

of Proposition 9).

In relation to forgetful maps, let us recall the following result [BB82] (see

also [BB90]):

Proposition 8 ([BB82]). Let

pEN`M , Gq
FM
ÝÝÑ pBN , gq (4.17)

be a bundle over the base BN , with fiber FM (the indices denote dimensions of these

manifolds). The total space EN`M and the base BN are equipped with metrics G and g,

respectively. Suppose additionally that the map (4.17) is a Riemannian submersion with

totally geodesic fibers. Then the Laplace-Beltrami operator on EN`M can be decomposed

into a sum of ‘horizontal’ and ‘vertical’ Laplacians. These operators commute with each

other.

Proof. Let us pick coordinates x1, . . . , xN on BN and y1, . . . , yM on FM . Furthermore,

let pds2qB “ gABpxqdxAdxB denote the metric on the base, and let the following be the

metric on the total space:

pds2qE “ pds2qB ` hαβpyq
`

dyα ´ Aα
ApxqdxA

˘

´

dyβ ´ Aβ
BpxqdxB

¯

. (4.18)

In this case the map (4.17) is a Riemannian submersion. One can verify by ex-

plicit calculation that the Laplacian constructed using this metric has the form (here

g :“ DetpgABq and h :“ Detphαβq)

△E “
1

g1{2h1{2
DA

`

g1{2h1{2gABDB

˘

`
1

h1{2
Bα

`

h1{2hαβ
Bβ

˘

, (4.19)

where DA :“ BA ` Aα
ABα. (4.20)

The requirement that the fiber FM be totally geodesic can be expressed as the

condition10

ΓA
βγ “ ´

1

2
gABAα

BBαhβγ “ 0 . (4.21)

10A well-known example of a bundle with totally geodesic fibers is the Hopf fibration S2n`1 Ñ CPn.
In this case M “ 1 and h11pyq “ const, so that condition (4.21) is satisfied.
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In this case the two terms in (4.19) (the so-called ‘horizontal’ and ‘vertical’ Laplace

operators, respectively [BB82]) evidently commute with each other.

In the case of forgetful bundles this proposition is a complete analogue of our

statement about the commutativity of quantum Hamiltonians in the limit p Ñ 8.

4.4. Geodesics. We have described the relation between an SUpNq spin chain and a

free-particle problem on the manifold of complete flags. Previously, we have developed

an algorithm for calculating the eigenvalues of spin chain Hamiltonians and of the

corresponding Laplace–Beltrami operators for metrics with ‘nested’ structure. This

resolves the quantum version of the free-particle problem on F1,2,...,N . What remains

is to solve the classical problem, i.e. the geodesic equations.

Before passing to the solution, let us first of all simplify the concept of metrics with

‘nested’ structure:

Lemma 1. Metrics with ‘nested’ structure can be represented by diagrams of the fol-

lowing types: in each bracket there are either strictly two other brackets or none at all.

In other words, the following two situations are allowed:

(4.22)

(By the same rules as above, additional brackets can also be nested within the inner

brackets in the diagram on the left11.)

Proof. An arbitrary metric with ‘nested’ structure can contain structures of the form

(4.23)

The structure of the inner brackets is not specified.

In order to convert this diagram to a diagram of the type described in the statement

of the Lemma, we add ‘fictitious’ brackets whose coefficients in the final formulas will

11Here is an example of such metric on the flag manifold F1,2,...,12:
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be set to zero:

(4.24)

This completes the proof.

In solving the geodesic problem we will be using the bracket structure described in

Lemma 1. The action describing geodesics in F1,2,...,N is constructed from the metric by

the formal substitution dui Ñ 9ui, in analogy with formula (3.8). This action inherits

the metric structure. From the equations of motion of the vectors ui one can easily

derive the equations for the evolution of the scalar products 9̄ui ˝ uj (see the example

in Appendix A). Knowing these, one can determine the evolution of the vectors ūi

themselves. Indeed, using the ‘partition of unity’ (which is a generalization of (3.13)

for N vectors), we have the following identity: 9̄ui “ p 9̄ui ˝ ujqūj, which can be seen as

a system of equations on the vectors ūi (i “ 1, . . . , N). The main result is as follows:

Proposition 9. One can construct explicitly the general solution to the geodesic equa-

tions for metrics on F1,2,...,N with ‘nested’ structure.

Proof. First, let us write down the equations of motion for the most general met-

ric (4.12). To do this, we introduce two matrices

ωωωij :“ 9̄uj ˝ ui , LLLij “

$

&

%

1
αij

9̄uj ˝ ui , i ‰ j

0 , i “ j
(4.25)

For brevity, let us write LLL “ 1
α

pωωωq. It then follows from the equations of motion12 that

dLLL

dt
“ rLLL,ωωωs. (4.26)

These are generalized Euler equations13 (in mechanics, ωωω and LLL are the angular velocity

and angular momentum of a solid body, respectively).

Let us now show that, for metrics with ‘nested’ structure, these equations can be

solved by induction. According to Lemma 1, the diagram we are interested in has the

12See Appendix A for the explicit derivation in the SUp3q case.
13The conditions for Liouville integrability of such equations have been studied, e.g. in [MF78].
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form

1 2

3

N K

(4.27)

where brackets 1 and 2 can contain sub-brackets according to the rules above. In this

case ωωω and LLL may be split as follows:

ωωω “

˜

ω1 ω

´ω: ω2

¸

, LLL “

˜

L1
1
ξ
ω

´1
ξ
ω: L2

¸

, (4.28)

where L1 “
1

α
pω1q and L2 “

1

β
pω2q. (4.29)

Note that here 1
ξ
stands simply for multiplication by the coefficient of bracket 3. The

equations of motion (4.26) are accordingly split as follows:

dL1

dt
“ rL1, ω1s ,

dL2

dt
“ rL2, ω2s , (4.30)

1

ξ

dω

dt
“

ˆ

L1 ´
1

ξ
ω1

˙

ω ´ ω

ˆ

L2 ´
1

ξ
ω2

˙

. (4.31)

Thus, equations for ω1 and ω2 have decoupled. Moreover, the last equation is linear

in ω. Solutions with ω “ ω1 “ 0 or ω “ ω2 “ 0 correspond to the motion in the fibers

of two natural forgetful bundles

F1,2,...,N`K

Ö Œ

F1,2,...,K,N`K FK,...,N`K

It thus follows that the fibers are totally geodesic submanifolds.

Let us continue with the proof by induction. Suppose the equations for ω1 and

ω2 have been solved. We also assume that the following representations have been

constructed:

ω1 “ ´ 9g1g
´1
1 , ω2 “ ´ 9g2g

´1
2 , (4.32)

where g1,2 are explicitly known unitary matrices. In the first step of the induction

we assume that there are no additional brackets inside brackets 1 and 2. Therefore,
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the operators 1
α

and 1
β

are multiplications by scalars. It then follows from equa-

tion (4.30) that ω1 “ const and ω2 “ const, so that representation (4.32) holds, with

g1 “ e´ω1t, g2 “ e´ω2t.

Next, we show that, under the inductive assumption, the equation for ω can be

solved explicitly, and the entire matrix ωωω can be expressed in a form similar to (4.32).

To do so, we substitute ω “ g1ω̂g
´1
2 . Equation (4.31) is transformed into

1

ξ

dω̂

dt
“ A ω̂ ´ ω̂ B , (4.33)

where A “ g´1
1 L1g1 and B “ g´1

2 L2g2. (4.34)

However, it follows from equations (4.30) and (4.32) that dA
dt

“ dB
dt

“ 0, i.e. A and B

are constant skew-Hermitian matrices. Therefore the solution is

ω̂ “ eξAtω̂0e
´ξBt. (4.35)

Simple transformations can be used to bring ωωω to the desired form:

ωωω “

˜

´ 9g1g
´1
1 g1ω̂g

´1
2

´
`

g1ω̂g
´1
2

˘:
´ 9g2g

´1
2

¸

“ ´ 9GG´1 , (4.36)

where G “

˜

g1 0

0 g2

¸ ˜

eξAt 0

0 eξBt

¸

exp

«

´

˜

ξ A ω̂0

´ω̂:

0 ξ B

¸

t

ff

.

By the definition (4.25), it follows that the matrix uuu “ pu1 ¨ ¨ ¨uN`Kqt composed of the

vectors ui satisfies the equation 9uuu “ ´ωωωuuu “ 9GG´1uuu. Hence

uuuptq “ Gptquuu0 . (4.37)

We have now completed the induction step and, in particular, found the evolution of

the vectors ui. This proves the proposition.

Let us emphasize that the algorithm for constructing all solutions follows directly

from the proof. As an example of the considered technique, we describe geodesics on

the flag manifold F1,2,3,4 in Appendix C.

29



5. Partial flag manifolds

In this section we adapt the above construction to the case of partial flag manifolds.

The core idea follows the concept introduced in Section 3.4.1: it suffices to consider a

particular limit for the problem on the complete flag manifold F1,2,...,N .

Consider an SUpNq spin chain with N spins. Suppose part of the diagram of its

Hamiltonian H is of the form

I I ` 1 I ` J

1

(5.1)

In the Hamiltonian, bracket 1 corresponds to the operator αI,I`JHI,I`J acting in the

space Sympp,NqbpJ`1q.

Consider the limit αI,I`J Ñ 8. By the algorithm described in Section 4.1,

it follows that H has finite eigenvalues for the unique irreducible representation in

Sympp,NqbpJ`1q, corresponding to the Young diagram

J ` 1

$

’

’

’

’

&

’

’

’

’

%

. . .

. . .
...

...
...

...

. . .
looooooomooooooon

p

:“ RecpJ ` 1, p,Nq. (5.2)

As a result, in this limit the Hilbert space is reduced to

Vppq Ñ Sympp,Nq
bpI´1q

b RecpJ ` 1, p,Nq b Sympp,Nq
bpN´I´Jq , (5.3)

since other states correspond to infinite eigenvalues. Note that when one multiplies sev-

eral representations Sympp,Nq in Sympp,NqbpJ`1q, the diagram (5.2) occurs uniquely

when each Sympp,Nq factor is attached as a new row of length p. Therefore, if bracket 1

contains nested brackets within it, corresponding terms in the Hamiltonian automat-

ically vanish on these representations due to the subtraction defined in (4.7). This

means that, if the coefficient of any bracket tends to infinity, the inner structure of this
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bracket becomes irrelevant.

Based on the relation between metrics and Hamiltonians described in 4.2, all terms

|ūi ˝ duj|
2, i, j “ I, I ` 1, . . . , I ` J in the metric are suppressed14 as αI,I`J Ñ 8.

Thus, the set of vectors tuiu
I`J
i“I enters the metric via the projector

I`J
ř

i“I

ui b ūi onto

the subspace spanned by these vectors, i.e. in an explicitly UpJ ` 1q-invariant manner.

Thus, in the limit p Ñ 8, the vectors tuiu
I`J
i“I corresponding to bracket 1 are defined

up to a UpJ `1q-transformation. In other words, just as in the case of F1,2,3, the gauge

group is enlarged from Up1qJ`1 to UpJ ` 1q, and the full set of vectors tuauNa“1 now

parametrizes the partial flag manifold F1,...,I´1,I`J,...,N .

The procedure described above can be continued to obtain an arbitrary partial flag

manifold. In this case the reduction of Hilbert space of the type (5.3) can be interpreted

in terms of Lagrangian submanifolds, similar to what was done in Section 3.2. First, we

note that the rectangular diagram (5.2) corresponds to coherent states parameterized

by points in the Grassmannian GrpJ ` 1, Nq (see, e.g. [Byk13] and [Kir99]). Therefore

this time, when the coefficients of several terms in the Hamiltonian tend to infinity,

the phase space of the spin chain is a product of Grassmannians instead of pCPN´1
qN .

Consequently, there is a natural generalization of Proposition 1:

Proposition 10 ([Byk13; ABW22]). There exists an embedding

Fd1,d2,...,dm“N ãÑ

m
ź

i“1

Grpni, Nq , where ni “ di ´ di´1, d0 “ 0 . (5.4)

Moreover, this embedding is Lagrangian w.r.t. a natural symplectic structure on the

product of Grassmannians.

The embedding is given by the condition that planes corresponding to the Grass-

mannians in the r.h.s. are pairwise orthogonal. The rest of the proof proceeds parallel

to the proof of Proposition 1.

The metric with ‘nested’ structure on a manifold of partial flags is obtained from

the metric with nested structure on the complete flag manifold F1,2,...,N by taking the

limit described above. This leads us to the main result of this section:

Proposition 11. Suppose a manifold of partial flags is equipped with a metric with

‘nested’ structure. In this case the general solution to the corresponding geodesic equa-

14So that this metric is degenerate, if viewed as a metric on the complete flag manifold.
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tions and the spectrum of the associated Laplace-Beltrami operator can be found explic-

itly.

Proof. This follows directly from the considerations above and from Propositions 7

and 9 for complete flags.

Let us make a brief remark. As αI,I`J Ñ 8, all contributions from t 9̄ui ˝ uju
I`J
i,j“I

in the solution (4.37) are suppressed, except for one that corresponds to the term e´rωt

with the constant matrix rω “ || 9̄ui ˝ uj||
I`J
i,j“I “ const. This term acts as a rotation

of the vectors tuiu
I`J
i“I , which is a pure gauge transformation and therefore can be

excluded, just as in the case of the transition from F1,2,3 to CP2 discussed earlier in

Section 3.4.1.

6. Conclusion and outlook

In this paper, two related problems are considered, namely, the description of

geodesics and the calculation of the spectrum of the Laplace-Beltrami operator on flag

manifolds. It is shown that for metrics with ‘nested’ structure the solutions to both

problems can be found explicitly. As an intermediate step, we also construct auxiliary

SUpNq spin chains whose Hamiltonians provide finite-dimensional approximations to

the Laplace-Beltrami operator.

The above two problems are closely linked. Essentially, the Laplace-Beltrami op-

erator can be seen as a quantum Hamiltonian corresponding to the classical geodesic

problem. However, fully understanding this connection is not an easy task and requires

the use of quasi-classical techniques (see, for example, [Gut71; Cam90]).

It would as well be interesting to generalize our results to other systems. Specifically,

although we have studied a wide range of metrics on flag manifolds, these metrics do

not cover the entire space of invariant metrics in general. The obvious question is

what happens for other metrics and whether explicit solutions exist in those cases.

Furthermore, we have only considered the SUpNq-case, but it is likely that similar

methods could be applied to flag manifolds of Opnq and Sppnq [AA07].

One of the main motivations for investigating the integrability of geodesic equations

in this paper is in the possible two-dimensional generalization to the case of sigma

models. The most well-studied case is that of symmetric target spaces [ZM78; Uhl89;

Hit90] (see the reviews [HW08; Gue97]), where the metric is unique up to scaling,

and geodesics correspond to the orbits of one-dimensional subgroups of the isometry
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group. As we have seen above, in the case of non-symmetric target spaces, such as flag

manifolds, there are metrics for which the explicit solution to the geodesic equations

can still be found in a relatively simple way. In this context, a curious question arises:

are there similar integrable two-dimensional sigma models with metrics different from

the normal one (where integrability seems to occur [Byk15; ABW22])? For example,

integrability has been proven for the case of odd-dimensional spheres with an arbitrary

size of the Hopf fiber [BR13]. On the other hand, it is well-known that metrics for

which geodesic equations are integrable do not always lead to integrable sigma models

(see, for example, [ST13; CL14]). We plan to return to these questions in the future.
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A. Equations of motion

The equations of motion for the theory with Lagrangian (3.28) are

u1 :
1

α
9̄u2pū1 ˝ 9u2q ` ūiλ

i1
“ 0,

u2 :
1

α

`

ū1p:̄u2 ˝ u1q ` ū1p 9̄u2 ˝ 9u1q ` 9̄u1p 9̄u2 ˝ u1q
˘

´ ūiλ
i2

“ 0, (A.1)

u3 :
1

β

`

:̄u3 ´ ū3p:̄u3 ˝ u3q ´ ū3p 9̄u3 ˝ 9u3q ´ 9̄u3p 9̄u3 ˝ u3q ` 9̄u3pū3 ˝ 9u3q
˘

´ ūiλ
i3

“ 0.

Here we have omitted the conjugate equations. By scalar multiplying the above

equations by the vectors u1, u2, u3, we obtain evolution equations for the scalar prod-
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ucts Aij “ ūi ˝ 9uj:

d

dt
pū2 ˝ 9u1q ´ ū2 ˝ 9u1pū1 ˝ 9u1 ´ ū2 ˝ 9u2q “ 0,

1

β

d

dt
pū3 ˝ 9u1q `

1

β
9̄u3 ˝ 9u1 `

2

β
pū3 ˝ 9u3qpū3 ˝ 9u1q `

1

α
pū3 ˝ 9u2qpū2 ˝ 9u1q “ 0, (A.2)

1

β

d

dt
pū3 ˝ 9u2q `

1

β
9̄u3 ˝ 9u2 `

2

β
pū3 ˝ 9u3qpū3 ˝ 9u2q `

1

α
pū3 ˝ 9u1qpū1 ˝ 9u2q “ 0.

It is useful to note that, given the gauge fixing conditions ūi ˝ 9ui “ 0, one can write

9̄u3 ˝ 9u1 “ (A.3)

“ ´pū3 ˝ 9u1qpū1 ˝ 9u1q ´ pū3 ˝ 9u2qpū2 ˝ 9u1q ´ pū3 ˝ 9u3qpū3 ˝ 9u1q “ ´pū3 ˝ 9u2qpū2 ˝ 9u1q,

9̄u3 ˝ 9u2 “ ´pū3 ˝ 9u1qpū1 ˝ 9u2q.

Thus, the system (A.2) takes the form

d

dt
pū2 ˝ 9u1q “ 0,

1

β

d

dt
pū3 ˝ 9u1q `

ˆ

1

α
´

1

β

˙

pū3 ˝ 9u2qpū2 ˝ 9u1q “ 0, (A.4)

1

β

d

dt
pū3 ˝ 9u2q `

ˆ

1

α
´

1

β

˙

pū3 ˝ 9u1qpū1 ˝ 9u2q “ 0,

which, given the notation, is equivalent to (3.29).

B. Ground state

In this Appendix we will identify the ground state (i.e., the state of lowest energy) of

the system described in Section 4.1. A natural assumption is that it corresponds to the

singlet in Sympp,NqbN , whose Young diagram consists of N rows of length p. To this

end, according to the algorithm for computing the eigenvalues of H (see Section 4.1),

if the coefficients of all brackets are positive15, it is sufficient to show that

C2pp1, . . . , pa, 0, . . . , 0q ´ C2pp
1
1 “ p, . . . , p1

a “ p, 0, . . . , 0q ě 0 (B.1)

15This strengthens the requirements on the coefficients as compared to those introduced in Sec-
tion 4.1. In the general case one can use an alternative proof based on the connection with the
Laplace-Beltrami operator and the non-negative definiteness of the latter.
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for all sets p1 ě p2 ě . . . ě pa ě 0, such that
a

ř

i“1

pi “ ap, and the inequality is saturated

if and only if pi “ p for all i.

By definition (4.8), it follows that equation (B.1) can be rewritten as

a
ÿ

i“1

`

pδpi ´ iq2 ´ i2
˘

ě 0, (B.2)

where δpi “ pi ´ p. Let us find the minimum of the l.h.s. of (B.2) subject to the

following constraints on δpj:

a
ÿ

i“1

δpi “ 0, (B.3)

δp1 ě . . . ě δpa ě ´p. (B.4)

It is convenient to start by considering the first condition and then move on to the

second one.

The minimum of (B.2) under condition (B.3) is reached when

δpi “ δp0i :“ i ´
a ` 1

2
, i “ 1, . . . , a . (B.5)

In this case (B.4) is not satisfied, though. However, the expression that we seek to

minimize can now be reduced to

a
ÿ

i“1

`

pδpi ´ δp0i q
2

` pδp0i ´ iq2 ´ i2
˘

. (B.6)

This takes into account that
a

ř

i“1

pδpi´δp0i qpδp0i ´iq “ ´a`1
2

a
ř

i“1

pδpi´δp0i q “ 0 (see (B.5)).

Dropping the constants and using the notation jpiq :“ a` 1´ i, one may rewrite (B.6)

as

ra{2s
ÿ

i“1

`

pδpi ´ δp0i q
2

` pδpjpiq ´ δp0jpiqq
2
˘

` δp2pa`1q{2, (B.7)

where ra{2s is the integer part of a{2 (the last term is present only if pa ` 1q{2 is an
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integer). Removing the brackets and using δp0i “ ´δp0jpiq, we get

ra{2s
ÿ

i“1

´

δp2i ` δp2jpiq `
`

δp0i
˘2

`
`

δp0jpiq

˘2
` 2δp0jpiq

`

δpi ´ δpjpiq

˘

¯

` δp2pa`1q{2, (B.8)

The term 2δp0jpiq

`

δpi ´ δpjpiq

˘

ě 0, since δp0jpiq ą 0 and δpi ě δpjpiq for i “ 1, . . . , ra{2s

(see (B.4), (B.5) and the definition of jpiq). Thus, (B.8) reaches its minimum at δpi “ 0.

In other words, the minimum value of the l.h.s. of (B.1) is zero, and is reached when

pi “ p for all i, which completes the proof.

C. Flag manifold F1,2,3,4

Let us use the flag manifold F1,2,3,4 to illustrate the method for finding geodesics

described in Section 4.4 (see the proof of Proposition 9). Consider the metric corre-

sponding to the diagram

(C.1)

This metric is of the form

ds2 “
1

α
|ū1 ˝ du2|

2
`

1

β

`

|ū2 ˝ du3|
2

` |ū1 ˝ du3|
2
˘

` (C.2)

`
1

γ

`

|ū3 ˝ du4|
2

` |ū2 ˝ du4|
2

` |ū1 ˝ du4|
2
˘

,

where we have redefined the coefficients of the brackets for convenience.

Let Aij :“ ūi ˝ 9uj. Then, Aji “ ´Āij. The evolution equations for Aij are given by

d

dt
A21 “ 0, (C.3)

d

dt

˜

A31

A32

¸

“

˜

0
`

1 ´
β
α

˘

A21
`

β
α

´ 1
˘

Ā21 0

¸ ˜

A31

A32

¸

, (C.4)

d

dt

¨

˚

˝

A41

A42

A43

˛

‹

‚

“

¨

˚

˚

˚

˝

0
`

1 ´
γ
α

˘

A21

´

1 ´
γ
β

¯

A31
`

γ
α

´ 1
˘

Ā21 0
´

1 ´
γ
β

¯

A32
´

γ
β

´ 1
¯

Ā31

´

γ
β

´ 1
¯

Ā32 0

˛

‹

‹

‹

‚

¨

˚

˝

A41

A42

A43

˛

‹

‚

. (C.5)
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Let A0
ij ” Aij

ˇ

ˇ

t“0
and introduce the matrices

M1 ” exp

«˜

0 1
α
A0

21

´ 1
α
Ā0

21 0

¸

pα ´ βqt

ff

, (C.6)

M2 ” exp

»

—

–

¨

˚

˝

0 1
α
A0

21
1
β
A0

31

´ 1
α
Ā0

21 0 1
β
A0

32

´ 1
β
Ā0

31 ´ 1
β
Ā0

32 0

˛

‹

‚

pβ ´ γqt

fi

ffi

fl

, (C.7)

M3 ” exp

»

—

—

—

—

–

¨

˚

˚

˚

˚

˝

0 1
α
A0

21
1
β
A0

31
1
γ
A0

41

´ 1
α
Ā0

21 0 1
β
A0

32
1
γ
A0

42

´ 1
β
Ā0

31 ´ 1
β
Ā0

32 0 1
γ
A0

43

´ 1
γ
Ā0

41 ´ 1
γ
Ā0

42 ´ 1
γ
Ā0

43 0

˛

‹

‹

‹

‹

‚

pγ ´ δqt

fi

ffi

ffi

ffi

ffi

fl

. (C.8)

Then the solutions to the equations (C.3)-(C.5) are

A21 “ A0
21, (C.9)

˜

A31

A32

¸

“ M1

˜

A0
31

A0
32

¸

, (C.10)

¨

˚

˝

A41

A42

A43

˛

‹

‚

“

˜

M1

1

¸

M2

¨

˚

˝

A0
41

A0
42

A0
43

˛

‹

‚

. (C.11)

Finally, the system of equations for the evolution of the set of vectors tuiu
4
i“1

d

dt
ui “ Aijuj (C.12)

can be solved explicitly:

¨

˚

˚

˚

˚

˝

u1

u2

u3

u4

˛

‹

‹

‹

‹

‚

ptq “

¨

˚

˝

M1

1

1

˛

‹

‚

˜

M2

1

¸

M3

¨

˚

˚

˚

˚

˝

u1

u2

u3

u4

˛

‹

‹

‹

‹

‚

p0q. (C.13)

In particular, it can be seen that smaller complete flag manifolds (fibers of forgetful

bundles) are totally geodesic submanifolds.
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[HW08] F. Hélein and J. C. Wood. “Harmonic maps: Dedicated to the memory of James
Eells”. Handbook of Global Analysis (2008), pp. 417–491.

[IR18] A. Isaev and V. Rubakov. Theory of Groups and Symmetries. WSP, May 2018.
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[MF78] A. S. Mǐsčenko and A. T. Fomenko. “Euler Equations On Finite-dimensional Lie
Groups”. Mathematics of the USSR-Izvestiya 12.2 (1978), p. 371.

[MZ85] Y. W. McKenzie and W. Ziller. “On normal homogeneous Einstein manifolds”.
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