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ABSTRACT
A problem with many current Large Language Model (LLM) driven
spoken dialogues is the response time. Some efforts such as Groq
address this issue by lightning fast processing of the LLM, but we
know from the cognitive psychology literature that in human-to-
human dialogue often responses occur prior to the speaker com-
pleting their utterance. No amount of delay for LLM processing is
acceptable if we wish to maintain human dialogue latencies.

In this paper, we discuss methods for understanding an utterance
in close to real time and generating a response so that the system
can comply with human-level conversational turn delays. This
means that the information content of the final part of the speaker’s
utterance is lost to the LLM. Using the Google NaturalQuestions
(NQ) database, our results show GPT-4 can effectively fill in missing
context from a dropped word at the end of a question over 60%
of the time. These results indicate that a simple classifier could be
used to determine whether a question is semantically complete, or
requires a filler phrase to allow a response to be generated within
human dialogue time constraints.

1 INTRODUCTION
In this paper, we would like to explore some methods of evaluating
spoken language avatar dialogue systems with respect to human-
to-human dialogues. We will discuss response quality, and some
mechanisms of evaluating that quality, but our ultimate focus will
be on latencies in human dialogues and corresponding latencies in
automated systems. In a 2009 study on latencies in conversational
turn taking [23] it was found that on average in English there is
a 239 msec delay between the original interlocutor in a dialogue
and the start of the answering utterance. The variance is quite high,
though, with one standard deviation in response time being 519
msec. So human dialogue expectations are that responses occur
between -280 and +758 msecs from the end of an utterance, on
average. In other languages, these expectations of response time
are even more challenging for automated systems to meet, for
instance in Japanese the average response is only 7 msec after the
original speaker finishes speaking.

The current standard for architectures for automated dialogue
systems is one where the speech recognition pass begins when the
utterance ends, and then the recognized speech is passed to a Large
Language Model (LLM) which composes the response to be sent to a
synthetic speech generationmodule. This architecture is completely
unable to conform to the latency expectations in human dialogues.
This serial processing of responses is also counter to the means
by which humans process speech. Humans form an understanding

in real time and engage in a number of complex turn-taking be-
haviours to negotiate when to take control of the conversation [16].
In this paper we will not delve too deeply into those cues, such
as eye contact and non-verbal utterances, which might signal a
desire to begin to speak, but we will concentrate on the timings
when it is turn for the system to speak. Violating the conversational
expectations of human to human dialogue detracts from the per-
ception of naturalness and engagement in human-machine spoken
dialogues, although users do have some tolerance for longer delays
than would be acceptable in a human conversational partner[19].

There is a deep literature on real-time speech recognition sys-
tems which will be briefly reviewed in the related work section.
In general, these systems lose some accuracy in comparison with
speech recognition systems that can search from both ends of an
utterance in generating its recognition candidates. We will discuss
semantic redundancy in dialogue utterances, though, and provide
experimental evidence that in many cases the loss of recognition ac-
curacy is not a detriment to the quality of spoken avatar responses.
We will also discuss heuristics for the use of filler phrases when the
construction of an utterance leads the avatar system to suspect that
critical information is being withheld until the end of an utterance.
Finally, we will speculate on the impact of these conversational
behaviours in the construction of spoken dialogues in the construc-
tion of an avatar that we are in the midst of building to support
engaging the general public in a museum experience.

To summarize, the realization that this work is being driven from
is that in American English a conversational turn generally begins
from 239 msec before the first speaker is done speaking to about 758
msec after. There have been attempts to on each dialogue turn use
a filler phrase of some sort to start the automated dialog response
while the system runs the speech recognition and generates the
response, but this gets unnatural quickly. Our current attempt is to
take a question answering dataset, chop the final 1, 2 or 3 words
off the initial utterance and generate a response, use an automated
framework to judge the quality of the response, and thenmodel how
much accuracy we lost on the responses by lopping the initial ques-
tion off early. Next, to use the instances that lost accuracy to form a
binary classifier so that when we are part way through the question
we can take the classifier output to determine whether we should
respond with a filler phrase and then process the entire question
(late informative questions) or skip the filler phrase and process
an answer based on the truncated question (late uninformative
questions). The hypothesis being that by classifying and making a
decision on whether to complete processing that we can recover
answer quality with a minimum of use of filler phrases by taking
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advantage of a statistical understanding of sentence structure to
determine the likelihood of a twist at the end of the sentence.

We are taking a statistical pattern recognition approach to this
problem, there have also been linguistic processing approaches
related to our efforts, but they require a deeper semantic modeling
of the input phrases which seem to require more hand-processed
rules to execute [25]. This rule-based versus statistical approach
in some ways mirrors ongoing theoretical positions within the
linguistics community which we will elaborate upon in related
work.

2 BACKGROUND AND RELATEDWORK
In this review we are going to examine different methods for as-
sessing machine dialogues including some discussion of data sets.
Next we will review some latencies and factors affecting latency
in human-to-human dialogues, this will also include a discussion
of underlying neural correlates of speech in humans. Finally we
will identify some of the limiting factors in the latency of machine
dialogues, and detail some previous attempts to overcome these
barriers.

2.1 Assessing machine dialogues
We later propose some methods for speeding up machine dialogues,
but it is not possible to do this without first carefully considering
the impact on the quality of those dialogues. There are a variety of
ways of assessing dialogue quality, and this has an interplay with
the type of dataset used for that assessment. In our case, we will
be mostly using the Google NaturalQuestions database [14] which
has large number of factual questions (drawn fromWikipedia) with
short, long, and yes/no answers supplied by human annotators.
This gold standard approach is effective in that a human annotator
supplies the ground truth, but this annotation is expensive. This
particular data set has, in some ways, been supplanted by more
challenging tasks [22] but we have elected to set a baseline on our
approach before going to a more variable dataset.

Some approaches have tried to automate the comparison of hu-
man responses to the automatically generated responses[5]. The
other alternatives are reference-free approaches, for instance LLM-
eval [15] is a common reference-free approach that uses a multi-
dimensional set of automated metrics to evaluate dialogue quality.
We have chosen to use a method that relies on a human annotated
gold standard, but uses an LLM to calculate a semantic similarity
score, semScore, to that gold standard [24]. This method, LLM-as-
judge, allows us to compare against the human annotated standard,
and then from there against our questions manipulations in each
case giving a 0 to 1 score for how semantically similar the two
answers are based on a cosine distance measurement.

2.2 Latencies in Human-to-Human Dialogue
The analysis of human-to-human dialogue latencies is complex
both in terms of which language is under discussion, and what
the intent of the dialogues are [23]. A more in-depth analysis of
dialogue intents, and the means of grounding dialogues, is found in
a book chapter on Cognitive Mathematics, which also does a good
job of describing the types of dialogues [18]. In our case, we are
focusing on information seeking dialogues.

Even the measurement of turn taking has some complexities,
and are referred as overlaps (where the reply begins before the
prior utterance is finished) and gaps (where there is some silence
between turns) [16]. Some Scandinavian studies have re-enforced
our ideas of the importance of smooth turn taking in establishing
pleasing machine dialogues in both a paper [13] and a doctoral
thesis [11].

2.3 Spoken Dialogue Theories
As far back as the mid-1990’s researchers began studying the nature
of human-machine spoken dialogues [12] Given the technology of
the day, this involved Wizard of Oz studies, with a human with a
script simulating the machine side of the dialogue. A fundamental
realization of that, and most subsequent studies, is that human-
machine dialogues are simply different that human-to-human dia-
logues. The expectations are different and the interlocutory acts are
different. We maintain that this is an artifact of the state of the tech-
nology and that as this technology improves that human-machine
spoken dialogue will more closely resemble the dialogue between
people. Of course, some linguistic theorists would ardently disagree,
and in fact would maintain that today’s statistically-generated dia-
logue behaviours are fundamentally different to human language
mechanisms, and thus a natural dialogue is largely impossible [8].
In fact, the very existence of Large Language Models in some ways
threatens the Chomsky view that language depends on innate struc-
tures, and is not simply an emergent property of a probabilistic
system [20].

There is a class of sentence that is studied which is known as a
sluiced sentence. This means that there is a portion of the sentence
that is ommitted and filled in from context. This type of sentence
is very common where the context exists in a proximal sentence
and requires additional processing by the person listening to fill in
the missing context [9]. One can consider the questions where we
are truncating the last words as a form of sluiced sentence. If the
context is too hard to recover, however, processing of the question
will fail.

2.4 Latencies in Machine Dialogues
Most spoken dialogue avatar systems attempt to simply process
as quickly as possible in order to generate a response within an
acceptable amount of time for the user. The elements of that pro-
cessing generally include the speech recognition pass (which for
the best recognition quality cannot start until the utterance is com-
plete), followed by a language understanding pass (generally an
LLM currently) to produce the reply, followed by a Test-to-Speech
(TTS) system to generate the output audio. Each of these steps take
time.

Let us first consider the recognition speed. The OpenAI whisper
speech recognition engine has made a large impact on the commu-
nity, but generally provides only offline recognition - meaning that
the entire utterance is processed at once. Some efforts have been
made to perform online, or ongoing, recognition using whisper [17].
In many situations it would be ideal to use a cloud service for the
speech recognition, but there are large differences in the latency of
the offerings by different providers. Microsoft tends to be the faster
in providing both initial hypotheses and final recognitions [3]. In
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general on Azure, the first hypotheses come back within 150ms
and those hypotheses then to be 95% stable within 500 msec. So we
could depend on final recognitions within approximately 650ms
from the end of the utterance. Google and IBM on their cloud ser-
vices would take on the order of two seconds to produce their final
recognitions.

The next item to look at is the response generation. LLMs can
very widely in their latencies, but one of the fastest is the new Groq
API. There are some restrictions, but on the open source models
that they have optimized 240 tokens per second is not unreasonable
with only a few msec of initial latency in the response whereas the
speed of generation on OpenAI is closer to 94 ms per token [1, 2].
Given that the responses in this study range from about 20 tokens
to about 60 tokens in length, the response generation time in the
worst cases will be approximately 250 msec on Groq or 650 msec
on OpenAI.

On the speech production side, numbers are very situation de-
pendent but we have found that between 80 and 100 msec response
times are a reasonable estimate, and this aligns with other experi-
ences in the literature [4].

So an overall response time, independent of network delays, is
likely in the 1000 to 1500 msec range for most questions.

3 METHODOLOGY AND EXPERIMENTAL
FRAMEWORK

This section gives an overview of the experimental setup for this
work. Our goal is to simulate two cases in human dialogue when
it comes to question answering, namely the late informative ques-
tion scenario and late uniformative question scenario. We would
then like to understand the impact this has on responses generated
by an LLM. This section first briefly describes the Google Natu-
ralQuestions (NQ) dataset, followed by our setup to mimic the two
stated question answering scenarios. Furthermore, we describe the
process of scoring similarities between responses generated by the
LLM for the different scenarios compared to the ground-truth and
the baseline replies generated by the LLM.

3.1 Google NaturalQuestions Dataset
The Google NaturalQuestions(NQ) dataset [14] as mentioned be-
fore consists of answers to a large number of factual questions.
The dataset consists of 307,383 training examples, 7830 develop-
ment examples which contain human annotations and 7842 test
examples. For our experimental study we chose the first 1,000 ex-
amples in the development set as our subset for the purposes of
this experimental study. Each example consists of a question along
with a long answer that is generated by human annotators which
we treat as the gold-standard answer (which will be referred to as
‘ref‘). We dropped those questions which were negative controls
(meaning that they were designed not to be answerable only from
the question text). We also intentionally did not use the context
text from the dataset, instead preferring to use only the background
training data from ChatGPT to provide context for the question.
This was to not favorably bias the correct answering of questions
from the context provided.

3.2 Responses from Large Language Models
In our experimental study we used ChatGPT [7] as our LLM to
generate responses for each of the 1,000 example questions taken
from the NQ dataset. For each question in our subset, the response
that that is generated our LLM is referred to as ‘res-0’ or response-0.
This refers to responses without any sentence truncation in the
original question. This response simulates our late informative
response scenario in natural dialogue, where a speaker giving the
answer listens to the entire phrase before responding.

In order to simulate the long uninformative response scenario,
where a speaker giving the answer starts before the question is fin-
ished being said. The typical speaking rate for English is 4 syllables
per second [10]. It is well known that some of the most common
words in the English language are between 1-7 syllables in the
length with a large number of words being not more than 3-4 sylla-
bles long. Considering this, we consider two subsets of our 1,000
example subset. In the first subset, we take each of the examples
and remove the last word in the each question and record the re-
sponses from our LLM which we refer to as ‘res-1’. This simulates
removal of approximately between 500ms-1sec. of speech audio.
Similarly, in our second subset, we truncate the last two words in
each question and record the responses from our LLM which we
refer to as ‘res-2’. This simulates the removal of approximately 1sec
or more of speech audio. In our third subset we truncate the last 3
words and we refer to this as ‘res-3’.

3.3 Scoring similarity between responses
In order to evaluate the quality of responses we use SEMSCORE [6]
a measure of semantic textual similarity. In the calculation of the
SEMSCORE, the ground truth response to a question, the target
response, and the response from the LLM, the so-called model re-
sponse are both converted to sentence embeddings using a sentence
transformer model ‘all-mpnet-base-v2’ [21]. The SEMSCORE then
consists of calculating the cosine similarity between the ground
truth target response embedding and the embedding corresponding
to the LLM response. The value of the SEMSCORE lies between
[-1,1]. If the scores are close to 1, then the two sentences are con-
sidered semantically similar. Negative values imply semantically
opposite sentences.

4 RESULTS
This section describes our experiments. In order to understand
how closely the responses from the LLM match to the ground
truth responses, the SEMSCORE is first calculated between the
responses received from the LLM (‘res-0’) and the human annotated
ground truth responses (‘ref‘). Figure 1 shows a histogram plot of
the SEMSCORES from our set ‘res-0’ scored against the ground
truth responses. The LLM used to generate responses in this figure
is ChatGPT with the GPT-4 model. The histogram is seen to provide
a central tendency of scores closer to a mean of 0.68 to indicate
that the returned responses and the ground truth responses bear
semantically similarity. The standard deviation is 0.16 with the
minimum SEMSCORE being 0.03, and the maximum SEMSCORE
being 0.97. The 75th percentile of these scores is 0.81.

In order to understand the impact of word truncation, our next
experiment looks at the distribution of scores for examples whose
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complete responses from the LLM very closely matched the human
annotated ground-truth responses. For this we selected those ‘res-0’
examples whose ‘res-0’ vs ‘reference’ scores were above the 75th
percentile score of 0.81. We then plotted the SEMSCOREs for these
examples comparing :

• The original response from the LLM (‘res-0’) and its similarity
compared to the response obtained when the last word was
removed from the original question (‘res-1’).

• The original response from the LLM (‘res-0’) and its similarity
compared to the response obtained when the last two words
were removed from the original question (‘res-2’).

• The original response from the LLM (‘res-0’) and its similarity
compared to the response obtainedwhen the last three words
were removed from the original question (‘res-3’).

The distribution of these scores for these specific examples are
captured in the box and whisker plots in Figure 2. The counts of
scores rated above 75th percentile for each truncation condition
are shown in Figure 3.

Figure 1: Histogram of SEMSCORES for LLM returned re-
sponses against the ground truth reference responses

5 DISCUSSION
We have presented data showing that the use of state of the art
LLM’s such as GPT-4 can quite effectively fill in missing context
from dropped words in a question. In the case of a single dropped
word, this results in little impact on the quality of the response over
60% of the time. In pursuit of human latencies in spoken avatar
dialogues, we are in the midst of taking advantage of this in the
preparation of filler phrases which will allow the avatar to respond
within latency expectations if it is still processing. For instance, in
the question "How do I get from New York to Chicago?" plainly
the question cannot be answered until after the entire question is
uttered. This is an example of a late informative question, and a
human conversational partner might answer "Well, the way I would
go would be to take interstate..." with the first part of that response
("Well, the way I would go") essentially playing the role of a filler
phrase while the rest of the response is composed. If the question
were asked as "I want to drive from New York to Chicago, can you
give me directions?" then no filler phrase would be needed.

Figure 2: Box and whisker plots of SEMSCORES for the sim-
ilarity of ‘res-0’ vs truncated utterances, specifically those
utterances whose ‘res-0’ scores when compared to the ground
truth were above the 75th percentile score of 0.81

.

Figure 3: Number of questions (out of 1000) where the re-
sponse was rated within 75th percentile of untruncated re-
sponses

.

In some sense, the capabilities of the language model to fill in
missing context (deal with sluiced sentences) determines how often
filler phrases will be needed to maintain appropriate conversational
norms. That GPT-4 is so superior to previous language model vari-
ants allows us to rely less on context directly in the questions and
instead depend on the LLM to fill in the gaps. What this gap filling
cannot do, though, is allow the avatar to engage in other conver-
sation mediating activities. A human conversational partner will
make eye contact, nod, make non-verbal utterances of agreement
in an attempt to re-assure the speaker that their message is being
received. It is only if the speech recognizer is running on the fly and
the avatar paying attention to the semantics of the question that
these types of conversation reinforcing behaviors can be produced.
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The production of filler phrases and adherence to human conver-
sational norms is only one of the small benefits of processing, as
humans do, while the conversational turn is ongoing.

The use of heuristics, like filler phrases and rules for semantic
non-interrupting responses, can be thought of as something of a
bridge between purely statistical language learning in the LLM, and
higher level language rules that are so prominent in Chomsky’s
approach to language [8].

6 CONCLUSIONS AND FUTUREWORK
This work is ongoing as we develop an avatar for responding to
questions about the environment that will be on display in a mu-
seum setting. Before we release the avatar we will need to move our
current text-based investigations into spoken language inputs and
responses. There are several datasets of spoken language questions,
but we intend to develop our own that are in-domain with the
environmental questions that we expect our users to ask.

The work to build a classifier to allow us to determine on an
ongoing basis as the user speaks whether the question will be late
informative is work that is upcoming. Specifically, we intend to
use the questions in our dataset that were labeled late informative
through the use of the semScore measure differing from complete
questions to train a classifier. This will allow us to develop a score
that tends towards 1 for identifying when a question is semantically
complete, and as we pass a cutoff that we define we can then pre-
pare the response. In those cases where the question ends without
a response being ready we will have used the intermediate recog-
nitions (and semantic understanding) to generate an appropriate
filler phrase with as much specificity as the question allows.

Eventually, we also expect to use these intermediate semantics
to introduce dialogue reinforcing behaviors. This is particularly
the case as our graphical avatar is produced to go along with our
responses.

The mix of systems latency questions and user expectations
make this an exciting time to continue to craft machine conversa-
tional systems that meet user expectations of human conversational
partners.
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