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The phenomenon of Anderson localization, occurring in a disordered medium, significantly in-
fluences the dynamics of quantum particles. A fascinating manifestation of this is the "quantum
boomerang effect" (QBE), observed when a quantum particle, propelled with a finite initial velocity,
reverses its average trajectory, eventually halting at its starting point. This effect has recently
been demonstrated in an experiment replicating the quantum kicked-rotor model. This research
delves into the classical analog of QBE. We uncover evidence of a similar effect in classical systems,
characterized by the absence of typical diffusion processes. Our investigation encompasses both
simplified probabilistic models and more complex phenomenological models that link classical with
quantum mechanics. The results indicate that the boomerang effect is not confined to the quantum
realm and may also be present in diverse systems exhibiting subdiffusive behavior.

I. INTRODUCTION

Anderson’s realization that the interference of the wave
function of a particle can stop classical diffusion [1] has
led to several interesting results. On the experimental
side, Anderson localization (AL) has been demonstrated
in several physical systems such as light [2, 3], ultra-
sound waves [4], and atomic matter [5–9]. Of partic-
ular interest to this work is the Quantum boomerang
effect (QBE), which was first described in the context
of the Anderson model [10], followed by other models
displaying AL [11]. Later, it was shown that QBE may
appear in non-Hermitian systems [12], systems without
time-reversal symmetry, and sufficient conditions for the
existence of QBE were presented [13–15]. The QBE has
been recently observed experimentally in an implemen-
tation of the quantum kicked-rotor model with ultracold
bosons [16]. Also, the QBE is destroyed in the presence
of mean-field interactions [14, 17] and many-body inter-
actions [18] and it was shown that in a two-component
Fermi gas the total wave packet presents a QBE while
the individual spin components do not [19]. Whereas the
QBE has been deeply investigated in quantum systems,
the goal of this work is to contribute to the understanding
of this phenomenon by considering classical particles in a
variety of different physical models.

Classical particles may be diffusive in models whose
quantum counterparts are Anderson localized. An ex-
ample of such a situation is a random potential in one
dimension (1D). This case was investigated for a Gaus-
sian distribution for the disordered potential and, while
the quantum model presents AL and QBE, the classical
counterpart does not display a boomerang-like effect [10]
due to diffusion.

However, the difference between the diffusion in a quan-
tum system and the diffusion in its classical analog is
not fundamental. There exist cases where quantum and

classical counterparts have similar diffusion behaviors. A
well-known example is the similarity between random
walks and Anderson Localization. If one considers a ran-
dom walk in 1D and 2D, the returning probability to the
origin is found to be one. However, for higher dimensions,
the returning probability is less than one. This can be
interpreted as the system being more diffusive so the ran-
dom walker cannot always come back. Similarly, in 1D
and 2D, Anderson localization appears for any intensity
of disorder in the Anderson model. Nevertheless, for weak
disorders in 3D, localization might not be present. The
system continues to be diffusive [20]. Again, this can be
interpreted as the system being more diffusive due to the
physical available space.

This relation between Anderson Localization and ran-
dom walks, suggests the study of boomerang trajectories
in the context of Brownian motion (BM). The quantum
dynamics of a Brownian particle is entirely determined by
the dynamical structure factor of the heat bath. In partic-
ular, a bath of non-interacting harmonic oscillators with
a power-law spectral density has been shown to produce
localized states to a positive fractional exponent smaller
than one [21]. A bath of two-level systems, also with a
power-law spectral density, has been reported to gener-
ate insulating behavior and a localization effect in the
dynamical sense [22, 23]. Optical properties of such sys-
tems can be studied in linear response using a generalized
Langevin equation (GLE) [24] and appropriate sum rules.
The insulating state can be fully characterized using the
Drude weight [25, 26]. This phenomenological approach,
together with the system-plus-reservoir model, brings a
formal framework to study boomerang trajectories in both
the classical and quantum regimes.

The paper is structured as follows. In Sec. II, we
consider probabilistic models, showing evidence that a
classical analog of the boomerang effect (CBE) appears
in regimes without diffusion whereas it disappears if the
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system turns diffusive. We obtain approximate analyt-
ical expressions for the average dynamics of a particle
in a random potential and we finally investigate numeri-
cally different situations for this system, finding results
that agree with the analytical description. In Sec. III
we briefly introduce the relevant formalism of Brownian
motion to our study. We review the quantum and clas-
sical limits of a Brownian particle immersed in a bath
of non-interacting harmonic oscillators in the so-called
sub-Ohmic regime. The GLE associated with the problem
predicts boomerang-like trajectories in both the quantum
and classical limit when the system’s variance increases
slower than diffusion, which includes the non-diffusive and
sub-diffusive regimes. Interestingly, in the Ohmic regime
which presents normal diffusion, these trajectories do not
appear. We present a numerical result for a different
memory function, showing that the result aforementioned
is not due to a particular description of the bath. Our con-
clusions are presented in Sec. IV where we conclude that
boomerang-like trajectories can be expected to appear in
either quantum or classical sub-diffusive systems.

II. BOOMERANG EFFECT IN CLASSICAL
PROBABILISTIC MODELS

In this section, we explore a variety of probabilistic
models for classical particles in one dimension (1D). In
all cases, we consider a Hamiltonian of the form

H =
p2

2m
+ V (x), (1)

where p represents the particle’s momentum and V (x) de-
notes a potential characterized by certain randomness. To
explore boomerang-like trajectories within classical mod-
els, we begin with an analytical examination of a particle’s
motion through a medium containing thinly dispersed,
fixed scatterers, each exhibiting random intensities. This
analysis is then juxtaposed with insights from a numeri-
cal model, where scatterers are uniformly distributed in
space and their magnitudes follow a normal distribution.
Furthermore, we simulate numerically the movement of a
particle through a random continuous potential in two dis-
tinct scenarios: one with a Gaussian-distributed potential
and another with a uniformly distributed potential.

In each model, we identify situations where the Classical
Boomerang Effect (CBE) appears and scenarios where
it does not manifest. Our investigation is divided into
two main cases. Initially, we demonstrate that a constant
potential at the origin, represented as V (x = 0) = V0 in
each realization, leads to the emergence of the CBE. In
contrast, for Gaussian potentials, we find that choosing V0

from a Gaussian distribution for each realization results
in the disappearance of the CBE.

A. Analytical Description

We begin by considering a simple model of fixed scat-
terers that allows us to obtain analytical expressions for
the position of a mobile particle. A classical particle of
mass m is launched from x = 0 at time t = 0 with ini-
tial velocity v0 and experiences a constant potential V0

everywhere, except at discrete positions xi where fixed
scatterers are randomly placed. At these positions, the
potential varies, and in certain cases, it is sufficiently high
to cause the particle to reflect. After this reflection, the
particle retains the magnitude of its velocity. We assume
that the scatterers are uniformly distributed over all posi-
tions. We define a probability density f(t′) indicating the
likelihood that the particle will reflect for the first time at
time t = t′ and at position x′ = v0t

′. For a given disorder
realization r of the positions and intensities of the scat-
terers, the particle encounters the first scatterer at x > 0
after a time t = t1, and another scatterer at x < 0 after
a time t = t2. The trajectory is given by x(r)(t; t1, t2) =

v0t−2v0
∑+∞

n=0(−1)n[t−(n+1)t1−nt2]θ[t−(n+1)t1−nt2],
where the superscript (r) labels the realization. The aver-
aged trajectory across all disorder realizations with initial
potential V0 is

x̃(t) =

∫ +∞

0

∫ +∞

0

x(r)(t; t1, t2)f(t1)f(t2)dt1dt2, (2)

where x(r)(t; t1, t2) is given by the expression above for a
single disorder realization.

Given that the scatterers are uniformly distributed
over all space, one finds f(t) = (1/τ) e−(t/τ), where τ =∫ +∞
0

tf(t)dt is the mean free time and the mean free
path is ℓ = v0τ (see Appendix A for details). After some
algebra, one gets

x̃/ℓ = 2− tτ − 2e−tτ + 2

∞∑
n=1

(−1)n[1 + 2n

+n2e−tτ/n − (1 + n)2e−tτ/(n+1) − tτ ], (3)

where tτ = t/τ is a dimensionless time.
We establish the convergence of the series upon assess-

ing the large-n behavior of the terms of Eq. (3). Similarly,
we expand the exponentials for short times and perform
the summation over n to obtain:

x̃(tτ )

ℓ
= 4

∞∑
l≥1

(−1)ltlτ
l!

(−1 + 23−l)ζ(l − 2), (4)

where ζ(n) is the Riemann zeta function. There is a
divergence in ζ(l − 2) at l = 3, but the function (−1 +
23−l)ζ(l−2) is continuous at l = 3 and equals to −Log(2).
The trajectory x̃(t) obtained above is shown in the black
dashed line of Fig. 1(a) and provides evidence of the
existence of a classical boomerang effect as limt→∞ x̃ = 0.

Next, we explore the average trajectory when V0 is
sampled from a probability distribution p(V0) in each
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Figure 1. The Emergence of the Classical Boomerang
Effect. (a) CBE in the case of a uniform potential V0 with
random scatterers. τ and ℓ are the mean free time and path, re-
spectively. The dashed black curve shows the first 60 terms of
Eq. (4) or alternatively the first 900 terms of Eq. (3). The yel-
low and the three bluish curves show trajectories obtained from
numerical simulations for different values of the potential’s
variance σ and initial energy E0 for the model of scatterers
discussed in Sec. II B. The models yield the same average tra-
jectory independently of σ and E0 provided E0/σ is not very
small (see main text). The red curve, obtained with E0/σ = 1,
corresponds to the left side of the dynamical relation (8) in
dimensionless units. (b) Disappearance of the boomerang
effect when including randomness in the initial potential V0. ρ
is the density of discretization, and τ̃ = ρv0 with v0 being the
initial velocity of the particle. The dashed black curve is the
plot of Eq. (5). The colored plots correspond to the scatterers
model with a normally distributed V0 as discussed in Sec. II B.
Each color corresponds to a different value of K0/σ where
K0 is the initial kinetic energy and σ is the variance of the
potential. We show that for K0/σ ≈ 0 the curves overlap with
the analytical prediction.

realization. This process involves integrating Eq. (4) with
the weight of p(V0) over all possible values of V0. The
integral is solvable for a general p(V ) in the scenario
where the initial kinetic energy approaches zero, K0 → 0.

Figure 2. Scatterer Model Probability Distribution.
This figure illustrates the probability distribution of reflecting
at position x in the scatterer model of Sec. II B. The histogram,
depicted in orange, was compiled from 104 realizations. In each,
we recorded the position x where a particle with initial energy
E0 first encountered a scatterer with a potential V (x) > E0.
Due to the density of scatterers in an interval ∆x being equal
to one in every realization, and their uniform distribution
over this interval, plateaus of size ∆x are observed. In this
instance, the variance σ of the scatterers’ potentials is twice
the initial energy of the particle, σ = 2E0. The black curve
represents the probability distribution f(x) = (1−P )

∆x
P ⌊ x

∆x
⌋ of

the particle reflecting at x without having reflected before. P
is defined in the main text.

Under these conditions, we derive:

ρx =
7ζ(3)

π2
+ t̃ 2

{
Log

[
(Γ

(
1 + t̃/2)

)8
/4π2(Γ(1 + t̃))4

]
+
4

3
t̃Log(2)

}
− 4ζ ′(−2, 1 + t̃) + 32ζ ′(−2, 1 + t̃/2)

+8t̃
[
ζ ′(−1, 1 + t̃)− 4ζ ′(−1, 1 + t̃/2)

]
, (5)

where Γ(z) =
∫∞
0

tz−1e−tdt is the Euler gamma function,
ζ(s, a) =

∑∞
k=0(k + a)−s is the generalized Riemann zeta

function and ζ ′(s, a) is its partial derivative with respect
to s. ρ−1 sets a length scale for the system and t̃ = t/τ̃ =
ρv0t (see Appendix A for details). This approximate
expression for the average trajectory in the case of a
general distribution p(V ) corresponds to the dashed black
line in Fig. 1(b). We note that in Ref. [10], the authors
utilized the Boltzmann theory to predict the dynamics
of a classical system subjected to a random potential
sampled from a Gaussian distribution, resulting in the
disorder-averaged position x(t) = ℓ′(1− e−t/τ ′

), where ℓ′

is the scattering mean free path and τ ′ is the scattering
mean free time. The trajectory depicted in Fig. 1(b)
closely aligns with the result of Ref. [10], and it is evident
that the boomerang effect is absent in both instances, as
x(t) stabilizes at a finite value when t → ∞.
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B. Numerical Results for the Scatterer Model

To assess the generality and accuracy of the previ-
ously obtained analytical expressions, we now numerically
investigate the average dynamics of a particle moving
in several kinds of disordered potential. We start by
considering a model of scatterers similar to the one dis-
cussed above. Here we place one scatterer per interval
of size ∆x. In each disorder realization, the positions
of the scatterers are randomly distributed over each of
these intervals with a uniform probability distribution.
In every position without a scatterer, the potential is
V0. Moreover, a random value for its potential V (xj)
according to a probability distribution p(V ) is attributed
to each scatterer. We define P =

∫ V0+mv2
0/2

−∞ p(V )dV

as the probability that V (xj) < V0 + mv20/2, i.e. the
probability that the potential of an unknown scatterer
is not high enough to reflect the particle. Then the
probability distribution of the particle reflecting at some
position x, not being reflected in a previous position,
has the form f(x) = [(1 − P )/∆x]P ⌊ x

∆x ⌋, where ⌊y⌋ de-
notes the integer part of y. f(x) has the form of an
exponential decay with plateaus of size ∆x (see Fig. 2).
We use a normal distribution p(V ) = e−V 2/2σ2

/
√
2πσ,

for which we find P = [1 + Erf(E0/
√
2σ)]/2, where

Erf(x) = (2/
√
π)

∫ x

0
e−t2dt is the error function. As the ra-

tio E0/σ decreases, the plateaus become more pronounced,
and the distribution f(x) increasingly deviates from the
simple exponential decay used for f(x) in the analytical
results of Sec. IIA. Consequently, in the regime where
E0 ≪ σ , the average trajectory of the classical particle
is expected to differ from the theoretical prediction of
Eq. (4).

In Fig. 1(a), we show the average trajectory for four val-
ues of E0/σ. We use the dimensionless units x̃/ℓ and t/τ
defined by the mean free path length ℓ = 1/(ρ log(P−1))
and the mean free time τ = 1/(ρ v0 log(P

−1)). The nu-
merical results closely align with Eq. (4) for most values
of E0/σ. Even in the regime E0/σ ≪ 1, where the trajec-
tory is expected to differ from the analytical result, we
observe reasonable agreement. Sampling the potential
V0 from a Gaussian distribution with variance σ in each
realization, we replicate the result of Eq. (5). In Fig. 1(b)
we show the numerical result (colored solid lines) for four
different choices of K0/σ. We see that as K0/σ → 0, the
curves overlap with the analytical result (black dashed
line).

We consider the equation of motion of the function
(x(r))2(t) of the r−th realization using the Hamiltonian
of Eq. (1)

d(x(r))2

dt
= {(x(r))2, H}

=
2

m
x(r)p(r), (6)

where {•, ⋆} denotes the Poisson bracket between • and
⋆. where {•, ⋆} denotes the Poisson bracket between •

and ⋆. Averaging over all realizations one gets,

dx2(t)

dt
=

2

m
px. (7)

If the momentum and the position are uncorrelated, then
the system satisfies the dynamical relation

dx2(t)

dt
= 2v · x. (8)

For systems where x2(t) ∝ tα with 0 < α < 1, the
dynamics are sub-diffusive. In this case, according to
the dynamical equation, x(t) ∝ tα−1 → 0 as t → ∞,
i.e. a CBE appears at long times. This indicates a di-
rect relation between the sub-diffusive behavior and the
boomerang effect. After rescaling the position and time
with the characteristic mean free path and mean free time,
the dynamical relation simplifies to the more concise di-
mensionless expression dx̃2

d/dtd = 2x̃d, where xd = x/ℓ,
td = t/τ and we have used v = l/τ = v0. In Fig. 1(a)
we show the derivative of x̃2 obtained numerically for
E0/σ = 1 (red curve), which overlaps with the trajecto-
ries of the center of mass, demonstrating the validity of
the dynamical equation for this model.

The exploration of the CBE in sub-diffusive systems is
deferred to Sec. (III). In the following subsection, we study
the dynamics of a particle moving through a random con-
tinuous potential where we explicitly show that classical
boomerang trajectories appear whenever the system is not
diffusive and disappear when the system displays normal
diffusion.

C. Numerical results for a continuous random
potential

Here we present the numerical results obtained for a
classical particle in 1D moving in a continuous random po-
tential. In each realization we generated a set of random
numbers following a probability distribution p(V ) defin-
ing the potential at certain positions in the space with a
constant spatial density ρ. Then we performed an interpo-
lation of these points using the so-called piecewise cubic
Hermite interpolating polynomials to generate a smooth
(differentiable) potential. We then used a standard 4-th
order Runge-Kutta algorithm to solve the dynamical equa-
tions. We studied the case where the potential is sorted
from a Gaussian distribution p(V ), and the case where it
is sorted from a uniform distribution. Once we choose a
probability distribution p(V ) for the disordered potential
and we fix an initial velocity v0 (or kinetic energy K0),
we analyze two possible scenarios. In the first scenario,
we fix V0 and compute the average trajectory considering
only the disorder realizations where V (x = 0) = V0. In
the second scenario, we extract the average trajectory
with all values of V (x = 0) allowed by p(V ).

We start investigating the uniformly distributed poten-
tial, for which V (x) ∈ [−W,W ], where W is the disor-
der strength. We fix V (x = 0) = V0 and K0, such that
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E0 = K0+V0 is fixed. If E0 > W , the particle will always
move forward and will never reflect, the system presents
diffusion and it is impossible to obtain a boomerang-like
average trajectory. However, if E0 < W , then in each
realization the particle will be trapped in some interval.
This allows the CBE to appear, as can be seen in the red
curves of Fig. 3(a). The presence of CBE is connected to
the absence of diffusion [see Fig. 3(b)].

In contrast to the uniform distribution, with the normal
distribution p(V ) = e−V 2/2σ2

/
√
2πσ for any fixed E0

there will always be a potential V1 > E0 which will cause
the particle to reflect, in such a way each trajectory is
always trapped in an interval. As a consequence, for
fixed K0 and V0 the average trajectory always displays a
CBE and the system is non-diffusive (see the cyan curves
in Fig. 3). We plot Eq. (4), obtained analytically for a
scatterer model, in the black dashed curve of Fig. 3(a).
It is remarkable that this equation captures the main
features of the average dynamics of all the non-diffusive
models discussed here.

Moreover, the curves for the Gaussian case seem to
differ substantially from the analytical approximation as
E0 becomes smaller than 2σ. In the limit E0 ≫ 2σ, the
potential is too weak over most of the space for the particle
to feel it, so it can be approximated as a constant potential.
However, since the potential is Gaussian, there is still a
non-zero probability of the particle finding V (x) > E0, so
the particle will be reflected at some point. This is similar
to a scatterer model, where the particle does not change
its velocity between reflections. Therefore, it is expected
that for E0 ≥ 2σ the trajectories are well-described by
Eq. (4), while for values E0 < 2σ the equivalence between
the scatterer and continuous model breaks down.

To conclude our discussion of this first scenario, we
note that for the considered potentials, the model satisfies
the dynamical equation (8) by considering the mean
velocity of the particle v = ℓ/τ , given by the mean free
path ℓ and the mean free time τ . Notice that in the
scatterer model the mean velocity exactly corresponds to
the initial velocity v = v0, since the potential is constant
between the times t = 0 and t = t1. Recall that the mean
free path can be calculated numerically as the average of
the distance traveled by the particle between its initial
position and the first collision event over all realizations.
The mean free time can be calculated numerically as
the average time it takes for the particle to travel the
distance between its initial position and the first collision
event over all realizations of the system.

We now let E0 vary by sorting V0 from a Gaussian distri-
bution for each realization. Interestingly, the boomerang
trajectory is lost and we are left with the result shown
in Fig. 4, which resembles the results in Fig. 1(b). In
both cases, as we remove the constraint of fixed V (x = 0),
the CBE is lost and for large times we find ρx ∼ 1. The
curves differ for short times, as Fig. 4 displays a peak.
However, the overall behavior is diffusive: the inset of
Fig. 4 shows our numerical results for the variance of

Figure 3. Mean trajectories of a particle with fixed
initial energy moving through a continuous random
potential. These plots correspond to the average over 106

realizations. The characteristic units are the mean free path ℓ
and the mean free time τ , both calculated numerically. The
initial kinetic energy is K0 in every case. A very important
condition is that the potential in the origin is fixed across all
realizations, this causes a boomerang-like effect to appear. For
the uniform distribution (red curves) the potential is bounded
between ±W = ±5K0 and for the Gaussian distribution (cyan
curves), the potential is centered in 0 and has a standard
deviation of σ = K0. (a) Here we show the mean trajectories
of an ensemble of particles for the two different distributed
random potentials with different fixed potential V0 = V (x0 =
0) at the origin. The dashed black curve corresponds to Eq. (4).
(b) The variance of the mean trajectories shown in (a). We
see the system is not diffusive.

the system, where one can see that σ2
x(t) ∝ t1.03 for long

times. This is evidence of diffusion, which explains the
breakdown of the CBE.

We explain the emergence of diffusion in the following.
Since the potential has Gaussian distribution, there is
always a probability different from zero to have a higher
potential than the initial energy of the particle, so it will
be reflected at some point with certainty. However, when
letting the initial potential to also vary normally in each
realization, in some of them the particle will have a very
high initial energy. This implies that in these realizations
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Figure 4. Mean trajectory of a particle with random
initial energy moving through a continuous random
potential. Average over 106 realizations of a particle moving
through a continuous random Gaussian potential in 1D plotted
in dimensionless units where ρ is the spatial partition density
and τ̃ = 1/(ρv0) with v0 the initial velocity of the particle.
In this case the potential in the origin V0 is random in each
realization and the CBE is destroyed. The variance of the
potential distribution is σ = 50K0. In the inset, we show
the variance of the position of the particle at long times. We
observe σ2

x ∝ t1.03, indicating normal diffusion.

it will take a longer time for the particle to reach a
position in space with a potential high enough where
it can be reflected. On average, the particle has more
available space to move before coming back to the origin,
leading to the system’s diffusion and, as a consequence,
the boomerang effect disappears.

We emphasize that the CBE is not a trivial phenomenon
that emerges when the trajectory is bounded in every dis-
order realization, as demonstrated by the present case of
a disordered potential everywhere. Instead, we note that
a boomerang-like average trajectory appears if there is
no diffusion at all. The CBE disappears if the system is
diffusive. We recall that through the discussion of the
dynamical relation in the previous subsection, we sug-
gested that not only non-diffusive systems may present a
CBE but also systems with sub-diffusion. This is investi-
gated in the next section using the formalism of general
Brownian motion.

III. BOOMERANG EFFECT IN GENERALIZED
BROWNIAN MOTION

In this section we study the existence of the boomerang
effect in generalized Brownian motion (BM) models. We
begin by recalling the general description of both quan-
tum and classical BM, which is given by the generalized
Langevin equation (GLE). We review the predicted vari-
ance and average position of a particle in the so-called
sub-Ohmic regime. We then extend the known results to

a more general version of the Langevin kernel. With this,
we show that boomerang trajectories can be found in both
quantum and classical models of BM when the system
presents sub-diffusion. In the following subsections, we
first discuss the relevant BM description to our study and
then focus on the boomerang trajectories.

A. General description of Brownian Motion

The system-plus-reservoir approach to quantum BM
can be used to describe the center of mass q(t) of a quan-
tum particle moving in a reservoir of quantum harmonic
oscillators resulting in the GLE [27, 28]

Mq̈(t) + V ′(q) +

∫ t

0

γ(t− t′)q̇(t′)dt′ = f(t), (9)

where M is the mass of the particle and V ′(q) is an exter-
nal force. For our purposes, it suffices to take V ′(q) = 0.
The memory kernel γ(t) describes the influence of the sys-
tem’s past on its present dynamics, while f(t) describes
the stochastic force that acts on the system due to the
environment. The two are related by the fluctuation-
dissipation theorem (FDT)

⟨{f(t), f(t′)}⟩ = Fc

[
γ(ω)ℏω coth

ℏω
2kBT

]
, (10)

where Fc denotes the cosine Fourier transform and γ(t) =
Fc [γ(ω)] for t ≥ 0 [29]. Here ℏ is the reduced Planck
constant, kB is the Boltzmann constant and T is the
temperature of the reservoir.

In this context, it is customary to employ the phe-
nomenological memory function

γ(ω) = As ω
s−1, (11)

where the constant As has the dimensions [As] = M/T 2−s

and s ∈ [0, 2]. Three regimes appear depending on the
value of s. For 0 ≤ s < 1 the regime is called sub-
Ohmic while for 1 < s ≤ 2 it is called super-Ohmic. The
Ohmic regime s = 1 is the frequency independent case
which reproduces the usual Brownian motion [27, 28, 30].
The Ohmic regime has normal diffusion and does not
present boomerang trajectories [10]. On the other side,
the sub-Ohmic regime displays sub-diffusive behaviour
[25, 26, 28, 31, 32].

Although Eq. (9) is the equation of motion of the center
of mass of a quantum particle moving in a reservoir of
quantum harmonic oscillators, it also describes the tra-
jectory of a classical particle moving in a bath of classical
harmonic oscillators. That is, the average value of the
position of the quantum particle follows the trajectory of
the classical particle, which is the content of Ehrenfest’s
theorem [27, 28]. As a consequence, the average trajecto-
ries that emerge in the quantum case will also appear in
the classical regime. In particular, in the next subsection,
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we show the emergence of boomerang trajectories in both
scenarios. From the quantum description, the classical
regime can be obtained by taking the operators in Eq. (9)
to be classical numbers and considering the limit of high
temperatures or small frequencies, ℏω/(kBT ) → 0, so the
FDT reads

⟨f(t)f(t′)⟩ = kBTγ(t− t′). (12)

To study the diffusion in the sub-Ohmic regime, we
consider the mean square displacement (MSD) of the
quantum system σQ defined as

σ2
Q(t) = ⟨(q(t)− q(0))

2⟩. (13)

One can show that [28]

σ2
Q(t) =

ℏ
π

∫ ∞

−∞
dωχ′′(ω) coth

(
ℏβω
2

)
[1− cos(ωt)] ,

(14)
where β = (kBT )

−1 and χ′′(ω) is the imaginary part
of the dynamical susceptibility of the Brownian particle
corresponding to Eq. (9):

χ(ω) = − 1

Mω2 + iωγF (ω)
. (15)

The sub-index F denotes that γF (ω) is the Fourier trans-
form of γ(t). In general, χ(ω) = F(θ(t)χ(t)) is the half-
Fourier transform of the response function χ(t) of the
system, θ(t) is the Heaviside function. Considering the
limit of high temperatures and small frequencies, the
classical limit of Eq. (14) reads

σ2
C(t) =

2kBT

π

∫ ∞

−∞

dω

ω
χ′′(ω) [1− cos(ωt)] . (16)

These equations are true for any valid γF (ω) and in general
the integrals are solvable only numerically. However,
for the memory function written in Eq. (11) analytical
approximations can be made. In the following subsection,
we discuss these results and those for the average position
of the particle.

B. Boomerang trajectories in the sub-Ohmic regime.

In this subsection, we focus on the average trajectory
and MSD of the Brownian particle for the memory func-
tion given in Eq. (11). In Ref. [28] an analytical study
shows that σ2

Q(t) ∝ ts for long times and 0 ≤ s < 2.
This shows in particular that in the sub-Ohmic regime
the system is sub-diffusive. In the classical limit, this
behaviour holds and an equivalent result can be found for
σ2
C(t) in Ref. [33].
In Appendix B, we derive that in this same regime the

average trajectory x(t) for both quantum and classical
limit is

x(t) = v0tE2−s,2(−A/Mt2−s), (17)

Figure 5. Average position of a particle moving in
a bath of classical harmonic oscillators. Average tra-
jectory of a particle moving in a bath of harmonic oscilla-
tors described by the kernel (21) in the sub-Ohmic regime.
The characteristic frequency and length are given by ωs =

(2AsΓ(s)cos(πs/2)/(πM))1/(2−s) and xs = 1/ws

√
kT/M .

(a) Mean trajectories of the ensemble for different values of
s. (b) The curves show a power-law behaviour, approaching
x = 0 at long times.

where Eα,β(y) =
∑∞

k=0 y
k/Γ(αk + β) is the two param-

eter Mittag-Leffler (ML) function, α, β ∈ C, Re(α) >
0, Re(β) > 0 [34]. Γ(z) =

∫∞
0

tz−1e−tdt is the Euler
gamma function. In the derivation of Eq. (17) it was used
that in the sub-ohmic regime the memory kernel of the
GLE has the form

γ(t) =
2

π
AsΓ(s) cos

(πs
2

)
t−s. (18)

Using the asymptotic expansion at large y of the ML
function to first order [35],

Eα,β(y) =
−y−1

Γ(β − α)
, (19)

allows us to find the following expression for the long-time



8

average position

x(t) =
v0M

AΓ(s)
ts−1, (20)

which displays that x(t) → 0 as t → ∞. This proves the
existence of boomerang-like trajectories when the system
is sub-diffusive in both the quantum and classical case.
Importantly, we recall that when s = 1, the memory
function (11) is frequency independent and the Ohmic
case is recovered. In the Ohmic regime the system does
not present boomerang trajectories and displays normal
diffusion [27, 28].

The result for the sub-diffusive case is not only limited
to the memory function given in Eq. (18). As an example,
we consider the classical case with a regularized kernel at
short times defined as

γr(t) =
2

π
AsΓ(s) cos

(πs
2

)
(1 + t2)−s/2. (21)

With this kernel, a numerical solution of the corresponding
GLE is possible. To numerically generate a time series
satisfying the corresponding FDT (Eq. (12)), we used the
Fourier filtering method described in [36–38]. The results
for the mean trajectory are shown in Fig. 5. We plot
the curves in units of the characteristic frequency ωs =
(2AsΓ(s)cos(πs/2)/(πM))1/(2−s) and the characteristic
position xs = vc/ωs with vc =

√
kBT/M . For values

below s = 0.5, the average position has the same power-
law behavior proportional to ts−1 shown by the long-
time solutions with the divergent kernel. Increasing the
exponent s, this result seems to hold no more as shown
for s = 0.7 and s = 0.9. The results of the variance are
presented in Fig. 6. Note that for considered value s, the
mean position vanishes for large times while the variance
shows the system to be sub-diffusive. In summary, these
results show that boomerang-like trajectories appear in
sub-diffusive systems, regardless of whether the system is
quantum or classical.

Before we conclude, we would like to mention Ref. [23].
In this article, the authors study the effect of a two-level
systems reservoir on single particle dynamics. They use
the Feynman-Vernon formalism to obtain the equation of
motion of the center of mass. By considering a similar
memory function to the one presented in (11), they show
that the particle center of mass localizes in the sub-Ohmic
regime as a function of the temperature. For small finite
temperatures and s close to zero, the center of mass of the
particle oscillates in a way that resembles that of a particle
confined by an effective potential. As the temperature
or s is increased, the localization effect gets weaker. The
consequence of this dynamical localization is shown to be
boomerang-like trajectories of the center of mass.

IV. CONCLUSIONS

In this work, we investigated the emergence of a
boomerang effect in a broad class of classical systems.

Figure 6. Variance of the position of a particle moving
in a bath of classical harmonic oscillators. Variance of
the trajectories of a particle moving in a bath of harmonic os-
cillators described by the Kernel (21) in the sub-Ohmic regime.
The characteristic frequency and length are given by ωs =

(2AsΓ(s)cos(πs/2)/(πM))1/(2−s) and xs = 1/ws

√
kT/M . (a)

Variance of the position for different values of s (b) At long
times, the variance follows a power-law with an exponent less
than 1. Then the system presents boomerang-like trajectories
while being sub-diffusive (see Fig. 5).

We studied classical probabilistic models, consisting of a
particle moving in 1D through random scatterers normally
distributed or through a random continuous potential. In
the latter model, we considered two cases: We sampled the
potential from a uniform and a Gaussian distribution. We
obtained an analytical expression for the mean trajectory
of a particle moving through a homogeneous potential
everywhere except at discrete random positions where
scatterers of random potential are placed. The analytical
expression agrees qualitatively with all the aforementioned
models and it is quantitatively a very good description
for the scatterers and the continuous Gaussian potential
numerical models in the regime of high enough initial ener-
gies. We also showed that the models satisfy a dynamical
equation, which relates the first moment of the position
with the time derivative of the second moment of the
position through the mean velocity of the particle. In the
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continuous random potential models, the mean velocity
is determined by the mean free path and mean free time
of the system. In the scatterer models, the mean veloc-
ity simplifies into the initial velocity of the particle. As
before, in the limit of high energies the scatterer and the
continuous Gaussian potential model satisfy remarkably
well the corresponding dynamical equation.

We found the existence of boomerang-like trajectories
in all the situations. However, it was found that the
appearance of this type of trajectory in the normally
distributed continuous random potential case is dependent
on the initial energy of the particle. If the energy of
the particle is random at every realization, a normal
diffusive motion is obtained and no CBE is observed. If
both the kinetic and the potential energy at the initial
position are fixed in every realization, the variance of the
particle’s position saturates to a constant value indicating
the absence of diffusion and a classical boomerang effect
emerges. In fact, in every case where a boomerang-like
average trajectory appeared, the absence of diffusion was
present. This seemed to suggest that these boomerang-like
trajectories had a relation with the system’s diffusion. We
conjectured that if the system’s variance grows slower than
normal diffusion, boomerang trajectories can emerge. To
evaluate this hypothesis, we studied sub-Ohmic systems
in the context of generalized Brownian motion.

In the sub-Ohmic scenario, we showed that boomerang-
like trajectories appear in both the quantum and classical
cases while the system is sub-diffusive. In contrast, in the
Ohmic regime, the system presents normal diffusion and
no boomerang-like trajectories appear. To demonstrate
the generality of the result, we numerically solved the GLE
with a modified memory kernel for the classical case. As
expected, the particle describes boomerang trajectories on
average, and the system is confirmed to be sub-diffusive.

In summary, we showed that the boomerang effect ex-
tends beyond the quantum regime of Anderson-localized
systems. Instead, it seems to depend on the diffusion
presented by the system: for sub-diffusive systems, in-
cluding systems with the absence of diffusion, boomerang
trajectories may appear. This is consistent with the QBE
where Anderson Localization serves as a mechanism to
stop diffusion.
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Appendix A: Deriving expressions for the
probabilistic models

In this Appendix we derive some expressions used in
Sec. II A. The trajectory of a classical particle subject to
reflections in scatterers is

x(t; t1, t2) = vt− 2v

+∞∑
n=0

(−1)n[t− (n+ 1)t1 − nt2]

× θ[t− (n+ 1)t1 − nt2], (A1)

where t1 and t2 are the times described in the main text,
v is the initial velocity and θ[t] is the heaviside function.
Inserting last equation in Eq. (2) we find, after some
algebra, that

x̃(t) = vt− 2vt

∫ t

0

(
1− t′

t

)
f(t′)dt′ − 2vt

∞∑
n=1

(−1)n

×
∫ t

0

[(
1− t′

t

)
F

(
t− t′

n

)
f

(
t′

n+ 1

)
1

n+ 1

− t′

t
F

(
t− t′

n+ 1

)
f

(
t′

n

)
1

n

]
dt′, (A2)

where F (t) =
∫ t

0
f(t′)dt′ is the probability that the parti-

cle will reflect before the time t. In the following, we find
an expression for f(t) and F (t) to compute x̃(t).

We define P =
∫ V0+mv2/2

−∞ p(V )dV as the probability
that V (xj) < V0 +mv2/2, where p(V ) is a general proba-
bility density for the potential V (x). Therefore the prob-
ability that the particle will reflect at the j-th position,
not being reflected before, is f(tj) = P j−1(1− P ). Then
F (tj) = 1− P j , where j = ρvtj and ρ = N/L is the den-
sity of the discretization, i.e. the number of positions N
divided by the length of the space L. Now we assume that
in the continuum limit we have F (t) = 1−P ρvt and hence
f(t) = ρvLog(P−1)P ρvt. Hence the mean free time is
τ =

∫ +∞
0

tf(t)dt = 1/ρvLog(P−1) and the mean free path
is ℓ = vτ = 1/ρLog(P−1). We get f(t) = (1/τ) e−(t/τ).
Notice that τ depends on P and hence depends on the
initial potential V0. For this reason, the trajectory x̃(t)
also depends on V0. With these considerations, one can
arrive to Eq. (3) by performing the integrals in Eq. (A2).

To find an expression for the average trajectory consid-
ering all possible values for the initial potential V0, one
may compute

x(t) =

∫ +∞

−∞
x̃(t;V0)p(V0)dV0, (A3)

where again p(V0) is the probability distribution of the
potential V (x = 0) = V0 at the initial position x = 0.
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Using Eq. (4) in Eq. (A3) and writing the dimensionless
time as t̃ = ρvt we find

ρx =

∞∑
l=1

(−1)lt̃ l

l!
4(−1 + 23−l)ζ(l − 2)Il(K),

Il(K) =

∫ +∞

−∞
[Log(P−1)]l−1p(V0)dV0. (A4)

To derive an analytical expression for Il(K) we define
u = P (V0 +K) and assume p(V0) ≈ p(V0 +K), which is
exact in the limit K → 0. Then,

Il(K) ≈
∫ 1

0

[Log(u−1)]l−1du = (l − 1)! . (A5)

Notice that this expression is valid for any dis-
tribution p(V ), including the Gaussian p(V ) =
Exp(−V 2/σ2)/(σ

√
π), the Lorentzian, etc.

Replacing Eq. (A5) in (A4) leads to Eq. (5) in the main
text.

Appendix B: Analytical solution of the GLE for the
mean displacement

The equation to solve is

Mẍ(t) +

∫ t

0

γ(t− t′)ẋ(t′)dt′ = 0, (B1)

with γ(t−t′) = 2/πAs cos
(
πs
2

)
Γ(s)(t−t′)−s for 0 < s < 1.

Applying the Laplace transform we obtain

zvL(z)− v(0) + γL(z)vL(z)/M = 0, (B2)

where the notation fL(z) represents the Laplace transform
of f(t) and v = ẋ. We also used the convolution theorem
on the integral term. This gives the solution in the z-space
for the velocity

vL(z) =
v(0)

z + γL(z)/M
. (B3)

Defining B = 2/πAs cos
(
πs
2

)
Γ(s), the Laplace transform

of the kernel γ(t) reads

γL(z) =

∫ ∞

0

e−ztBt−sdt = BΓ(1− s)zs−1 = Azs−1.

(B4)
Replacing it in the expression for the velocity gets us the
result

vL(z) =
v(0)

z +Azs−1/M
. (B5)

From [39], the Laplace transform of the two-parameter
Mittag-Leffler function is given by

L
(
tβ−1Eα,β(λt

α)
)
=

1

zβ − λzβ−α
, (B6)

so by setting λ = −A/M , β = 1 and α = 2− s one can
find

vL(z) = v0L
(
E2−s,1(−A/Mt2−s)

)
. (B7)

Then the solution for the velocity is

v(t) = v0E2−s,1(−A/Mt2−s). (B8)

To obtain the mean position one can use the series defini-
tion of the Mittag-Leffler function

Eα,β(y) =

∞∑
k=0

yk

Γ(αk + β)
. (B9)

Integrating term by term in the velocity, taking a t out of
the sum and using that ((2− s)k + 1)Γ((2− s)k + 1) =
Γ((2− s)k + 2), the average position is

x(t) = v0tE2−s,2(−A/Mt2−s). (B10)
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