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Abstract—Privacy-preserving Al algorithms are widely
adopted in various domains, but the lack of transparency
might pose accountability issues. While auditing algorithms can
address this issue, machine-based audit approaches are often
costly and time-consuming. Herd audit, on the other hand,
offers an alternative solution by harnessing collective intelli-
gence. Nevertheless, the presence of epistemic disparity among
auditors, resulting in varying levels of expertise and access to
knowledge, may impact audit performance. An effective herd
audit will establish a credible accountability threat for algorithm
developers, incentivizing them to uphold their claims. In this
study, our objective is to develop a systematic framework that
examines the impact of herd audits on algorithm developers
using the Stackelberg game approach. The optimal strategy for
auditors emphasizes the importance of easy access to relevant
information, as it increases the auditors’ confidence in the audit
process. Similarly, the optimal choice for developers suggests that
herd audit is viable when auditors face lower costs in acquiring
knowledge. By enhancing transparency and accountability, herd
audit contributes to the responsible development of privacy-
preserving algorithms.

I. INTRODUCTION

Al and algorithmic decision-making have become pervasive
in both business and society. However, when algorithms are
treated as “black boxes” and their inner workings remain
undisclosed, it becomes difficult to ensure that they perform
as intended and adhere to necessary standards [[1]. One spe-
cific category of algorithms that exemplifies this challenge is
privacy-preserving algorithms [2]. For instance, platforms like
Facebook Ad Recommendation Systems, Google SQL, and
Safari have integrated differential privacy into their products to
provide privacy protection. Nevertheless, verifying such claims
can be arduous and intricate, for example, see [3]-[5].

Herd Audit: Auditing algorithms [6]], [7] play a crucial role
in tackling this challenge. However, traditional machine-based
audit methods like direct scraping, sock puppet, and carrier
puppet often necessitate the development of custom computer
programs to gather data. Not only can these approaches be
expensive, but they also consume a significant amount of
time. A cost-effective alternative approach to auditing involves
leveraging citizen science and crowd-sourcing principles to
establish a democratic audit process that engages a diverse
population of end users [8]]. This concept gives rise to herd-
audit (or group-audit) approaches. By empowering end users
as auditors, we can foster a more democratic approach to algo-
rithmic auditing while minimizing costs and time investments.
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Fig. 1: A herd of diverse end-users act as auditors to inspect
the AI algorithm used in the developed product.

Epistemic Disparity: One significant challenge in implement-
ing herd-audit approaches is the presence of epistemic dispar-
ity [9], [10]. Not all users possess the same level of expertise
or information required to conduct comprehensive audits of al-
gorithms. A user-auditor with limited cognitive resources may
inadvertently provide opportunities for algorithm developers
to evade their responsibility. To some extent, incorporating
audit into the algorithm design process itself establishes an
accountability mechanism for developers. This accountability
mechanism acts as an incentive for algorithm developers to
uphold their claims and create responsible algorithms.
Game-Theoretic Framework: To design an effective herd-
audit mechanism, this work aims to develop a comprehensive
system framework that investigates the influence of herd-audit
on algorithm developers. To accomplish the goal, the system
framework adopts a Stackelberg game approach [[11]], [12]. In
this approach, the developer assumes the role of the leader and
determines the desired level of performance for differential
privacy. The followers, comprising idiosyncratic end-users or
auditors, are selected from a user population characterized by
varying levels of epistemic capabilities. The proposed frame-
work assumes that algorithms and their associated guarantees
are clearly communicated to the end-users through a privacy
protection agreement. This leader-and-follower structure al-
lows us to analyze the optimal strategies employed by both the
developer and the auditors, providing insights into the potential
noncompliant behaviors of developers.

In order to capture the epistemic disparity experienced by
end-users (auditors), this work employs a rational inatten-
tion model [13[], [14], which takes into account the costs
associated with accessing information during the decision-
making process. We analyze the epistemic disparity among
auditors, characterized by the epistemic factor, which measures
the difficulty of accessing information. We find that auditors
with lower epistemic factors exhibit higher audit confidence,
indicating a better audit performance. Furthermore, our inves-
tigation reveals that a herd audit is a viable approach when
auditors face lower costs in accessing information. In such
circumstances, the algorithm developer is less likely to deviate



significantly from their claims. Our findings highlight the
importance of reducing epistemic injustice as well as lowering
information costs to enhance the effectiveness of herd audits.
By doing so, we can foster a more reliable and accountable
environment for the development of algorithms.

Related Works Algorithm auditing refers to the process of
evaluating the algorithms used in systems or applications to
ensure they are fair, transparent, unbiased, and comply with
ethical standards [|6]. In differential privacy, several machine-
based verification methods have been proposed [3[|-[5]]. While
there has been a rich literature on citizen science and its
applications in crowdsensing [15], crowdsourcing [16]], and
crowd defense [17], herd audit is a concept in its infancy. It
reduces auditing costs and poses a threat to developers, as
public perception [[18]] can be influenced by the audit results.

The disparity in the capability of herd behaviors has been
studied in collective intelligence [8]], [[19]—[21]. The litera-
ture has examined the performance [22], reliability [23[], and
trustworthiness [24] of participants engaged in outsourced
tasks. Processes such as risk and reputation management [25],
[26] have been utilized to understand the differences among
participants. Numerous studies have focused on different cog-
nitive behaviors in humans, including cognitive-behavioral
theory [27]-[29] which elucidates how thoughts, beliefs, and
cognitive processes shape behavior, and the theory of mind
[30] that attributes mental states such as beliefs and emotions
to predict individuals’ behavior. In our work, we employ
the concept of rational inattention, as studied in [31]], which
provides a framework that analyzes how decision-makers ac-
quire information while considering associated costs, enabling
investigations into cognitive impacts on audit decisions.

A game-theoretic approach is commonly employed to cap-
ture the threat posed by followers in dynamic games, such
as ultimatum games [32], Stackelberg games [33]], bargaining
games [34], as well as contract [35], [36] and incentive
mechanisms designs [37]], [38]. Recently, there has been in-
creased interest in the investigation of evasion behaviors [39].
This includes exploiting evasion-aware detection methods [40]]
and developing evaders for subsequent tests of collaborative
cognition-assisted detector [41].

II. HERD AUDITORS WITH EPISTEMIC DISPARITY

In the context of herd-auditing an algorithm, the auditor
is uncertain about the true state w € Q = {g,b}, where
¢ indicates the null hypothesis, implying that the algorithm
is consistent with the claim, while b is for the alternative
hypothesis, meaning that the algorithm does not comply. The
prior belief of state w can be denoted as u(w), implying the
auditor’s uncertainty in the algorithm’s compliance.

In order to reduce the uncertainty, the auditor can obtain
information s about the state according to the information-
obtaining strategy d(s|w). More specifically, s can be viewed
as the outcome of the algorithm, and d(s|w) indicates how the
auditor accesses (obtains) it. The information s together with

the obtaining strateggf leads to a posterior belief of the state
plels) =
Based on the information s (correspondingly, the posterior

belief p(w|s)), the auditor can select an element from a

d(s | w) 3(s)
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Fig. 2: An illustration of how the auditor performs audit. The
auditor acquires information s about the unknown state w
using strategy d and then makes a decision a using strategy §.

finite action set « € A = {7, F}, where T means report-
ing algorithm compliance, while F' indicates reporting non-
compliance. The decision rule ¢ : S — A aims to maximize
the expected utility of u(w,a), where u : @ x A +— R is the
utility of choosing action a when the state is w.

However, the acquisition of information can incur costs,
which can be viewed as the discrepancy between the prior
belief (w) and the posterior belief 1(w|s) regarding the state
w. In conventional rational inattention research, a common
method to model the cost is through the lens of Shannon mu-
tual information. Furthermore, due to variations in epistemic
disparities, the cost incurred for accessing information (i.e.,
reduction in uncertainty) differs among auditors. To account
for this, we introduce the concept of an epistemic factor for
each auditor, denoted as A, which quantifies the differences
in the cost experienced by different auditors when reducing
the same amount of uncertainty. The larger value of A implies
harder access to relevant information, as the cost for the same
amount of uncertainty reduction becomes higher. To this end,
the auditor’s objective becomes

H&&}SXE[u(w,a)] — M (w; s), (D)

where the expected utility is given by

Bluw,a)] = 3 p@uw.a) 3 dlsk), @)

s:6(s)=a
and the information cost is expressed as

s) = sl pu(w) In )
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A. Bayes hypothesis testing as the auditor’s decision rule

Conventionally, Bayes hypothesis testing deals with the
optimization problem

mpxEluora)] = 303 uehutw, o 6(;_ d(slw) @)
with given distributions for both hypotheses d(s|g) and d(s|b)
during decision-making, which coincides with the first term in
the auditor’s objective (I)). According to detailed derivation in

Appendix [A] the optimal decision rule can be written as
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which leads us to a threshold decision rule and can be viewed

as making a decision based on the posteriors. We represent the

optimal decision rule with given d(s|g) and d(s|b) as &}(s),

and denote the information set partitioned by 4);(s) as
{Sd,T = {S : (5;(8) = T},

6
Sar={s:05(s) = F}. ©



B. Auditor’s choice of the information strategy

With the optimal decision rule §};, the auditor’s objective:

max Elu(w,a)] — A (w; s), with § = &7, 7)

which leads to the constrained optimization problem

max zw:za:,u(w)u(w,a) Z d(s|w)

5:0%(s)=a
d(s|w)
- A d(s|w)p(w)In , ®)
2.2 Al =g )
s.t. Zd(s\w) =1,d(s|w) > 0,Vs € S,Vw € Q.
S
With detailed derivations in Appendix [B| we arrive at:
v(s) exp(“5T)
(a0 ENS Sd,T7
d(8|g) = v(s) ezp((gu)(gvf‘)) (9)
T)A7 s € Sar,
v(s) exp(*5)
— . S € Sd,T?
d(sb) = 4| e i (10)
W, S € Sd,F-

The corresponding posterior belief 1(g|s) = % =

% can then be written as
nlg)exp(u(g,I)/A) o €Syt
nigls) = { 7 ’

y/
W, s € Sr,

(1)

Note that the s € Sy case can be viewed as the posterior
belief p(g|s) given s that results in an action ¢ = T (i.e.,
wu(gls) = u(g|T), s € Sqr), while the s € Sq F case can be
viewed as the posterior belief 1(g|s) given s that results in an
action a = F (i.e., u(gls) = u(g|F), s € Sq.r). A similar
expression can be found for u(b|s).

W epWbIN e g
u(bls) = { ’ (12)

() exb(u(b.7)/)
where y'(g) and y’'(b) are corresponding normalization terms.

Remark 1. For an auditor with epistemic factor )\, the
information-obtaining strategy represented by the conditional
probability d(s|w) is chosen if its resulting posterior belief
w(wls) maximizes the value of E[u(w, a)] — M (w; $).

The u(gls),Vs € Sq,r, can also be interpreted as the audit
confidence for making the decision a = T when observing
the information s. Since u(g,T) > u(g,F), it is evident
that auditors with a smaller epistemic factor A\ have higher
confidence in the audit process. This implies that auditors
who can easily access relative information are more likely to
perform better in the audit.

III. STACKELBERG HERD AUDIT GAME

To examine the impact of herd audit on the developer’s
incentive to behave irresponsibly, we formulate the interplay
between the herd auditor (she) and the algorithm developer
(he) as a Stackelberg herd audit game, depicted in Fig. [3]
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Fig. 3: The Stackelberg herd audit game.

A. Connection to differential privacy
We begin with the definition of e-differential privacy.

Definition 1 (¢-DP). A (randomized) mechanism M : D — B
is e-differentially private (e-DP) if for every pair of neighbor-
ing inputs Dy, Dy € D, and for every (measurable) output
set B € B, the probabilities of events M(D1; F,¢) € B and
M(Do; F,¢) € B are closer than a factor of e®:
Pr(M(Dy;Fye) € B) <ef- Pr(M(Ds; Fye) € B). (13)
In the context of differential privacy, consider a scenario in
which there is a public-known privacy protection agreement
that requires €’ privacy budget. However, since more privacy
budget (which means decreasing the privacy protection and
making the results more distinguishable) often leads to better
algorithm accuracy, the algorithm developer has the incentive
to use some € > ¢ when performing the algorithm, which
creates irresponsibility. Hence, we consider the state w = g
means € = € and the state w = b means € > €’. Since privacy
protection is often achieved by adding noise, it is assumed that
for an algorithm M with input dataset D, the privacy budget
e results in an output distribution p(M (D)|e) for later usage.

B. Problem Setting for the Developer

Consider two types of algorithm developers g and b, and
they play a mixed strategy for executing e, which are ¢(e|g)
and ¢(e|b), respectively (for discrete choices of € € £). Each
e results in an algorithm accuracy A(e), where A : £ — R,
under the assumption that a larger € leads to better accuracy.

Assumption 1. Given algorithm M and input set D, a privacy
budget € leads to a unique output distribution p(M (D)le).

Assumption 2. For a given algorithm, the algorithmic accu-
racy under the privacy budget ¢ € £ C R is governed by
A:E— R, and it is increasing in € € £.

In this context, the developer’s strategy ¢(e|lw) given his
type w will lead to the distributions for the two hypotheses

Qy(s) =Y p(sle)alelg),

€

Qu(s) =D p(sle)g(elb),

€

(14)
15)

where p(s|e) is the distribution p(M (D)|e) in Assumption

1) Responsible developer: For a responsible algorithm de-
veloper, the mixed strategy ¢(e|g) should have mass O for
€ > €/, which means that he always provides privacy protection
at least complies with the agreement. Moreover, in order to
maximize A(e), a responsible algorithm developer tends to
put all the mass on € = €’ since A(e) < A(€'),Ve < €.



Proposition 1 (Responsible Developer’s Strategy). A respon-
sible developer’s mixed strategy reduces to a pure strat-
egy by letting all the mass on ¢ = ¢. Hence, Q4(s) =

> p(sle)q(elg) = p(sle’).

2) Irresponsible developer: However, it is important to
consider various scenarios involving an irresponsible algorithm
developer who prioritizes algorithm performance and disre-
gards compliance with the agreement. If there is no auditor
or no penalty imposed when the developer fails to pass the
audit (i.e., when the auditor determines that a = F'), the
irresponsible developer can choose an extremely large value
for e. Consequently, it is reasonable to assume that a penalty
will be enforced if the irresponsible developer is detected. In
such a situation, the irresponsible developer may attempt to
maximize the probability of avoiding penalties, which is the
probability of the auditor deciding a = T

Assumption 3. The irresponsible algorithm developer’s mixed
strategy will not put any mass on € = €. That is, q(¢'|b) = 0.

C. Revisiting the Auditor’s Problem

Considering that the penalty term for the irresponsible
developer is influenced by the actions of the auditor, in terms
of whether the irresponsible developer is caught or not, it is
necessary to reexamine the problem from the auditor’s per-
spective when the developer is also a strategic player aiming
to evade the audit. We reformulate the auditor’s problem by
letting u(g,T") = u(b, F') = 0 and setting the penalty terms
u(b,T) and u(g, F') to negative values. However, within the
context of DP, it is important to note that the distributions
for these hypotheses are predefined by the output distribution
p(sle) and the developer’s mixed strategy given the observed
information s. The audit confidences are analogous to those

provided in (TI) and (12).

Assumption 4. Assume that w(b,T) < 0 and u(g, F') < 0 are
the negative utilities for making wrong audit decisions.

Given the distributions for the two hypotheses Q,(s) and
Qu(s), the auditor aims to achieve the following:

max (g, F z[zp (el 01
0TS | Sptel

— A Eg [Dir(r(wl]s)]|p(w))]
s.t. Zr(w|s) =1,r(w|s) > 0,Vw € {g,b},Vs € S,

e

where the first two terms put negative weights on the audit
error, and the last term quantifies the expected reduction
in uncertainty for the state w, measured in terms of the
Kullback-Leibler (KL) divergence:

AZ {Qg +Qu( )] > r(wls)log

w

r(wls)
pw)
r(b|s) already incorporate the auditor’s

p(w)d(s|w)
2w Mw)d(slw) *

The decision of 7(g|s),
information strategy d(s|w) since r(w|s) =

D. Revisit the Irresponsible Developer’s Problem

Until now, the irresponsible developer’s objective has be-
come the following.

ngZq €|b) A +BZ[ZP
(17)

with 7(g|s) comes from the auditor’s problem. The former
term is the expected algorithm accuracy, and the latter term
corresponds to the false negative rate of the auditor’s decision,
which is the rate of the irresponsible developer successfully
passing the audit (and thus, the irresponsible developer seeks
to maximize it). Note that 5 > 0 indicates the irresponsible
developer’s preference for the two goals.

()] rtalo)

IV. EQUILIBRIUM ANALYSIS

For illustrative purposes, we work through an example
where || = 3 in Appendix Besides, we assume that
the distinguishability—quantified by distance measures such
as the Kullback—Leibler divergence—between the output dis-
tributions p(-le) and p(-|¢’) increases when the difference
between € and € expands.

A. The auditor’s optimal strategy

With the example in Appendix [C] and derivations in Ap-
pendix [D] the auditor’s (g|s) and r(bs) that optimally solves
problem (T6) can be written as:

r(gls) = p(g) exp (u(b, T)Qs(s)/Av(s)) /y'(s),  (18)
r(bls) = pu(b) exp (u(g, F)Qq(s)/Xv(s)) /y'(s),  (19)
and y'(s) = pu(g) exp (%{f{’(s)) + p(b) exp (%)

denotes the normalization term. We can observe that r(g|s)
and r(b|s) share a similar form as (TI) and (12).

Proposition 2. The strategy specified by and is
optimal for the auditor with epistemic factor \.

Remark 2. The results coincide with the intuition. We first
take a look at r(g|s). Recall that “(b D s negative. If the
penalty term w(b,T) is the same across all the auditors, the
auditor with a larger epistemic factor \ achieves r(g|s) that is
closer to u(g). Combining with the auditor’s objective in the
maximization problem (16)), it means that the larger-\ auditor
might have a larger false negative error. Similarly, for r(bls),
the larger-\ auditor might have a larger false positive error.

B. The irresponsible developer’s optimal strategy

The irresponsible developer’s problem is organized into

Y alelh)A) +5 ) [Zp<s|e>q<e|b)] r(gls)
€ s € (20)
=Zq(ei|b)[ (e) +BZ (gls)p |]

e, €E
The irresponsible developer determines his optimal pure strat-
egy € to maximize (20). Specifically, the irresponsible devel-
oper assigns ¢(e|b) = 1 to the e that achieves the largest



[A(e) + B>, r(g|s)p(s|e)]. This leads us to the following
propositions and remarks.

Proposition 3. The irresponsible developer’s optimal strategy
is choosing the € that maximizes [A(e) + 8, (g]s)p(sle)].

Proposition 4. If algorithm accuracy A(e) is increasing in
€, the irresponsible developer always chooses the largest € if
r(g|s) = r(g|s’),Vs, s’ € S.

Proof. We sketch the proof in Appendix [E} O

Remark 3. The irresponsible developer violates as much as
possible when the epistemic factor for the auditor A = c.

Remark 4. When the auditor’s epistemic factor X\ is small, in-
dicating easy access to relevant information, an irresponsible
developer is more likely to violate the claim.

Remark 5. If the auditor’s epistemic factor \ is large, it is
likely that an irresponsible developer with a larger 3 (placing
more value on the success rate of passing audits) will also
tend to violate the claim more severely.

C. Auditor’s audit confidence and epistemic factor

With respect to Fig. @ the optimal solution to the au-
ditor’s problem given by (I8) and (I9) establishes a re-
lationship between the epistemic factor A and the audi-
tor’s confidence 7(-|s) under fixed utilities w(w,a). Let
X(s) = [ulg, F)Qy(s) — u(b, T)Qu(s)]/v(s) and (s) —
[u(g, F)Qq(s) + u(b, T)Qs(s)]/(Av(s)) . Taking the partial

derivative of r(g|s) with respect to A yields Lgﬁs) =

g “g;@f,sgs‘;’;"(ﬂs”. Here, if the developer is irresponsible,
then he never chooses a privacy budget e that is equal to the
claimed budget €. Hence, x(s) # 0. The term Jr(g|s)/0A is
(strictly) positive if x(s) > 0 and (strictly) negative otherwise.
When x(s) < 0, 7(g|s) is close to 1 when A goes close to 0.
Furthermore, the audit confidences for g and b become close
to 0.5 when A increases, which reveals that higher A leads
to a weaker incentive to acquire more accurate information,
thereby inducing lower audit confidences.
Similarly, ‘%(i‘s) = ‘“<9>“<§3§$§3)‘;Xp(¢<8>>. The term
Or(b|s)/OX is positive if —x(s) > 0 and negative other-
wise. When —x(s) < 0, r(b|s) is close to 1 when A goes
close to 0. Furthermore, the audit confidences for g and
b become closer to 0.5 when A increases, which coincides
with the setting that higher A\ leads to a weaker incentive
to acquire more accurate information, thereby inducing lower
audit confidences. Note that audit confidence is determined
by optimizing the objective, which consists of penalties for
audit errors and costs associated with information acquisition.
In this context, it is important to carefully select reasonable
intervals for u(w,a) and A. In practice, as auditors are end-
users for the algorithm, and given the disparities in end-users
across different algorithms, the range for the epistemic factor
needs to be contingent upon the ease with which corresponding
end-users of the algorithm can access relevant information.

D. Irresponsible developer’s choice and auditor’s confidence

According to and (I5), the irresponsible developer’s
budget choice determines Qy(+) given p(-). Hence, (I8) and

o
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Fig. 4: Trends between the auditor’s confidence (posterior
belief) and the auditor’s epistemic factor (u(g) = u(b) =
0.5,u(b,T) = u(g, F) = —1). Left: x(s) < 0 (Qp(s)/v(s) =
0.25). Right: —x(s) < 0 (Qs(s)/v(s) = 0.85).
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(shown in Fig.[5) also establish a relationship between the
irresponsible developer’s choice and the auditor’s confidence.
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Fig. 5: The trend between the auditor’s confidence and the
irresponsible developer’s choice that leads to Qp(s)/v(s).
Here, p(g) = p(b) =0.5,u(b,T) = u(g, F) = -1, A= 1.
Qu(s)

By taking partial derivative of r(g|s) with respect to

u(s)
. or(g|s b)(u(g,F)4u(b,T)) exp(p(s
we obtain 5ol (g)n(b)(ulg P +u(bT) xp((s))

which is negative since u(g, F')+u(b,T) < % Additionally, as
the value of A increases (when auditors incur higher costs for
information acquisition), the magnitude of Jr(g|s)/ 8(%’(—?)))
decreases, implying relatively less influence on audit confi-
dence. This trend is evident in Figure [5] where a greater \

corresponds to a flatter curve for r(g|s).

V. DISCUSSION AND CONCLUSIONS

Herd audit is a collective mechanism that empowers users
to hold algorithm developers accountable, fostering the de-
velopment of compliant and responsible digital products for
the betterment of society. In this study, we examine herd
audit through a game-theoretic lens, capturing the interactions
between an idiosyncratic user and a privacy-preserving algo-
rithm developer. Our framework adopts a Stackelberg game
approach, enabling us to assess the impact of herd audit
on responsible algorithm design and understand selfish and
irresponsible strategies in worst-case scenarios.

We have specifically explored the presence of auditors
with varying cognitive and reasoning capabilities, capturing
epistemic disparities. Within our game-theoretic framework,
we have consolidated the concept of rational inattention. The
optimal strategy for auditors underscores the importance of
easy access to relevant information, which enhances their
confidence in the herd-audit process. Similarly, the optimal
decision for algorithm developers has revealed that herd audit
is a viable approach when auditors face lower costs in ac-
cessing knowledge, as denoted by smaller epistemic factors.



Based on our findings, we conclude that herd audit poses a
credit threat to developers and plays a vital role in promoting
the responsible development of privacy-preserving algorithms.
In future work, we aim to enrich the game-theoretic framework
by incorporating end-users’ incentives. This extension allows
us to design an incentive mechanism that encourages partic-
ipation in herd audits. Additionally, we plan to explore the
fusion of distributed audits alongside a central audit center.
Leveraging tools from decentralized hypothesis testing, game
theory, information theory, and differential privacy, this re-
search direction holds promise for advancing the field further.
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APPENDIX
A. Proof of optimal decision rule §*(s)

For the null hypothesis, d(s|g), and the alternative hypoth-
esis, d(s|b), the expected utility for problem HT in (??) can
be reformulated as

E[u(w, a)] = pu(g)u(g, F) + p(b)u(b, F)

+ ) {u(g)[U(gvT)—U(Q,F)]d(sm)
8(s)=T

00 [u(0.F) ~ w00 .

Therefore, to maximize the expected utility, the auditor must
decide o(s) = T if p(g)[u(g,T) — u(g,F)]d(slg) >
() [u(b, F) — u(b, T)]d(s|b). This completes the proof.

B. Proof of optimal information strategy d

To analyze the problem, we use the method of Lagrange
multipliers and denote
Y dlslw)

y) =D > nw)u(w,a)
w a 5:0%(s)=a

“AY D dlsku()n zd((|:j>)<)

with the last term corresponding to the constraint that d(s|w)
should be a conditional probability mass function.

Then, for d(s|g) with s € Sy 1, according to the first-order
and the second-order condition,

w

m = pu(g)u(g,T) — Au(g) 10g(d£?g)) —y(g) =0,
Iy _ (s
3iele? ~ M) d(lgie) =
where v(s) = > d(s|w)p(w). Letting log(y (g)) = )\uﬁf.(qg))
leads to the following d(s|g) that maximizes
An(g) @ - (d ))) —logy'(g)| =0,
~ o(s) exp(5)
d(slg) = y'(9)

Note that y'(g) is the normalization term. Similarly, for d(s|g)
with s € Sy r and d(s[b), we can get the information-

obtaining strategy in (9) and

C. An illustrative example for equilibrium analysis

We consider a scenario where the cardinality of the set £ is
three; i.e., || = 3 with £ = {e;, €, €n }, Where €; < €, < €5,
and it’s assumed that the claimed differential privacy budget
is € = ¢;. Then, the two hypotheses become

s) =Y _p(sle)alelg) = p(sle’) = p(sla),

s) =Y _ p(sle)g(e[b)

= p(5|€m)q(€m|b) + p(s|eh)q(€h|b)'

3 y(w)d(sle),

According to derivations in Appendix [D] the strategy speci-
fied by and is optimal for the auditor with epistemic
factor A.

We then shift our focus to the irresponsible developer’s
strategy. The irresponsible developer endeavors to enhance
algorithmic accuracy while concurrently maximizing the prob-
ability of evading detection by the auditor, thereby increasing
the likelihood of being perceived as a responsible developer.
Hence, the irresponsible developer’s decision-making can be
described by the following optimization problem:

max [q(em\b)A(&n) + Q(€h|b)A(€h)]

q(-1b)

+52[ slemaen!t) + plslena(c)] (1)

(2D
By leveraging (e, |b) = 1 — q(ex|b), we rewrite the problem
(21) as follows:

max A(ep) +BZ (g]s)p

q(et]b)
+8 Z (gls)
(22)

Since the first two terms A(ey) + 3 Y. r(g|s)p(s|en) are
independent of ¢(-|b), 22) suggests the following strategy for
the irresponsible developer: let AA = A(e,,) — A(en),

q(emlb) =1,

q(enb) =1,
That is, the irresponsible developer has a pure strategy by
choosing either ¢(e,,|b) =1 or q(en|b) = 1.

(slen) + {[A(em) — A(eh)]

P(slem) — p<s|eh>}}q<em|b>.

AA+BY,

otherwise.

r(gls) [p(slem) — plslen)] > 0

D. Proof of auditor’s strategy r

In (I6), the KL divergence term with a negative sign is
concave with respect to the decision variables r(-) given fixed
priors p(-). Therefore, the combination of the terms in the
objective function forms a weighted sum of concave functions.
This makes the overall objective function concave. Given the
linear constraints, the feasibility set is convex. Hence, the
optimization problem (I6) is a concave maximization over a
convex set.

The Lagrangian corresponding to (I6) is then given by
Jra) = o, F) S [Zp
) MPIELE
Y [2p<s (e

riw|s)lo T(W|S)
> rllstos )

(o0l
()]t
19) + gp@mq(db)]

—yr(gls) — zr(bls),

(23)



where y € R and z € R are the associated Lagrange

multipliers. Then, the first-order condition concerning r(g|s)

implies
aJ(r)
Ir(gls)

— u(b,T) [p<s|em>q<em|b> +p<s|eh>q<ehb>]
A [p<s|el> T p(slem)a(enl) +p<s|eh>q<eh|b>]

(et +1) -

=0.

Hence, we obtain

B r(gls) ) o
u(b, T)Qp(s) )\v(s)(log 1(g) +1 0,
u(b, T)Qy(s) _( y +1> o r(gls)
)\v(s) )\v(s) 7 ulg)
By letting log 3/ (s ) can then be written

as (T8). We can get r b\ S descrlbed in (]EI) with a similar
process.

E. Proof of Proposition

We sketch the proof for |S| = 2 with S = {s1, s2}. In this
example, p(si1|€m) +p(s2]eém) = 1 and p(sy|ep) +p(s2len) =
1, then r(gls1)[p(s1lem) — plsilen)] + r(glsa)p(salem) —
p(s2len)] =1 —1=0if r(g[s1) = r(gls2).

Hence, A(em)— A(en) + >, 7(gls) [p(slem) —p(slen)] <0
in the case where A(e,,) < A(ey), which leads to g(e,,[0) =0
and ¢(ep|b) = 1. This completes the proof.
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