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Abstract

The construction of time of arrival (TOA) operators canonically conjugate to the system Hamil-
tonian entails finding the solution of a specific second-order partial differential equation called the
time kernel equation (TKE). An expanded iterative solution of the TKE has been obtained re-
cently in [Eur. Phys. J. Plus 138, 153 (2023)] but is generally intractable to be useful for arbitrary
nonlinear potentials. In this work, we provide an exact analytic solution of the TKE for a spe-
cial class of potentials satisfying a specific separability condition. The solution enables us to
investigate the time evolution of the eigenfunctions of the conjugacy-preserving TOA operators
(CPTOA) by coarse graining methods and spatial confinement. We show that the eigenfunctions
of the constructed operator exhibit unitary arrival at the intended arrival point at a time equal
to their corresponding eigenvalue. Moreover, we examine whether there is a discernible difference
in the dynamics between the TOA operators constructed by quantization and those independent
of quantization for specific interaction potentials. We find that the CPTOA operator possesses
better unitary dynamics over the Weyl-quantized one within numerical accuracy. This allows us
determine the role of the canonical commutation relation between time and energy on the observed
dynamics of time of arrival operators.

1 Introduction

The incorporation of time as a quantum dynamical observable has long been a subject of intense
debate since the inception of quantum theory. Unlike position, momentum, and energy observables,
the absence of a well-defined time operator in standard quantum mechanics represents a significant
theoretical gap. This highlights the chief weakness of the theory [1,2], since experimental measurements
of time can be routinely carried out in laboratories using quantum clocks that are intricately tied to
physical systems undergoing change [3].

Perhaps the most scrutinized avenue for incorporating time observables into the quantum frame-
work is the concept of time of arrival (TOA) for elementary particles [3-29]. This area has garnered
increased attention in recent years, especially in light of recent strides in attosecond strong-field physics,
enabling time of arrival measurements accurate to the attosecond regime (10~'%s) [30-35]. In theoret-
ical discourse, the customary way of defining the problem is by considering a structureless elementary
particle of mass p and Hamiltonian H(q,p) = p?/2u + V(q) in one dimension for some interaction
potential V' (g). Given that the particle is initially located at some point (g, p) in phase space at time
t = 0, the central question arises: How do we determine the statistics of measured arrival times at
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a designated arrival point, say at the origin ¢ = 07 If one truly wishes to incorporate time as a dy-
namical observable and elevate its status on the same footing as the position, momentum, and energy
observables, then one has to confront the problem with time operators.

In Ref. [8], two of us have considered the problem of constructing TOA operators by canonical
quantization methods. There, quantization is performed on the expansion of the classical time of
arrival expression given by

To( (1)

T dq’
¢,p) = g(p)\g/o o) V)

about the free time of arrival, where sgn(p) is the signum function. The constructed TOA operators
are formulated as integral operators of the form

(o)

; p

(Toe)(e) = %/ dq' sgn(q — q') To(a. 4') ¢(d'), (2)
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in coordinate representation, where Tg(q,¢’) is called the time kernel factor (TKF). The exact form

of Tg(g, ¢') depends explicitly on the chosen quantization rule ). For instance, the time kernel factor

corresponding to the Weyl quantization (W) of the classical arrival time appears as

Tw(g.q') = i/oqw ds oy (; 1; (#) (¢ —d")? [V (q;q/> -V (;)D : (3)

For Weyl, symmetric, and Born-Jordan ordering rules, the corresponding quantized TOA opera-
tors exhibit the following key properties: Hermiticity, time-reversal symmetry, and adherence to the
quantum-classical correspondence in the classical limit as 2 — 0. These operators also demonstrate
a dynamic characteristic: their eigenfunctions unitarily evolve according to Schrodinger equation in
such a way that the corresponding probabilities of finding the arriving particle in the neighborhood
of the arrival point is maximum at their respective eigenvalues. This property establishes a funda-
mental link between TOA measurements and the appearance of the incident particle at the arrival
point [15,20,23]. As a result, it is this unitary arrival property that we should expect and demand for
a physically meaningful TOA operator [8].

Nevertheless, it is known that the quantized TOA operators generally fail to satisfy the required
conjugacy with the system Hamiltonian, [ﬁ,T] = ¢hl, for arbitrary potentials due to the known
obstructions to quantization [11,36,37]. While all quantizations lead to the same conjugacy-preserving
TOA operator for the free-particle case, they are completely different for the interacting case. Only
the Weyl-quantized TOA-operator satisfies the conjugacy requirement but is limited only for linear
systems. For nonlinear systems, no quantized operator satisfies the required commutator values.

On another front, one of us has reconsidered the quantum TOA problem by constructing TOA
operators independent of canonical quantization. Reference [9] introduced the idea of supraquantiza-
tion where quantum observables are constructed purely from quantum mechanical considerations. In
this formulation, the quantum image of the classical arrival time expression is obtained by mapping
To(gq,p) as a specific TOA operator Tg in the rigged Hilbert space ®* > L2 (R) D ®. The space ®
is the fundamental space of infinitely differentiable functions in the real line with compact supports
and ®* is the space of functionals on ®. The corresponding time operator TS, called the supraquan-
tized TOA operator, has been obtained by directly imposing significant physical properties similar to
the quantized ones: (i) hermiticity: Tg = ']A_“g — (q|Tslg’)* = (q|Ts|¢); (i) time-reversal symme-

try: OTs07 ! = —Tg — (¢|Ts|¢)* = —(¢g|Ts|¢'); and the (iii) correspondence between classical and
quantum arrival times established by the known Weyl-Wigner transform

. ) °° Vs AN
To(g,p) = lim Ti(q,p) = }gg)/ dV<q+§‘Ts‘q—§>e p/R, (4)

It turns out that Tg shares the same functional structure as Eq. (2). The difference, however, lies in
its time kernel factor Ts(q, ¢') where it appears instead as a solution to a specific second order partial
differential equation

_20Ts(a.q) | B2 OTs(a,q)

24 0g> 2 0q= +[V(g) = V(d)] Ts(q,¢") =0, (5)



called the time kernel equation (TKE) and is subject to the boundary conditions Ts(q,q) = ¢/2 and
Ts(q,—q) = 0. The TKE, along with the specified boundary conditions, admits a unique solution
for entire analytic potentials [21]. It is a direct consequence of the conjugacy requirement of the
supraquantized time of arrival operator with the system Hamiltonian, i.e., [ICI,T s] = ihl. Hence,
we have referred to the supraquantized operator Tg as the conjugacy-preserving TOA (CPTOA)
operator. On the other hand, we call operators whose time kernel factors do not satisfy the TKE
as non-conjugacy-preserving TOA (NCPTOA) operators. In essence, the construction of conjugacy-
preserving TOA operators translates to the problem of solving the TKE (5) for a given interaction
potential.

Now, the general solution of the TKE admits the expansion Ts(q,q") = Tw(q,¢') + > ooy Tn(q,d'),
where the leading term Ty (g, ¢’) is identified as the Weyl-quantized TKF (3). The succeeding terms
Tn(q,q') for n > 1 are interpreted as quantum corrections to Ty (q,¢’) whose inverse Weyl-Wigner
transforms ultimately vanish in the classical limit & — 0. As a consequence, the supraquantized TOA
operator formally assumes the expansion

n=1

where the leading operator Ty is recognized as the Weyl-quantized TOA operator [38]. The succeeding
operators Tn are required to satisfy the desired commutation relation.

For all intents and purposes, Eq. (6) represents the complete conjugacy-preserving TOA opera-
tor. Its functional form is particularly advantageous when performing perturbative analysis on specific
quantum arrival time problems as one can isolate each perturbative order corresponding to every quan-
tum corrective term. For such cases, one can study the leading dominant term, the Weyl-quantized
operator, for its general behavior and then further accommodate additional terms sufficient for the
intended accuracy and purpose [21]. For example, when studying the quantum traversal and tunneling
times across a potential barrier, each term in the expansion may represent time measurements in differ-
ent regimes. In particular, if the leading term corresponds to a measurement in the attosecond regime,
which is a very short time interval measured in attosecond ionization experiments, the next term might
correspond to even shorter time intervals, like zeptoseconds or even subzeptosecond domains. In this
case, a vanishing traversal time in the attosecond timescale does not necessarily imply vanishing time
measurements in all smaller time scales.

Of course, there are cases when the practical utility of the prescribed expanded solution is limited.
This is because each time kernel factors are expressed as recurrence relations in integral form (see
Eq. (16)). Although theoretically solvable iteratively, the difficulty of constructing 75, (g, ¢')’s escalates
remarkably for higher order n. Thus, the expanded iterative solution of the time kernel equation may
pose substantial difficulties for both analytical and numerical implementations.

One specific problem that calls for an exact-solution of the TKE is the investigation of the dynam-
ical properties of the complete CPTOA operator. While Eq. (6) might already suggest the desired
dynamical characteristics, primarily through its leading term, it may not be sufficient as the additional
operators T, may actually introduce corrections that deviate instead the leading term from the ideal
unitary behavior of time operators at the arrival point. Furthermore, an exact-closed form solution is
needed to fully grasp the distinction between operators constructed by quantization and those that are
constructed by supraquantization in terms of the time evolution of their eigenfunctions. This analysis
should help us determine if the canonical commutation relation between time and energy influences
the observed dynamics of time operators.

Thus, in this paper, we revisit the method of supraquantization with three specific objectives in
mind. Our first objective is to find an exact closed-form solution of the time kernel equation with
the goal of expressing the conjugacy-preserving TOA operator as a single integral operator, rather
than an infinite series of operators as defined in Eq. (6). This is achieved by considering a specific
class of potentials satisfying a particular separability condition. Our second objective is to delve into
the essential properties of the CPTOA operator and formally demonstrate its unitary arrival property
by coarse graining methods and spatial confinement. Our third and final objective is to compare
the dynamics obtained from the conjugacy-preserving TOA operator with that of a non-conjugacy-
preserving TOA operator obtained by Weyl quantization of the classical arrival time. We check if there
is a discernible difference between the two operators with respect to their dynamics.



The paper is structured as follows. In Section (2), we offer a brief overview of the expanded iterative
solution of the time kernel equation. Section (3) covers our first objective, presenting the derivation of
an exact closed-form solution for the time kernel equation in integral form. We will also establish the
necessary and sufficient conditions for separability, accompanied by a listing of separable interaction
potentials. Section (4) addresses our remaining objectives, where we explore the time evolution of
CPTOA operator eigenfunctions and compare them with the Weyl-quantized operator for different
interaction potentials. Finally, in Section (5), we present our concluding remarks.

2 Expanded iterative solution of the TKE

Let us review the prescribed expanded iterative solution of the TKE [38]. From here on, we work
on the canonical coordinates defined by the transformation (v = ¢+ ¢, v = ¢ — ¢’). In these new
coordinates, the TKE assumes the canonical form

BB (1 (45) V(e o

subject to the following boundary conditions

Ts(u, 0) = Ts(o,’u) =0. (8)

u .
4 )
Integrating both sides of Eq. (7) with respect to u and v gives the integral form of the TKE

Ty(u,v) = + /du/ ( (“;”)—v<“;”>> Ts(u',0'). 9)

For practical purposes, it is this integral form of the TKE that we will solve in this paper.

We now consider the solution of the TKE for arbitrary analytic potentials of the form V(g) =
Zzil asq®, where ay are some expansion coefficients. For linear systems, as = 0 for s > 3 while the
coefficient ag at least needs to be nonvanishing for nonlinear systems. The corresponding TKE appears

as
[s]
h? 92 Ts(u 1} > a S 2k
g T2 3T (% n 1) w2 Ty (u,v) = 0, (10)
s=1 k=0

I

where [s] = (s —1)/2 for odd s and [s] = s/2 — 1 for even s. A possible solution of Eq. (10) can be ob-
tained by assuming an analytic solution in powers of u and v defined by Ts(u,v) = Z:,n:O QU ™0™,
for some unknown coefficients o, ,, satisfying the condition a,, , = 0 for m,n < 0. The original bound-
ary conditions of the TKE imply the initial conditions ., 0 = 0m,1/4, and ap, = 0 for all m and
n.

Substituting back our assumed solution into Eq. (10) and performing particular series rearrange-
ments, one finds the expansion

oo

TS(U7U) = TO(ua'U) + Z Tn(ua 'U)’ (11)

n=1

where the leading and succeeding terms are identified as

Z Zum 2j (ﬁ) .agg’)j, (12)

m=0 j=0
m n BT
Z Z“ w2 () el (13)
m=0 j=0

The new coefficients afi?j satisfy the following recurrence relation

s m-+2r—1
_ (s—r)
= mm g () e (1)

r=0 [=2r+1



for all 0 < s < (j — 1) with the boundary conditions agg)j = 0pm,1/4 and a&j?j =0 for m,j <0.

Equation (11) has been obtained such that its full Weyl—Wigner transform appears in powers of 7,
that is,

_ > K T 75 —ivp/h
Tn(q,p) / dv <q+2‘T‘q 2>e

— 00

0 [e%s}
o 12 Z _ K —iprvh (15)
_nE_Oih/_ooduTn(q—l—Z,q 2) sgn(v)e

= 7o(q,p) + B* F1(q,p) + B* 72(q,p) + ...

The leading term of Eq. (15) simplifies to the classical TOA (1) while the terms k" 7,(q, p) for n > 1,
where the factors 7, (q, p)’s are independent of A, ultimately vanish in the classical limit. One can then
interpret the i—dependent terms as the quantum corrections to the classical arrival time [14,38].

Following Eq. (4), we can then identify the kernel Ty (u, v) as the Weyl quantization of the classical
arrival time and the succeeding terms T, (u,v) (11) as the Weyl map of the quantum corrections
h*" 7,,(q,p). This suggests that the terms T}, (u,v) could be interpreted as the quantum corrections to
the Weyl-quantized time kernel factor Tp(u, v). Understanding this expanded solution aids in exploring
the link between classical and quantum observables through the relation 7o (g, p) = lims—o Tr(q, p) [11].
In Ref. [39], we have demonstrated that these quantum corrections also arise from the Moyal bracket
of an arrival time observable with the system Hamiltonian. This Moyal bracket is a deformation of the
Poisson bracket relation and is fundamental in deformation quantization and quantum phase space [40].

Now, solving Eq. (13) in terms of generating functions and employing the method of successive
approximations, one finds the functional form of the kernel factors T;,(u,v) given by

n

_(_* 1 “ (2r+1) (S ! 2741
Tn(u,v)—(th)Z(2T+1)!22r/0 dsV (2) ; dw w Th—r(s,w) G(s,w), (16)

r=1

for all n > 1, with the factor G(s,w) defined as

Gy =of (1 () 0° - [V (3) -V (3)])- a7
The convergence of the above result is guaranteed by the continuity of the interaction potential V(q)
and the absolute convergence of the hypergeometric function ,F,(a; b; z) for p < ¢. The Weyl-quantized
time kernel factor Ty(u,v) = Tw (u,v) (3) appears as the initial condition of Eq. (16).
We call the solution defined in Eq. (11) as the expanded iterative solution of the TKE since it
appears as an infinite series, with the terms 7}, (u, v) appearing as some specific integrals of the previous
iterates T,,—1(u, v). For example, the first two TKF corrections appear explcitly as

Ty (u,v) = (48uhz) /Ou dsV" (%) /Ov dww® Ty(s,w) G(s,w), (18)

To(u,v) = %3' (%) /0“ dsvV® (;) /0“ dww® Ty (s,w) G(s,w) )

N 161. 5 (o) /ou asv® (3) /0 dww® To(s, w) G(s, w).

Note that each T, (u, v) term can be derived from Eq. (16) through iterative methods. Essentially, this
means that one could construct the entire supraquantized time kernel factor for a given interaction
potential, thereby constructing a complete conjugacy-preserving TOA operator.

3 Exact closed-form solution of the TKE for separable poten-
tials

3.1 Construction of the solution

Performing analytical and numerical analysis on a time operator that involves an infinite number of
integral operators is clearly not an easy task. Hence, let us now accomplish our first objective and



derive an exact closed-form solution of the TKE in its integral form. We do so by considering a specific
class of potentials which we refer as separable potentials.

Definition 1 (Separable potential). A potential V (q) is separable if satisfies the condition

v(“;") —v<“;”> — F(u) G(v), (20)
where F(u) and G(v) are univariate functions of u and v, respectively, and referred to as the divisors
of V(q)-

An advantage of the above condition is that it will help us decouple later the double integral along u
and v in Eq. (9). With this requirement, the TKE can now be cast into the following integral equation

Ts(u,’lj) = g + /Ou du’ F('u/) /OU dv’G(v’) TS(U/’U/). (21)

We solve for the desired kernel factor Ts(u, v) using the method of successive approximations [38].

We start by choosing the leading term as our zeroth-order approximation, that is, Téo)(u,v) = u/4,
so that the boundary conditions Ts(u,0) = u/4 and Ts(0,v) = 0 readily emerge when either v = 0 or
v = 0, respectively. The nth order approximation of the kernel factor Ts(u,v) is obtained from the
recurrence relation

) =4+ [ [l P e 18w (22)

valid for n > 1. Notice that the comparison between Eqgs. (21) and (22) suggests the relation Ts(u,v) =
lim,, o0 Té")(u, v). This means that the solution of the TKE follows immediately from the solution of

the recurrence relation for Té")(u, v) (22).
By iteration, the first three approximations of Eq. (22) assume the following specific forms

1 uu " Uy
Té )(u v) = 1o 572 / dvy G(vy) /0 duy F(uy) R (23)
T( )( g + — / dv1 G U1 / dulF u1

4 2h? (24)

u U1 u

( 2) / dU1 G( 1) / dUQ G( 2) / dulF(ul) / du2F(u2)—2,
2k 0 0 0 0 4
“ u
Té?’) (u = 2h2 / dUl ’Ul / dulF(ul) Zl

+(%)2/0 dle(“)/o dvs G(v3) /OudulF(ul) /Ou dusF (ug) 2

3 v V1 Vo u ul u2 U
+ (%) / duvq G(Ul) dvg G(Ug) dvs G(U3)/ dulF(ul)/ dUQF(UQ)/ du;),F(ug)—g
2h 0 0 0 0 0 0 4
(25)
We observe that the leading term is always the zeroth-order approximation u/4. On the other hand,
the succeeding nth term involves (n — 1) iterated integrals along w and v. Generalizing the above
results for arbitrary n > 1, we get

Tg (u,v) = +2h2/ dle(Ul)/O du1F(u1)Z

4
—|—( ) /dv G(v)/vldv G(v)/uduF(u)/mduF(u)%—l- (26)
272 | Gl 2Gv2) | duku) | 2b(uz) 7=+ .
TN v v2 u Un—1 U,
+(2—h2) /0 dvy G(v1) /0 dvn_lG(vn)/O duy F(ur) /0 dup F ()2

Our expression for Té") (u,v) is formally proven by mathematical induction. Assuming that the above
equation holds true for some n = k > 0, the next iterate, n = k + 1, also holds true.



While Eq. (26) looks complicated at first, it can be easily evaluated by exploiting the following
integral identity [41]

/dmlgxl/ dzs g(x) /;"_ dxngﬂcn/ dt f(t) /dtf [/ dy g(y } .27

Applying the above result to Eq. (26), we arrive at

n 1 U v n—1
T§n>(u,u)=4+(2‘f;);m<2’;) /0 dv' G(v') [/ dv”G(v”)]

u o' u n—1
X / du' F(u')— {/ du”F(u”)} :
0 4 u’

Now, taking the limit n — oo and shifting index from r — r — 1, we finally get the desired exact
closed-form solution of the TKE and is formally given by

(28)

/

_ U v / / “ ’ nu 1. 1% ~ N\ - /
Ts(u,v)—4+2h2 dv G(v)/o du F(u)40F1 (’1’<2h2> G(v,v)F(wu)), (29)
where the factors G(v,v’) and F(u,u’) are defined by

Gv,v') = // dv" G(v"), and F(u,u’) = / du” F(u"). (30)

v u’

In terms of the original interaction potential, Eq. (29) expands to

u 1 v u o W+ u —
Ts(u,v):Z—kﬁ/o dv'/o du'— [V( 5 )—V( 5
Y W' —
><0F1(, 2712 /dv"/ d”{ < )V( 5 ﬂ)

(31)

In essence, the above equation fulfills our first objective.

The original boundary conditions Ts(u,0) = u/4 and Ts(0,v) = 0 immediately follow from our full
solution. In addition, the real-valuedness of the divisors F(u) and G(v) guarantee the real-valuedness
of the kernel factor T (u,v). Hence, the full supraquantized operator is indeed Hermitian. On the other
hand, the full kernel factor is symmetric in the original (¢ = (u+v)/2,¢ = (u—v)/2) coordinates, that
is, Ts(q,q') = Ts(q’, q). Hence, the corresponding supraquantized operator also satisfies time-reversal
symmetry. Finally, one can show that Ts(u,v) leads to the correct classical arrival time expression in
the classical limit in accordance to Eq. (4). Hence, all three key properties of a TOA observable are
satisfied. As a final check, it can also be shown that the derived solution correctly satisfies the TKE,
as presented in Appendix (A.1).

Interestingly, the first term of Eq. (28) represents the time kernel factor of the free TOA oper-
ator, while the remaining terms depends on the interaction potential V'(¢g). This suggests that the
supraquantized TOA operator Tg can be expressed as the sum of the free TOA operator Tr and some
specific potential-dependent operator, call TV, ie.,

Ts = TF + TV7 (32)

where the kernel factor of the operator Ty is simply the second term of Eq. (31). As the potential
approaches to zero, the second term vanishes. For sufficiently weak interaction potentials, the operator
Ty can be interpreted as a perturbation to the free TOA operator Tg. For such cases, one can perform
perturbative analysis similar to the standard perturbation theory of quantum mechanics.

It is important to note that the exact closed-form solution for the TKE we have derived here is
applicable only to separable potentials. On the other hand, the expanded iterative solution expressed
in Eq. (11) holds for any analytic potentials. Nevertheless, both solutions coincide for separable
potentials due to the uniqueness of the TKE’s solution. Clearly, it is Eq. (31) (Eq. (32)) that offers
a practical advantage: it involves only two terms which stands in contrast to Eq. (11) (Eq. (6)) that
involves an infinite sum of different time kernel factors (operators). Nevertheless, both solutions are
equally important for thoroughly examining the properties of conjugacy-preserving TOA operators
and delving into their applications to specific arrival time problems. We will highlight this further in
Section (4).



3.2 Necessary and sufficient conditions for separability

Recall that our ability to derive a closed-form solution for the TKE relies on the assumption that
there exists interaction potentials that meet our separability condition, expressed as V((u + v) /2) —
V((u—wv)/2) = F(u) G(v). In this section, we establish the necessary and sufficient conditions for
separability and identify some examples of separable interaction potentials.

Theorem 1. A necessary and sufficient condition for V(q) to be separable is that it admits the func-
tional form

v(“5) = 3t + o) (53)

where g(v) and h(u,v) satisfy the following symmetry conditions
g(—’t}) = —g(’U), h(ua _U) = h(u,v). (34)
The divisors of V(q) are precisely f(u) and g(v).

Proof. Plugging Eq. (33) into Definition 1, we obtain the following equalities

v () v (45) = [3rose + ) - [Frato e -n] @)

1
= 5 f (W) [9(v) = 9(=v)] + [A(u, v) = h(u, —v)]. (36)
In order for the last equation to be separable into a product of univariate functions of u and v, the
second term must vanish. This is only possible when h(u, —v) = h(u,v). Moreover, shifting v — —v
in Eq. (36), we also obtain the condition g(—v) = —g(v). Since the first equality is defined to be
separable, we identify the equality between the functions of u, f(u) = F(u), and the equality between
the functions of v, g(v) = G(v). O

We can also consider special class of potential functions with even or odd parity. This is observed
by setting v = v and u = —v in Eq. (20) and assuming V(0) = 0. For example, an even V(q) implies
the condition V(u) = V(—u). Noting that the divisor G(u) is odd in u, one finds the constraint
F(u) = —F(—u), implying that the divisor F'(u) is also odd in u. Likewise, assuming V' (¢) to be odd
in ¢, we also get the condition F(u) = F(—u), implying F(u) is odd in uw. These results lead to the
following corollary:

Corollary 1.1. F(u) is odd when V(q) is even and F(u) is even when V(q) is odd.

Theorem 2. Let V(q) be analytic at the origin. Then V(q) is separable if, for all non-negative integer
m, it satisfies the following conditions: (1)

v @mt1) (%) = ¢ f(0), (37)
where VmH1) (y,/2) is the (2m + 1)-derivative of V(q) evaluated at u/2, the c,,’s are constants inde-
pendent of u, and f(u) is independent of m; and (2) the sum

2m—+1

> S o T
22m (2m + 1)’

m=0

(38)

converges in some neighborhood of v = 0. Under these conditions, the divisors of V(q) are given by

F(u) = f(u), (39)
oo Cm U2m+1
Gv) = mz::O P @ T (40)



Proof. Let us consider an arbitrary analytic potential of the form V(g) = Y7 j an ¢" for some expan-

. . . . . . . 1 _
sion coefficients a,,. Performing binomial series expansion of the form (z + y)! = Y meo (nl%) gl=mym
one arrives at

oo [1]
U+ v u—v l 1-2m-1,2 =y
V( 2 ) ( ) — 1; (2m+1)“ )

0

where the index [I] is defined as [[] = (I —1)/2 for odd ! and [I] = /2 — 1 for even . Next, we separate
the even and odd parts of the infinite sum along [ and then perform a shift in index from [ to [ + 1.
We arrive at the following expansion

oo 1
utv) o (u—v\\ _ agigr (2041 o1 om omi1
() () -5 8 e G )
I=0 m=0
(o)

l
ag42 ((20+2 y2l—2mAL 2m1
921+1 :

(42)

2m +1

Our next goal is to simplify the above expression by closing at least one infinite series. The absolute
convergence of our interaction potentials allows us exchange the order of summations along [ and m.
The interchange is performed using the following summation identity [42]

SN B(k,n)=>"Y B(k,n+k), (43)

n=0 k=0 n=0 k=0

which gives
u+v u—v s p2mtl
\%4 -V = -
((57) -7 (57) =

Now, we identify that the factor inside the square brackets is simply the (2m + 1)-derivative of the
original potential V(q) evaluated at ¢ = u/2. Hence, we arrive at the following result

u+v u—v = p2ml @mt1) (U
V( 2 )_V< 2 )_mz__:oz?m(zm+1)!v (5) (45)

Clearly when condition (37) holds, the right hand side of Eq. (45) becomes

(2m +1)! i ay (le+ 1) (g)uzmm] ;

1=2m+1
(44)

2m+1

f(uw) Zo % (46)

m=

If the infinite series in (45) converges in the neighoborhood of v = 0, then the expression (46) is a
product of two univariate functions in v and v. Finally, imposing our definition for separability (20)
on Eq. (45) gives Egs. (39) and (40) following from (46). O

To illustrate these theorems, let us consider the potential V(q) = Ac®? + Be™ "4 for some constants
A, B, c and k. It is straightforward to show that

1% (” ; “) —v (“ 5 ”) — (Ac¥/? — Bemrul?) (2sinh (“T”)) = F(u)G(v),  (47)

so that V(q) is indeed separable. Let us check if V' (q) satisfies our theorems. In (u,v) coordinates, the
original interaction potential can be rewritten as

u—+v _ 1 Ku/2 —Kku/2 . K Incwv Ku/2 —Ku/2 K Incwv
V( 5 ) =3 (Ac Be ) 2 sinh 5 + (Ac + Be )cosh 5

1

= 5 Fwg(w) + h(w.v).

(48)



Vog 1 Vo Vog

Vog? u Vov %( 2 0?)

Voe™ eiu/2 2Vp sinh (%) 0

Voc™ 2 2Vp sinh ( i 1r21c U) 0

Ae" + Be "4 Aefu/2 _ Beru/2 2sinh (%) (Ae"“/2 + Be_““/2) cosh (%)

Ac®? 4+ B A2 — Beru/? 2 sinh (nl;cv) (Ac“u/2 + Bc’““ﬂ) cosh (nh;cv)

(Ae™@ 4 Be r0)2 | A2erU — B2eHv 2 sinh(xv) (A%e" 4 B%e™"") cosh(kv) + 2AB
(Ac™ + Be"9)2 | A2¢ — B2eRe 2 sinh(k Incv) (A% 4 B2 %) cosh(k Incv) + 2AB
wwe) | w(3) ma(S) ()

. (KU . (KU KU KU
Vo cos(kq) sin (7) —2Vp sin (7) Vo cos (7) cos (7)

Table 1: Table of interaction potentials in the configuration space and their corresponding separable
forms in u-v coordinates. The factors Vj, k, A, B, and ¢ are some arbitrary constants.

Clearly, f(u) = F(u) and g(v) = G(v). Hence, Theorem (1) is satisfied. Since the sinh function is odd,
G(v) is clearly an odd function of v. In addition, taking the (2m + 1)-derivative of V(g), we arrive at

v (2) = <g>2m+1 (Ace/2 = perul2), (49)

which involves only the original divisor F(u) times the constant c¢,, = (k/2)?™*!. Therefore, Theorem
(2) is satisfied. Finally, substitution of the above result into Egs. (39) and (40), we recover the specific
separable condition of the form given by Eq. (47).

We also list some interaction potentials V'(¢) in Table (1) satisfying our separability condition. One
can show that all given potentials satisfy the theorems presented in the current section.

4 Dynamics of the conjugacy-preserving TOA operator

We now proceed to our second objective and establish formally the legitimacy of the supraquantized
TOA operator as a genuine TOA operator. In particular, we simulate the time evolution of our
operator’s eigenfunctions ¢, (q) and show that its eigenfunctions unitarily arrive at the arrival point
at a time equal to its eigenvalue 7. This happens when both the position expectation value equals
the arrival point and the position uncertainty is at its minimum, all happening simultaneously at the
corresponding eigenvalue time 7 [8].

Our simulation proceeds as follows. First, the TOA eigenvalue problem

(Tse-)(q) = Tor(q) = /DO dq' (q|Tsld') - (), (50)

—00

is solved by means of coarse graining. This is done by confining the operator Ty in some closed interval
in the real line [—I,!] for some confining length [ > 0, and consequently, approximating the original
eigenvalue problem (50) by replacing the bounds of integrations from (—oo,00) to (—1,1). In essence,
we are approximating our original TOA operator Tg as a bounded and self-adjoint Fredholm integral
operator. We then discern its behavior for arbitrary large [ by successively increasing [. The coarse
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graining can be seen as a deformation of the supraquantized operator in the same configuration space,
which is not a significant departure from the original arrival time problem [8]. This indicates that
observations from the confined case (finite [) provide us with similar insights as the unconfined case
(I = o0).

The corresponding eigenvalue problem is then solved by Gauss-Legendre quadrature method. After
which, the constructed eigenfunctions are numerically evolved in accordance to the time-dependent
Schrédinger equation using the operator split method. All parameters and figures that will follow are
in atomic units with the parameters y =h = 1.

4.1 Unitary arrival property of the supraquantized TOA operator

Let us consider the potential given by V(q) = Vi cos(kq), for some real parameters Vg and k, which is

typically used in describing optical lattice structures in solid state physics [43]. The supraquantized
~ . ) .

TOA operator formally assumes the form Tg = (u/ih) ffoo dq' Ts(q,q") sen(q — ¢') ¢(q') with the

specific time kernel factor Ts(q, ¢’) given by

0% [ ran (B [ s (B 1 (L2 Gl
Ts(u7v)—4 1z, dv sm(2)/0 du'u sm<2 0F1(,1,(2h2)G(v,U)F(u,u)), (51)

Here, u = ¢+ ¢,v = ¢ — ¢’ and the factors G(v,v’) and F(u, ) are defined as

G0 = 2% oo (2 oo ()]t Pty = 2 e (5) oo (2] 2

The coarse-grained version of the operator Tg has eigenfunctions ¢, that are square-integrable and
eigenvalues 7 that have discrete spectrum. Since the potential is even, the constructed eigenfunctions
have definite parities. See also Appendix (A.2) for the discussion of the supraquantized TOA operator
under parity transformation. We observe that the eigenfunctions share the same general distinction
with that of the free-particle TOA operator and quantized TOA operators for even potentials found
in Refs. [8,15,17]: they can be either nodal or non-nodal. Nodal eigenfunctions vanish at the arrival
point, while non-nodal eigenfunctions do not.

Figures (la) and (1b) describe the representative dynamics of the nodal eigenfunctions of the
supraquantized operator for the confining length I = 1 and Vy = k = 1. As can be seen, the evolved
probability density |¢,(q,7)|? corresponding to the nodal eigenfunctions have the characteristic dy-
namical property that two peaks coalesce at the arrival point ¢ = 0 with their closest approach to each
other occurring at the eigenvalue 7 = 0.01, and then the peaks disperse. In addition, notice that the
nodal eigenfunctions are zero at the arrival point at all times. Since the probability density |, (g, 7)|?
vanishes at the arrival point, we interpret the dynamical behavior of the nodal eigenfunctions as the
particle arrival with no particle appearance or detection. This intriguing phenomenon coincides with
the core result of Ref. [23] which broadens our understanding of quantum arrival. It is possible for
a quantum particle to arrive at the arrival point but with no particle appearance. That is, quantum
arrival is not synonymous to particle appearance at the arrival point. It may be defined instead as
the event when the position uncertainty is at its minimum at the arrival point. Though it may appear
counterintuitive, the dynamics of nodal eigenfunctions bear resemblance to the well-known double-slit
experiment. If one has no prior knowledge of the particle’s path, the viewing screen at the transmission
channel exhibits a wave-like nature. In this sense, we can confirm that the particle reached the arrival
point, yet particle appearance is no longer guaranteed.

On the other hand, Figures (1c¢) and (1d) shows the representative dynamics of the non-nodal
eigenfunctions of the supraquantized operator for the same length [ = 1. As shown, the corresponding
probability density |, (¢, 7)|? has the characteristic dynamical property that a single peak forms at
the arrival point ¢ = 0 with its minimum width occurring at the time eigenvalue 7 = 0.01, after which
the peak disperses. Contrary to the nodal eigenfunctions, the probability density is maximum at the
origin. Thus, the dynamical behavior of the non-nodal eigenfunctions correspond to particle arrival
with appearance or detection. If one is only interested with arrival time measurements with particle
detection, which is what we observe in real experiments, then the relevant eigenstates that we should
consider are the non-nodal eigenfunctions of the supraquantized TOA operator.

11
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Figure 1: The time evolution of the nodal and non-nodal eigenfunctions of the supraquantized TOA
operator for the cosine potential with confining length I = 1 and eigenvalue 7 = 0.01. (a)—(b) The
nodal eigenfunctions show two peaks that coalesce at the arrival point ¢ = 0 with their closest approach
to each other occurring at the eigenvalue 7 = 0.01. (c¢)—(d) The non-nodal eigenfunctions unitarily
collapse at the arrival point ¢ = 0 at a time equal to the eigenvalue 7.

Now, the same unitary arrival property similar to Figure (1) is also observed for different values
of the confining lengths I (See subfigures (a) and (b) in Figures (3)—(6)). In our simulations, we have
noticed that the probability density becomes more localized for increasing [ and fixed 7, Vj and k.
Hence, we infer that as [ approaches infinity, the probability density becomes a function with a singular
support, peaking at the arrival point.

These findings fulfill our second objective, demonstrating that the eigenfunctions of the complete
supraquantized operators possess the desired unitary arrival property at the origin at their respective
eigenvalues within numerical accuracy.

4.2 Comparison between supraquantized and Weyl-quantized operators for
a cosine potential

Let us now explore the difference between quantized and supraquantized TOA operators with respect
to the dynamics of their eigenfunctions. For the cosine potential, the Weyl-quantized TOA operator
assumes the form Ty = (u/ih) ffooo dq' Tw (q,q¢') sgn(q—q") p(q’), where the corresponding time kernel
factor is given by

tetu = [Cason, (e (50) e () e (2)]). e

with u = ¢+ ¢’ and v = ¢ — ¢’. Since the potential being considered is nonlinear, the kernel factor
Tw (u,v) does not satisfy the TKE. Hence, the operator Ty is not conjugate with the system Hamil-
tonian. Nonetheless, Figure (2) confirms that the Weyl-quantized operator also possesses the unitary
arrival property for Vo = k = [ = 1. Within numerical accuracy, we do not see significant difference
between the quantized and supraquantized operators. Note, however, that this does not mean the
independence of the operator’s dynamics on the time-energy canonical commutation relation.

In fact, we are able to distinguish the two operators when we increase the values of I, Vj and k.
For instance, Figure (3) shows the time evolution of the nodal eigenfunctions of the Weyl-quantized
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Figure 2: The time evolution of the nodal and non-nodal eigenfunctions of the Weyl-quantized TOA
operator for the cosine potential with confining length [ = 1 and eigenvalue 7 = 0.01, respectively.
The eigenfunctions also unitarily collapse at the arrival point ¢ = 0 at a time equal to the eigenvalue
7, similar to the supraquantized operator.

and supraquantized TOA operators for the parameters Vo = 5,k = 5, [ = 3 and 7 = 0.1. Both
operators still show nodal characteristics with two peaks merging at the arrival point ¢ = 0 at the
eigenvalue time 7 = 0.1. However, it is apparent that the the supraquantized TOA operator exhibits
more desirable nodal dynamics compared to the Weyl-quantized one. Specifically, the supraquantized
nodal eigenfunctions demonstrate sharper dynamics with less noise and taller peaks compared to the
Weyl-quantized operator.

On the other hand, Figure (4) demonstrates the representative dynamics of the non-nodal eigen-
functions of the Weyl-quantized and supraquantized operators. We also observe a noisier and less
sharp dynamics on the Weyl-quantized operator. In particular, the non-nodal eigenfunctions of the
supraquantized operator has the smoothest and sharpest probability density at the arrival point. Thus
the supraquantized TOA operator demonstrate the most desirable non-nodal characteristics.

In Figures (5) and (6), we set Vo = 5,k = 1,1 = 10 and 7 = 0.1. Notice that the eigenfunctions
of the Weyl-quantized TOA operator already loses its nodal and non-nodal characteristics so that its
unitary arrival property is no longer discernible. The supraquantized operator, on the other hand, still
posses the desired nodal and non-nodal characteristics.

One might wonder why there are no significant differences between the two operators when using
the parameters (i) Vo = k = I = 1, but there are noticeable distinctions when using the parameters
(ii) Vo = 5,k = 5,1 = 3 and (iii) Vo = 5,k = 1,1 = 10. We can explain these behaviors using the
expanded iterative solution of the TKE (11). Recall that the supraquantized TOA operator for the
cosine potential can be written as the expansion TS = TW + Tl + TQ + ..., where the leading term
is the Weyl-quantized operator (53) and the succeeding terms are the quantum corrections which are
already incorporated in the exact closed-form solution.

In the case where Vy = k = [ = 1, both operators behave similarly because their time kernel factors
align for small parameter values. This implies that the quantum corrections T, are negligible. In this
way, even though the Weyl-quantized operator does not precisely satisfy the time-energy canonical
commutation relation, it still serves as an approximate solution of the said conjugacy relation. Hence,
it exhibits similar dynamics with that of the conjugacy-preserving TOA operator. However, when
Vo =5,k = 5,1 = 3, the quantum corrections become significant so that the Weyl-quantized operator
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alone is no longer a sufficient approximation for the supraquantized one. In the third case where
Vo = 5,k = 1,1 = 10, we see that the representative dynamics of the Weyl-quantized operator is
completely different with that of the supraquantized operator and far from the ideal dynamics. This
can be explained in two ways. First, the quantum corrections already dominate and dictate the general
behavior of the conjugacy-preserving operator, so that without them, no arrival property is observed.
Another possible explanation is that the numerical algorithm used is no longer suitable for the Weyl-
quantized TOA operator so that the corresponding dynamics already diverge. Whatever the case may
be, both scenarios indicate that the supraquantized TOA operator comes closest to the ideal unitary
arrival property among arrival time observables within our numerical algorithm.

These findings shed light on a crucial aspect of the quantum corrections T,, not discussed in
Ref. [38]. The noisy feature seen in the dynamics of the Weyl-quantized operator result from the
absence of the quantum corrections. That is, the Tn operators ensures smooth nodal and non-nodal
characteristics of arrival time operators. Put simply, they eliminate the noise that shows up in the
behavior of the Weyl-quantized operator. Consequently, the supraquantized operator predicts with
greater certainty the arrival and non-arrival of the particle at the arrival point.

Our result is also significant because it helps us understand the role of the time-energy canonical
commutation relation in the observed dynamics of time operators. The conjugacy relation with the
system Hamiltonian ensures that the TOA operator evolves in step with parametric time, leading to
precise and localized arrival of eigenfunctions at the designated arrival point at the corresponding
eigenvalue time. Conversely, non-conjugacy with the Hamiltonian can lead to two scenarios. Firstly, a
non-conjugacy-preserving TOA operator which is also a sufficient approximation to the supraquantized
operator, still possess the unitary arrival properties but lack the sharpness and precision of the latter
operator. Secondly, a non-conjugacy-preserving TOA operator, which is also a poor approximation to
the supraquantized operator, results in the eigenfunction’s arrival not coinciding with its eigenvalue.
The latter scenario has also been observed by two of us in Ref. [8] where nonunitary collapse occurs
for deformed-quantized operators constructed by multiplying some deformation factor to the Weyl-
quantized operator.

Now, in all examples examined, both the supraquantized and Weyl-quantized operators demon-
strate the unitary arrival property. However, this property is more consistently observed, within
numerical accuracy, with respect to the nodal and non-nodal eigenfunctions of the supraquantized
TOA operator for varying values of [, Vj and k, whether small or large. Therefore, we conclude that
the supraquantized (conjugacy-preserving) TOA operator exhibits more desirable dynamics compared
to the Weyl-quantized (non-conjugacy preserving) TOA operator. This also implies that the time-
energy canonical commutation relation plays a crucial role in shaping the dynamics of time operators.
Consequently, the quantum corrections appearing in the expanded iterative solution of the TKE are
necessary to achieve sharper arrivals at the designated arrival point. The same results have been ob-
served for a sinusoidal potential defined by V(¢q) = Vj sin(kq). Hence, our third and final objective is
fulfilled.

5 Conclusions

In this paper, we addressed the problem of constructing TOA operators canonically conjugate to the
system Hamiltonian with separable potentials without relying on canonical quantization methods. Our
construction entails finding an exact-closed form solution to a second-order partial differential equation,
called the time kernel equation. This equation arises directly from the conjugacy requirement between
our TOA operator and system Hamiltonian.

Our exact solution enabled us to explore the properties of the conjugacy-preserving TOA opera-
tor. Specifically, we have shown that the constructed operator satisfies essential properties of a TOA
observable, such as hermiticity, time-reversal symmetry, and correspondence between classical and
quantum observables. We have also demonstrated it is a physically meaningful TOA observable by
showing that its eigenfunctions exhibit the desired unitary arrival property at the arrival point equal
to its respective eigenvalue.

Furthermore, we compared the dynamics of the conjugacy-preserving (supraquantized) TOA and
non-conjugacy-preserving (Weyl-quantized) operators with regards to the behavior of their nodal and
non-nodal eigenfunctions. Nodal eigenfunctions correspond to particle appearance at the arrival point
without detection, whereas non-nodal eigenfunctions represent particle appearance with detection.
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Figure 3: The time evolution of the nodal eigenfunctions of the (a)-(b) supraquantized and (c)—(d)
Weyl-quantized TOA operator for the cosine potential with parameters V = 5,k = 5, confining length
I = 3 and eigenvalue 7 = 0.1. The supraquantized TOA operator exhibits the most ideal unitary
dynamics.
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Figure 4: The time evolution of the non-nodal eigenfunctions of the (a)—(b) supraquantized and (c)—(d)
Weyl-quantized TOA operator for the cosine potential with parameters V) = 5,k = 5, confining length
Il = 3 and eigenvalue 7 = 0.1. The supraquantized TOA operator exhibits the most ideal unitary
dynamics.

16



3
position

probability density

o N & 0 ®

o

0 5 0 tme o 0.05 04 0.15 02
position time
(a) Side view: Supraquantized (b) Top view: Supraquantized

nodal eigenfunction nodal eigenfunction
10

probability density
S 9o o
> o » -
position

o
o

52

0 5 0 O time 0 0.05 0.1 0.15 0.2
position time

(c) Side view: Weyl-quantized (d) Top view: Weyl-quantized
nodal eigenfunction nodal eigenfunction

Figure 5: The time evolution of the nodal eigenfunctions of the (a)—(b) supraquantized and (c)—(d)
Weyl-quantized TOA operator for the cosine potential with parameters Vy = 5,k = 1, confining length
I = 10 and eigenvalue 7 = 0.1. The supraquantized TOA operator exhibits the most ideal unitary
dynamics.

We have showed that the supraquantized operator consistently demonstrates more ideal nodal and
non-nodal eigenfunctions within numerical accuracy. On the other hand, we demonstrated specific
cases where the unitary dynamics of the Weyl-quantized operator lack the sharpness and precision
exhibited by the supraquantized operator. We can then confirm, once and for all, that the canonical
commutation relation between time and energy influences the unitary dynamics of TOA operators.
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Appendix

A.1 Satisfying the time kernel equation

As one final check, we now prove that Eq. (29) indeed satisfies the TKE. Taking the partial derivative
of Ts(u,v) with respect to v gives

H) _ oy () /0 S P

+G(v) (2’22)2/0 dv' G(v) /u du’F(u’)uZ,F(u,u')oFl (;2; (2%) é(v,v’)ﬁ‘(u,u')).
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Figure 6: The time evolution of the non-nodal eigenfunctions of the (a)—(b) supraquantized and (c)—(d)
Weyl-quantized TOA operator for the cosine potential with parameters V) = 5,k = 1, confining length
! = 10 and eigenvalue 7 = 0.1. The supraquantized TOA operator exhibits the most ideal unitary
dynamics.

The above result is derived using the well-known Leibniz integral rule. Likewise, taking the partial
derivative with respect to u of the above equation leads to
!

BQTS(U,U) u K B2 ! / / “ / nu
P25 — P G() Y (o) + F) G0) () /0 dv G(v)/o ol Py
o H N A N ’ Lé(vvvl)ﬁ’(%u') o H N A N~ ’

o (12 (573 ) Gov) Flu)) + oz — o By (131 (5 ) Glose!) Flug))
(55)
The factor in square brackets can be simplified using the well-known recurrence identity involving
consecutive hypergeometric functions,

X

z
oF1 (b 2) = oF1 (;b—i—l;z)—l—moFl (Gb+2;2). (56)
Equation (55) further simplifies to
0?Ts(u,v) ]
— a5 =FWGO) (573
Ou dv <2h ) (57)

X {Z + (%) /OU dv' G(v") /O" du'F(u')uZIOFl (; 1; (%) é(v,v')ﬁ'(u,u’))] :

Using our separability condition, V ((u + v) /2) =V ((u — v) /2) = F(u) G(v) and noting that the factor
in square brackets is exactly equal to the kernel factor Ts(u, v) (29), we arrive at the partial differential

equation
*Ts(u,v)  p u+v u—v
S = (V) v (7)) e @

which is exactly the TKE in its orginal form. This finally proves our exact-closed form solution of the
TKE.
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A.2 CPTOA operator under parity transformation

In Ref. [8], we have demonstrated that the quantized TOA operators possess eigenfunctions that
have definite parities. Specifically, the eigenfunctions of an operator T have definite parities if they
themselves are also eigenfunctions of the parity operator I1, whose action is defined by IT U(q) = P(—q).
This happens when the operators T and II commute. For a time operator of the form (T¢)(q) =
7, dd (q|T|q") ¢(¢'), the desired equality TTI = IIT is guaranteed if the time kernel (¢|T|q’) satisfies

the invariance under parity transformation in both of its arguments, that is, (q|T|q’> = <—q|T\ - q).
Let us also check if the same property extends to the CPTOA operator.
In the original (¢, ¢’) coordinates, the kernel of the supraquantized TOA operator is

q+q o /q—q/ ) /q+q' ) ll u 4o - o —
) + 57,2 dv | du 1 V > Vv 5
L L q—q' ” q+q . u! B u' — "
x oF} (’1’(252)/7/ dv /u du" |V (= V(= .

Taking the transformation (¢,q') = (—¢,—¢’) and performing the following change of variables:
(v = =), (v = =), (v = —v"), and (u” — —u"), we arrive at the following transformed kernel

q+q / a—q q+q o u 4+ i
e dv/ a v () v (-
. (P = ” atd ” _ul/“‘UN _ _uH—UN
X0F1 (,1,(2h2) /v/ dv /u/ du 14 ) 14 9 .
(60)

Clearly, the desired invariance <q|TS\q’ ) = (—q\Ts| — ¢') is preserved when the potential is even,
V(q) = V(—q). Therefore, the supraquantized TOA operator possesses odd and even eigenfunctions
for an even interaction potential.

For non-even potentials, the kernel is no longer invariant under parity transformation so that the
CPTOA operator no longer commutes with the parity operator. Nevertheless, notice that the right-
hand side of Eq. (60) can also be interpreted as the time kernel factor of the supraquantized TOA
operator for a given interaction potential IIV(¢) = V(—q). Following Ref. [8], we can define the
specific conjugacy-preserving TOA operators TjE where the positive sign corresponds to the potential
V = V(q) while the negative sign is for V' = V(—¢q). It can be shown that the eigenfunctions of the two
operators are related to each other. Let us define 7 and ¢*(q) be the eigenvalue and eigenfunction,
respectively, of the operator T 4. From the eigenvalue equation, Tg ©T(q) = T¢T(q), one finds the
relations

(q|Tslq’) = %Sgn(q —q)

(59)

- 1
(—q|Ts|—q') = Esgn(q -q)

i ( / dg' (g TE] - ¢) T+ ( / d' (alT5 1) o™ (¢). (61)

The equality suggests that the eigenfunction ¢~ (¢) = It (q) is an eigenfunction of the operator Tg
with the same eigenvalue 7. The converse is also true. Defining ¢~ (g) to be an eigenfunction of Tg
with the eigenvalue 7, then ¢ (q) = I~ (q) is an eigenfunction of T for a given 7.
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