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ABSTRACT

Cross-modality images that integrate visible-infrared spectra cues
can provide richer complementary information for object detec-
tion. Despite this, existing visible-infrared object detection methods
severely degrade in severe weather conditions. This failure stems
from the pronounced sensitivity of visible images to environmental
perturbations, such as rain, haze, and snow, which frequently cause
false negatives and false positives in detection. To address this issue,
we introduce a novel and challenging task, termed visible-infrared
object detection under adverse weather conditions. To foster this
task, we have constructed a new Severe Weather Visible-Infrared
Dataset (SWVID) with diverse severe weather scenes. Furthermore,
we introduce the Cross-modality Fusion Mamba with Weather-
removal (CFMW) to augment detection accuracy in adverse weather
conditions. Thanks to the proposed Weather Removal Diffusion
Model (WRDM) and Cross-modality Fusion Mamba (CFM) modules,
CFMW is able to mine more essential information of pedestrian
features in cross-modality fusion, thus could transfer to other rarer
scenarios with high efficiency and has adequate availability on those
platforms with low computing power. To the best of our knowledge,
this is the first study that targeted improvement and integrated
both Diffusion and Mamba modules in cross-modality object detec-
tion, successfully expanding the practical application of this type
of model with its higher accuracy and more advanced architecture.
Extensive experiments on both well-recognized and self-created
datasets conclusively demonstrate that our CFMW achieves state-
of-the-art detection performance, surpassing existing benchmarks.
The dataset and source code will be made publicly available at
https://github.com/lhy-zjut/CEMW.
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1 INTRODUCTION

In an open and dynamic environment, object detection faces chal-
lenging weather conditions such as rain, haze, and snow. The rapid
advancement of deep-learning-based object detection methods has
significantly improved the ability to identify and classify objects.
Benefiting from the advanced feature extraction and fusion strate-
gies, cross-modality object detection methods have achieved high
accuracy, e.g., CFT [34], GAFF [56], and CFR_3 [54]. However, as
shown in Fig. 1, the performance of these methods is often chal-
lenged by adverse weather conditions, which can severely impact
the visibility and quality of visual data. Although the infrared image
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Figure 1: The proposed method can achieve high-precision
cross-modality object detection under adverse weather condi-
tions. The top two examples are results from CFT [34], while
the bottom two examples are results from CFMW (ours).

could provide complementary cues to some extent, it cannot re-
pair the appearance distortion or information loss of visual images.
Thus, traditional cross-modality object detection methods still face
severe performance degradation under adverse weather.

Existing methods cannot be directly applied to adverse weather
conditions, since the color gamut of visible images is weakened
by environmental disturbance and the existing fusion methods are
difficult to fully fuse visible and infrared spectra, nor have they
made sufficient training under corresponding datasets. To make
up the blank in this research area, we construct and release a new
dataset, named Severe Weather Visible-Infrared Dataset (SWVID),
as well as propose a novel framework named Cross-modality Fusion
Mamba with Weather-removal (CFMW).

To facilitate research in this area, we propose a new visible-
infrared dataset, named SWVID, which is designed to encompass
diverse severe weather scenarios by mathematically formalizing
the impact of various weather phenomena on images. Specifically,
SWVID comprises 20, 000 aligned visible-infrared image pairs, span-
ning three weather conditions and two scenes, with each condition
and scene evenly distributed. Motivated by the critical research
gap highlighted in Fig. 1, where current methods falter in adverse
weather, we introduce CFMW for multispectral object detection
under adverse weather conditions. Our CFMW leverages a Weather
Removal Diffusion Model (WRDM) and Cross-modality Fusion
Mamba (CFM) to enhance detection accuracy amid adverse weather
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conditions while minimizing computational burden. Specifically,
WRDM is employed to restore affected visible images before fusion
with infrared counterparts, offering plug-and-play compatibility
with image fusion networks. Based on learning reversal to increase
the order of noise and disrupt the process of data samples, the
WRDM model is advantageous to minimize the impact of adverse
weather conditions. Additionally, CFM can be integrated into the
feature extraction backbone, effectively integrating global contex-
tual information from diverse modalities. Recent research shows
that Mamba [10] achieves higher inference speed and overall met-
rics than the equivalent-scale transformer. To our knowledge, this
study represents the first endeavor to employ Diffusion models and
Mamba for multispectral object detection.

Extensive experiments on both well-established and self-created
datasets demonstrate that our CFMW method achieves superior
detection performance compared to existing benchmarks. Specifi-
cally, we achieved about 17% performance improvement compared
with the current state-of-the-art image restoration methods. The
proposed method achieves about 8% accuracy improvement while
saving 51.2% GPU memory compared with CFT [34], a state-of-the-
art cross-modality object detection method.

At a glance, we summarize the main contributions as follows:

e We introduce a novel task focusing on visible-infrared object
detection under adverse weather conditions and develop
a new dataset called the Severe Weather Visible-Infrared
Dataset (SWVID), which simulates real-world conditions.
SWVID comprises 60, 000 paired visible-infrared images and
labels, encompassing weather conditions such as rain, haze,
and snow;

o We propose a novel approach, Cross-modality Fusion Mamba
with Weather-removal (CFMW) for multispectral object de-
tection under adverse weather conditions;

e We introduce a novel Weather Removal Diffusion Model
(WRDM) and Cross-modality Fusion Mamba (CFM) modules
to tackle image de-weathering and visible-infrared object
detection tasks simultaneously;

e Extensive experiments demonstrate that this integration
achieves the best task migration capacity, resulting in state-
of-the-art performance for both tasks.

2 RELATED WORK

In this section, we briefly review previous related works about cross-
modality object detection, state space model, and multi-weather
image restoration.

Cross-modality Object Detection The existing cross-modality
object detection methods can be divided into two categories: feature
level and pixel level fusion, distinguished through feature fusion
methods and timing. Recently, dual stream object detection models
based on convolutional neural networks have made great progress
in improving recognition performance [4, 34, 37, 54, 55], while pixel
level fusion methods have also achieved good performance [5, 44,
59]. Other works employing methods such as GAN to effective
integration also have achieved good results [51, 58, 59]. Those
works can be integrated into downstream tasks such as object
detection. Traditional convolutional neural networks have limited
receptive fields that the information is only integrated into a local

area when using the convolution operator, where the self-attention
operator of the transformer can learn long-range dependencies [43].
Thus, a transformer-based method, named Cross-Modality Fusion
Transformer (CFT) [34], was presented and achieved state-of-the-
art detection performance. Differing from these works, we first
introduce Mamba into cross-modality object detection to learn
long-range dependencies with gating mechanisms, achieving high
accuracy and low computation overhead simultaneously.

State Space Model The concept of the State Space Model was
initially introduced in the S4 model [11], presenting a distinctive
architecture capable of effectively modeling global information,
compared with traditional convolutional neural networks and trans-
formers. Based on S4, the S5 model [38] reduces complexity to a
linear level, with H3 [31] introducing it into language model tasks.
Mamba [10] introduced an input-activate mechanism to enhance
the State Space model, achieving higher inference speed and overall
metrics compared with equivalent-scale transformers. With the in-
troduction of Vision Mamba [61] and Vmamba [30], the application
of the State Space Model has been extended into visual tasks. Cur-
rently, existing research does not consider effectively generalizing
the State Space Model to cross-modality object detection.

Multi-Weather Image Restoration Recently, some attempts
have been made to unity multiple recovery tasks in a single deep
learning framework, including generating modeling solutions to re-
cover superimposed noise types [9], recovering superimposed noise
or weather damage with unknown test time, or especially unfavor-
able multi-weather image fading [3, 22, 42]. All in One [23] unified
a weather restoration method with a multi-encoder and decoder
architecture. It is worth noting that diffusion-based conditional
generative models have shown state-of-the-art performance in var-
ious tasks such as class-conditional data synthesis with classifier
guidance [7], image super-resolution [14], image deblurring [48].
Denosing diffusion restoration models (DDRM) [21] were proposed
for general linear inverse image restoration problems, exploiting
pro-trained denoising diffusion models for unsupervised posterior
sampling. Generally, diffusion models were so far not considered
to be generalized to adverse weather scenes in the cross-modality
image fusion field. Unlike existing works, we expand the multi-
weather restoration to the field of cross-modality fusion.

3 PROPOSED FRAMEWORK
3.1 Overview

As shown in Fig. 2, CFMW comprises two main stages. In the
multi-weather image restoration stage, we aim to achieve image
restoration of three types of adverse weather conditions (rain, snow,
and haze) and implement it using a unified framework with only
one pre-trained weight. In the cross-modality fusion stage, we aim
to integrate unique features of different modalities. Inspired by
CFT [34], to show the effectiveness of our proposed CFM fusion
model, we extend the framework of YOLOV5 to enable multispectral
object detection. We present our carefully designed loss functions
and training procedure for WRDM and CFM in the last subsection.

3.2 Weather Removal Diffusion Model (WRDM)

Denoising diffusion models [13, 39] are a class of generative models,
that learn a Markov chain that gradually transforms a Gaussian
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Figure 2: Framework of Cross-Modality Fusion Mamba backbone. It has three parts: a Weather Removal Diffusion Model
(WRDM), a two-stream feature extraction network (our baseline), and three Cross-Modality Fusion Mamba (CFM) modules. (P
represents element-wise add, (X) represents element-wise multiply, and C1 is short of 1-dimension convolutions.

noise distribution into the data distribution trained by the models.
The original denoising diffusion probabilistic models (DDPMs)[13]
diffusion process (data to noise) and generative process (noise to
data) are based on a Markov chain process, resulting in a large
number of steps and huge time consumption. Thus, denoising dif-
fusion implicit models (DDIMs) [40] were presented to accelerate
sampling, providing a more efficient class of iterative implicit prob-
abilistic models. DDIMs define the generative process via a class
of non-Markovian diffusion processes that lead to the same train-
ing objective as DDPMs but can produce deterministic generative
processes, thus speeding up sample generation. In DDIMs, implicit
sampling refers to the generation of samples from the latent space
of the model in a deterministic manner. Implicit sampling using a
noise estimator network can be performed by:

X[—l = th—l : (Xt AL _g . eg(Xt’ t)) (1)
t

+V1—ai—q - GQ(X[, t).

where X; and X;_; represent the data Xy ~ q(Xo)) in different
t
diffusion time steps, ay = 1 — f;, &; = [] ai, and €g(Xy, t) can be

i=1

optimized as: Ex, s, & ~ N (0, I), [|le; —eg(VarXo+V1 — azer, t]|?].

Conditional diffusion models have shown state-of-the-art image-
conditional data synthesis and editing capabilities [6, 7]. The core
idea is to learn a conditional reverse process without changing the
diffusion process. Our proposed WRDM is a conditional diffusion
model, adding reference images (clear images) in the process of
sampling to guide the reconstructed image to be similar to reference
images. As shown in Fig. 3, we introduce a new parameter X, which
represents the weather-degraded observation. A Markov chain is
defined as a diffusion process, and Gaussian noise is gradually
added to simulate the gradual degradation of data samples until

reaching time point T. We ground our model hyper-parameters
via a U-Net architecture based on WideResNet [52]. For the input
images conditional reflection, we connect patch x1 and x, to obtain
the six-dimensional input image channel. Conditioning the reverse
process on X can maintain its compatibility with implicit sampling,
so we could expand Eq. (1) as:

Xer = Va0 %ea(xt’x’ %) @)
t

+V1 —ai—1 - 69(Xt,)?, t)

The sampling process starts from X7 ~ N(0, I), following a deter-
ministic reverse path towards X, with fidelity. See more derivation
details in the supplementary material.

Our proposed WRDM is a patch-based conditional diffusion
model, guiding the reverse sampling process toward smoothness
across neighboring patches. During training, we randomly sam-
ple the pxp patch location for P; within the compute of image
dimensions. Under any given time step T, we reverse-sample the
average estimated noise of each pixel in the overlapping patch area
according to Fig. 3, which effectively controls the reverse sampling
process to ensure that all adjacent patches have higher fidelity.

Furthermore, WRDM can be regarded as a plug-in, embedded
into other works such as visible-infrared image fusion to remove
the influence of multi-weather conditions, which is demonstrated
experimentally in Fig. 5.

3.3 Cross-modality Fusion Mamba (CFM)

The goal of Cross-modality Fusion Mamba (CFM) is to introduce
the advanced state space model (SSM), or Mamba [10], to cross-
modality object detection. Structured state space sequence models
(S4) and Mamba are inspired by the continuous system, mapping
a 1-D function or sequence x(t) € R — y(t) through a hidden
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Figure 3: Schematic diagram of WRDM training and reasoning process. The left side is the framework of WRDM. We use a

paired data distribution X, X1), splitting into X, Xt(d)) for model-training. The right side is the illustration of the patch-based
diffusive image restoration pipeline (4 patches for example here).

state h(t) € RN. This system uses A € RV*N a5 the evolution
parameter and B € RNX1, C € R™*N a5 the projection parameters,
so that y(t) could evolve as follows:
K (t) = Ah(t) + Bx(t),
y(t) = CH (1),
Notice that S4 and Mamba are the discrete versions of the contin-

uous system, including a timescale parameter A to transform the
continuous parameters A, B to discrete parameters A, B as follows:

®)

A =exp(AA),
B = (AA) Y (exp(AA) - I) - AB. @
After that, Eq. (3) could be rewritten as:
h; = Ah;_1 + Bx;,
Q)

yr = Chy.

Finally, the models compute output through a global convolution
as follows:
K = CB,CAB,...CAM~1B,
_ (6)
y=xx*K.
where M is the length of the input sequence x, and K € RM is a
structured convolution kernel.

Standard Mamba is designed for the 1-D sequence. As shown
in Vision Mamba (Vim), 2-D multispectral images t € REXWXC
could be transformed into the flattened 2-D patches Xp € RIX(P “0) s
where (H, W) represents the size of input images, C is the channels,
and P is the size of image patches. Similarly, we linearly project
the x, to the vector with size D and add position embeddings

Epos € RUHDXD a5 follows:
Ty = [tcls;t;W; tjz,W; ,t‘[{W] + Epos. 7)

where tlj; is the j — th path of t, W € R(P“C)IXD s the learnable
projection matrix.

Here are more details of the proposed CFM. As mentioned in the
introduction section, the RGB modality and the Thermal modal-
ity show different features under different lighting and weather
conditions, which are complementary and redundant. Therefore,
we aim to design a block to suppress redundant features and fuse
complementary to efficiently harvest essential cross-modal cues
for object detection against adverse weather conditions. Motivated
by the concept of Cross-Attention [1], we introduce a new cross-
modality Mamba block to fuse features from different modalities.
As shown in Fig. 2, to encourage feature interaction between RGB
and Thermal modalities, we use a Channel Swapping Mamba block
(CS) [12], which incorporates information from different channels
and enhances cross-modality correlations. Given RGB features Fp,
and Thermal features Fr,, the first half of channels from Fg, will
be concatenated with the latter half of F7, and processed through
the Mamba block for feature extraction. The obtained features are
added to Fg,, creating a new feature FRi’. Meanwhile, the first half
of Fr, is concatenated with the latter half of Fg,, then passes through
the Mamba block. The obtained features are added to Fr;, creating
a new feature Fr,”.

Subsequently, we project the features: Fg,” and Fr,” into the
shared space during the feature fusion process, using the gating
mechanism to encourage complementary feature learning while
restraining redundant features. As shown in Fig. 2, we first nor-
malize every token sequence in Fgr,” and Fr,” with Norm block,
which helps to improve the convergence speed and performance of
the model. Then project the input sequence through linear layers
and apply SiLu as the activation function. A,, B,, and C, can be
generated by the Parameters Function:

Ao, By, Co = ParametersFunction(x,’), (8)

where x), = Linear(x} N orm(FlfJ’)). After that, we apply State
Space Model (SSM):

Yo = SSM(A_Os Bo,Co)(x0"), ©)]
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Figure 4: Overview of the established SWVID benchmarks.
The dataset includes three weather conditions (i.e., Rain,
Foggy, and Snow), and two scenarios (i.e, Daylight and Night),
providing 60,000 images in total.

Then we apply the gating operation, followed by residual connec-
tion:

z = Linear® (Fr,"), (10)
yr' = yr © SiLU(2), (11)
yr’ = yr © SiLU(2), (12)
F; = Reshape(Linear” (yg’ +y7’) + F;'). (13)

Finally, we get the fused 2-D feature F; successfully.

Different from CFT [34], our fusion block improves computa-
tional efficiency while inheriting the components of global receptive
field and dynamic weight. Comparing the state space model (SSM)
in our CFM block with the self-attention mechanism of transformers
in CFT [34], both of them play an important role in providing global
context adaptively, but self-attention is quadratic to sequence length
while SSM is linear to sequence length [61]. To achieve lower mem-
ory usage when dealing with long-sequence works, CFM chooses
the recomputation method as the same as Mamba. Experiment on
the SWVID and LLVIP dataset, whose resolution is 1080 X 720,
shows that CFT requires 21.88GB GPU memory while CFM only
requires 10.72GB, saving 11.16GB in the same configuration.

3.4 Loss Functions

As a two-stage pre-training model, we carefully design the training
loss functions to produce enhanced results with minimum blurri-
ness and the closest details to ground-truth images and to extract
the differences between RGB and thermal modalities.

For training WRDM, the goal of the loss function in this stage
is to maximize the data log-likelihood log,, (x,). Since maximizing
this target directly is very challenging, we use variational inference
to approximate this target. Variational inference approximates the
true posterior distribution pg(xo : T) by introducing a variational

Table 1: Comparisons of SWVID benchmark with existing
visible-infrared datasets. v’ means available while X denotes
the opposite.

Dataset Year Resolution  Publication Daylight i;}:;i Weather
KAIST [16] 2015 640 x 512 CVPR 4 %4 X
FLIR [8) 2018 640 X 512 - v v X
RoadScene [50] 2020 640 x 512 AAAI 4 v X
LLVIP [18] 2021 1080 X 720 Iccv 4 v X
MSRS [41] 2022 640X 480 Info. Fusion v v X
M3FD [27] 2022 640 X 512 CVPR v v X
VTUAV [32] 2022 1920 X 1080 CVPR 4 v X
SWVID 2024 1080 X720  Proposed 4 4 %4

distribution g(x1 : T|x) and then minimizes the difference between
these two distributions. Here we define Ly = ~logp, (xo), we have:

T T-1
_50 = ZEq[logpg (XO|XT)] - Z Eq(xt—llxt)
t=1

t=1
[Drr (q(xr—1lxr, x0))1po (xe—11xe) ]

(14)

where the second term is the expected value of the Kullback-Leibler
divergence between q(x;—1|x;) and pg(xr—1|xs).

In alignment with the prevalent practices in this field, the overall
loss function (L;0447) is @ sum of the bounding-box regression
loss (Lpoy ), the classification loss (£.s), and the confidence loss

(Lconf = Lnoobj + -Eobj)-
Ltotal = -Lbox + Lcls + Lnoobj + Lobj) (15)

Details of the loss function for CFMW are elucidated in the supple-
mentary material.

4 EXPERIMENTS
4.1 Established SWVID benchmark

Dataset. The color gamut of visible images is weakened by envi-
ronmental disturbance in dynamic environments, and the existing
fusion methods make it difficult to fully fuse visible and infrared
spectra because of a deficiency of sufficient training under corre-
sponding datasets. As shown in Fig. 4, we established the bench-
mark, SWVID, which is constructed from the public datasets (i.e.
LLVIP [18], M3FD [27], MSRS [41]) collected in the real scene. It
contains a variety of uniformly distributed scenes (daylight, night,
rain, foggy, and snow), simulating real environments through the
combination of different scenes. Furthermore, we provide the cor-
responding ground-truth images for each visible image affected by
adverse weather conditions for image fusion and image restoration
network training. As shown in Table 1, compared with previous
visible-infrared datasets, SWVID is the first one that considers
weather conditions. Specifically, we have constructed the dataset
from public visible-infrared datasets as follows:

Drain(J(x)) = J(x)(1 = M (x)) + R(x) My (x), (16)
Dsnow(J (x)) = J(x)(1 = Ms(x)) + S(x)Ms (x), (17)

x d(x)
Doggy U () = J)e k' Pl / LopePlal.  (15)
0
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Figure 5: Examples of daylight and night scenes for multimodal fusion and object detection visualization, including three
kinds of adverse weather conditions (rain, haze, and snow). We embed WRDM into two state-of-the-art visible-infrared fusion
methods (i.e., CDDFuse [59] and DeFusion [25]) to mitigate the adverse impact of weather conditions.

where x represents the spatial location in an image, Dygin (J(x)),
Dsnow(J(x)) and Droggy(J (x)) represent a function that maps a
clear image to one with rain, snow, and fog particle effects, J(x)
represents the clear image with no weather effects, M, (x) and
M; (x) represent rain and snow equivalents, R(x) represents a map
of the rain masks, S(x) represents a chromatic aberration map of the
snow particles. Considering scattering effects, d(x) represents the
distance from the observer at a pixel location x, f is an atmospheric
attenuation coefficient, and L, is the radiance of light.

We divide SWVID into the training set (34, 280 images), valida-
tion set (17, 140 images), and test set (8, 570 images), each folder con-
tains three parts: pairs of visible-infrared images and corresponding
weather-influenced visible images. Notice that weather-influenced
visible images contain three kinds of weather conditions, classi-
fied as SWVID-snow, SWVID-rain, and SWVID-foggy. During the

training period, we use the pairs of images (weather-influenced
and ground-truth) to train WRDM in the first stage, then use the
pairs of images (ground-truth and infrared) with corresponding
labels to train CFM in the second stage. During the validating and
testing period, we use the pairs of images (weather-influenced and
infrared) directly, verifying and testing the performance of CFMW
under real conditions. Also, we use the same way when evaluating
other networks in comparative experiments.

Evaluation metrics. We adopt the conventional peak signal-
to-noise ratio (PSNR) [15] and structural similarity (SSIM) [47]
for quantitative evaluations between ground truth and restored
images. PSNR is mainly used to evaluate the degree of distortion
after image processing, while SSIM pays more attention to the



Table 2: Quantitative comparisons in terms of PSNR and SSIM (higher is better) with state-of-the-art image deraining, dehazing,
and desnowing methods. For the sake of fairness, we uniformly use the visible light part of the established SWVID dataset as

the evaluation dataset.

Image-Deraining
Task

SWVID-rain (RGB)

Image-Dehazing

Task

SWVID-foggy (RGB)

Image-Desnowi
Task

ng SWVID-snow (RGB)

PSNRT  SSIM] PSNR]  SSIM] PSNR]  SSIM]

pix2pix [17] 19.95  0.7270 pix2pix [17] 25.12 0.8359 SPANet [46] 29.92 0.8260
CycleGAN [60]  17.65  0.6452 DuRN [29] 31.44 0.9256 DDMSNet [57] 34.87 0.9462
PCNet [19] 27.13  0.8546  AttentiveGAN [33]  32.56 0.9331 DesnowNet [2]  32.15 0.9416
MPRNet [53] 29.14  0.9022 IDT [49] 34.14 0.9412 RESCAN [24] 30.57 0.9003
de-rain (ours) 36.78 0.9464 de-haze (ours) 36.53 0.9795 de-snow (ours) 42.23 0.9821
All-in-One [23] 25.13 0.8856 All-in-One [23] 31.24 0.9122 All-in-One [23] 28.12 0.8815
TransWeather [42]  29.77 0.9107 TransWeather [42]  33.85 0.9388 TransWeather [42]  35.15 0.9417
WRDM (ours) 35.02 0.9322 WRDM (ours) 35.88 0.9602 WRDM (ours) 40.98 0.9578

Table 3: Comparison of performances with other networks
on the SWVID-snow dataset.

Table 4: Comparison of performances with other networks
on the LLVIP [18] dataset.

Model Data Backbone mAP50T mAP75T mAPT Model Data Backbone mAP50T mAP75T mAPT
mono-modaltiy networks mono-modaltiy networks
Faster R-CNN [36] RGB ResNet50 823 34.6 30.7 Faster R-CNN [36] RGB ResNet50  91.4 48.0 49.2
Faster R-CNN [36] Thermal ResNet50 90.6 63.7 55.4 Faster R-CNN [36] Thermal ResNet50  96.1 68.5 61.1
SDD [28] RGB VGG16 73.6 37.8 38.6 SDD [28] RGB VGG16 82.6 31.8 39.8
SDD [28] Thermal VGG16 88.6 55.6 50.2 SDD [28] Thermal VGG16 90.2 57.9 53.5
YOLOVS3 [35] RGB Darknet53 78.3 29.4 24.4 YOLOV3 [35] RGB Darknet53 85.9 37.9 43.3
YOLOV3 [35] Thermal Darknet53 84.6 50.7 47.4 YOLOV3 [35] Thermal Darknet53 89.7 53.4 52.8
YOLOVS5 [20] RGB CSPD53 80.7 38.2 30.7 YOLOVS5 [20] RGB CSPD53 90.8 51.9 50.0
YOLOV5 [20] Thermal CSPD53 90.5 65.2 57.6 YOLOV5 [20] Thermal CSPD53 94.6 72.2 61.9
YOLOv7 [45] RGB CSPD53 85.3 41.8 34.9 YOLOv7 [45] RGB CSPD53 91.4 58.4 53.6
YOLOV7 [45] Thermal CSPD53 91.8 67.6 60.4 YOLOv7 [45] Thermal CSPD53 94.6 70.6 62.4
multi-modality networks multi-modality networks
Baseline RGB+T  CSPD53 92.2 68.4 59.3 Baseline RGB+T  CSPD53 95.2 71.4 62.3
CFT [34] RGB+T CFB 92.4 711 58.4 CFT [34] RGB+T CFB 97.5 72.9 63.6
CFMW (ours) RGB+T CFM 97.2 76.9 63.4 CFMW (ours) RGB+T CFM 98.8 77.2 64.8
structural information and visual quality of the images.

(27 - 1)? task-specific parameter tuning or modifications to the network

PSNR =10 x lg(~——), (19) architecture. For better performance, we select the YOLOv5 model’s

MSE public weight initialization (yolov5s.pt), which is pre-trained on

SSIM = [1(x,1)]% - [e(x, )P - [s(x. )], (20) the COCO dataset [26].

As for object detection quantitative experiments, we introduced
three object detection metrics: mean Average Precision (mAP, mAP50,
and mAP75) to evaluate the accuracy of the object detection mod-
els. For more calculation details, please refer to the supplementary
material.

4.2 Implantation Details

As for WRDM, we performed experiments both in specific-weather
conditions and multi-weather conditions image restoration settings.
We denote our specific-weather restoration models as de-rain, de-
snow, and de-foggy to verify the general WRDM model under
specific weather conditions. We trained the 128 X 128 patch size
version of all models. We use NVIDIA RTX 4090 cards to perform
all the experiments. We use Adam as an optimizer while training
all the models we compare. During the training process, we trained
WRDM for 3 x 10° iterations. As for CFM, we did not perform

4.3 Comparative Experiments

In this section, we make comparisons with several state-of-the-
art methods in image deweathering and cross-modality object
detection separately. In Table 2, we perform comparisons with
methods for image desnowing (i.e. SPANet [46], DDMSNet [57],
DesnowNet [2], RESCAN [24]), deraining (i.e. pix2pix [17], Cycle-
GAN [60], PCNet [19], MPRNet [53]), and dehazing (i.e. pix2pix [17],
DuRN [29], Attentive-GAN [33], IDT [49]), as well as two state-of-
the-art multi-weather image restoration methods: All in One [23]
and TransWeather [42]. In Table 3 and Table 4, to prove the con-
sistent improvements of CFMW, we compare with several base
single-modality object detection methods (i.e., Faster R-CNN [36],
SDD [28], YOLOv3 [35], YOLOvS5 [20], YOLOv7 [45]) and several
multi-modality object detection methods (i.e., our baseline, standard
two-stream YOLOV5 object detection network, and CFT [34]).



Table 5: Ablation experiments on SWVID-snow dataset. To
present the general effectiveness of our CFMW, we further
combine the WRDM and CFM module with other classical
detectors (i.e., YOLOv7, YOLOvV5, Faster R-CNN).

Modality Method Detector mAP50T mAP75T mAPT
RGB CSPDarknet53 85.3 41.8 34.9
Thermal  CSPDarknet53 95.8 72.6 60.4
+two stream 95.4 68.1 60.4
RGB.T  TCEM YOLOV7 [45] 95.5 68.6 633
+WRDM 96.5 70.9 63.1
+CFM&WRDM 96.6 75.1 64.1
RGB CSPDarknet53 80.7 38.2 30.7
Thermal CSPDarknet53 90.5 65.2 57.6
+two stream 92.2 68.4 59.3
Repsr CPM YOLOVS [20] 96.5 706 633
+WRDM 96.4 71.2 62.8
+CFM&WRDM 97.2 76.9 63.4
RGB Resnet53 82.3 34.6 30.7
Thermal Resnet53 90.6 63.7 55.4
+two stream 93.7 62.8 554
rGper  CPM Faster RCNN[36] 57 69.5 61.9
+WRDM 96.2 69.4 61.6
+CFM&WRDM 96.2 69.7 62.2

Comparison of image deweathering. As shown in Table 2,
we use the single RGB modality of the SWVID dataset (includ-
ing rain, foggy, and haze weather conditions) as a comparative
dataset to measure the performance of different models under dif-
ferent weather conditions. The top of the table contains results
from specific-weather image restoration, where we show S = 50
sampling time steps. For image-deraining, image-dehazing, and
image-desnowing tasks, the proposed solution consistently achieves
the best results (36.78/0.9464 on SWVID-rain, 36.53/0.9795 on
SWVID-foggy, and 42.23/0.9821 on SWVID-snow). Especially, in
the image de-rain task, the performance improvement is about
24% compared with the current state-of-the-art method (MPR-
Net [53]). For multi-weather image restoration, although the results
are not as good as the specific-weather model due to the complexity
of the task, the proposed method also reaches the best results (
35.02/0.9322 on SWVID-rain, 35.88/0.9602 on SWVID-foggy, and
40.98/0.9578 on SWVID-snow) compared with All in One [23] and
TransWeather [42], with about 17% performance improvement com-
pared against TransWeather [42] and about 25% performance im-
provement compared against All in One [23].

Comparison of cross-modality object detection. As shown
in Table 3 and Table 4, we use LLVIP [18] and SWVID-snow as the
comparative datasets. Compared with SWVID-rain and SWVID-
foggy, the size of pedestrians in these two datasets is more in line
with the general object detection standards. There are more com-
plex cases of pedestrian overlap in these two datasets, which can
better measure the accuracy of the object detection networks. The
top of the table contains results from single-modality networks,
each network uses the RGB modality or the thermal modality for de-
tection. The bottom of the table shows results from multi-modality
networks, including our baseline, CFT [34] and the proposed CFMW.
According to Table 3, it can be observed that with the integration of
WRDM and CFM, CFMW achieves an overwhelming performance
improvement on each metric (mAP50:2.37T, mAP75:4.3T, mAP:3.07)

on SWVID-snow compared with the best existing network on each
metric, which shows that it has preferable adaptability under ad-
verse weather conditions. Also, CFMW can achieve a more accurate
detection (mAP50:98.8, mAP75:77.2, mAP:64.8) with lower compu-
tational consumption, as shown in Table 4, which demonstrates the
commonality of CFWM.

4.4 Ablation Study

In this section, we analyze the effectiveness of CFMW. We first val-
idate the importance of WRDM and CFM modules in performance
improvement in a parametric form through detailed ablation ex-
periments, then visually show the role of WRDM in cross-modality
fusion and object detection tasks to highlight its versatility as a
weather-restoration plug-in.

Ablation experiments To understand the impact of each com-
ponent in our method, we have performed a comprehensive set of
ablation experiments. As shown in Table 5, we further combine the
CFM and WRDM with other classical detectors, i.e. YOLOv7 [45],
YOLOV5 [20] and Faster R-CNN [36] to present the general effective-
ness of our CFMW. The proposed CFMW improves the performance
of cross-modality object detection using either a one-stage or two-
stage detector under complex weather conditions. Specifically, CFM
achieves an 11.3% gain on mAP50, an 81.6% gain on mAP75, and a
78.3% gain on mAP (on YOLOVS5 [20] ). After adding WRDM, we
achieved a 12.1% gain on mAP50, an 88.2% gain on mAP75, and an
80.4% gain on mAP. CFM and WRDM provide non-negligible gains
for all the considered evaluation metrics.

Visual interpretation To verify the applicability of WRDM as
a plug-in intuitively, we visually show the application scenario of
WRDM in the field of visible-infrared image fusion and object de-
tection. As shown in Fig. 5, we perform comparisons with methods
of visible-infrared image fusion methods (i.e. CDDFuse [59], DeFu-
sion [25]). It can be seen from the figure that compared with the
original images, the image fusion effects of the two methods before
and after using WRDM are quite different, more people at the far
end of images could be detected successfully after deweathering.
In cross-modality object detection, rich image details can provide
great assistance for feature extraction and fusion, with direct fu-
sion without removing the weather influence causing the loss and
interference of image details.

5 CONCLUSION

In this work, we introduce a novel approach to visible-infrared ob-
ject detection under severe weather conditions, namely the Severe
Weather Visible-Infrared Dataset (SWVID). We have provided a
valuable resource for training and evaluating models in realistic and
challenging environments. The Cross-modality Fusion Mamba with
Weather-removal (CFMW) model, has proven to be highly effective
in enhancing detection accuracy while managing computational
efficiency. Our extensive experiments have shown that CFMW out-
performs existing benchmarks, achieving state-of-the-art on both
tasks: multi-weather image restoration and cross-modality object
detection. This work opens up new possibilities for cross-modality
object detection in adverse weather.
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A DERIVATION OF DENOISING DIFFUSION
MODELS

The forward process is a fixed Markov Chain that corrupts the data
x0 ~ q(xp) at T time steps, by injecting Gaussian noise according
to a variance schedule f; ~ fr, which could be expressed using
the following formula:

q(xelxr = 1) = N(xps 41 = Brxe — 1, B ), (21)
T

q(xrrlxo) = [ | aCeelxe-n). (22)
t=1

The reverse process defined by the joint distribution pg(x¢.7) is a
Markov Chain with learned Gaussian denoising transitions starting
at a standard normal prior p(x7) = N(xT;O;I), which could be
expressed using the following formula:

T
po(xo: T) = p(xr) [ | poxi-ilxo), (23)
t=1
po(xe-1lxe) = N(xe—1; po (x2, ), Z(Xt, t)). (249
0

The reverse process is parameterized by a neural network that

T
estimates [] and g (x,1).
=1

Denoising diffusion implicit models provide a new method to
accelerate deterministic sampling for pre-trained diffusion models,
which can generate consistent and better-quality image samples.
Following implicit sampling utilizes a generalized non-Markov
forward process formula:

T

qp (x1:71x0) = qp (xr|x0) l_[ qa(xe-11x1, %0), (25)
1=2

g (xrlxo) = N(y1 = Brxo, frI). (26)

fort > 2:

qa(xe-1lx,%0) = N(x¢-1; V1 = Br—1+

[ \/ ﬁtxo 52 (27)
ﬂt l_o't
2

at I).
where o7 is a real number. We can prove by mathematical induction
that for all t:

qa(xrlx0) = N(xr; V1 = frxo, frI). (28)

So we could rewrite the distribution in (24) in terms of a particular
choice of its standard deviation A; as:

Pa(xe—1lxe,x0) = N(x¢-15 fy (x2, %0), A2 1), (29)
ﬁt =Var—1-x0++/1—ar-1 — ).? . €r. (30)

t
where a; = 1 - f;,d; = ﬂ ai,er ~ N(0,I). Each of them has the

i=1
same dimensionality as data xy and latent variable x;.

B MORE DETAILS OF LOSS FUNCTIONS
During training WRDM, specifically, for each time step ¢, we have:

Ly = Eq [109179 (xolxT)] - Eq(x,,l |x7)

[Dx(q(xe—1 2, x0)) g (xe—1 [x0)]. 1)

where the first term is the expected value of logp, (xo|x7) under
the variational distribution g(x7), and the second term is the ex-
pected value of the Kullback-Leibler divergence between q(x;—1|x;)
and pg(x;—1|x¢). The Kullback-Leibler divergence measures the dif-
ference between two probability distributions. Summing up the
variational bounds for all time steps, we obtain the variational
bound for the entire diffusion process:

T
Ly = Byllogp, (xolxr)]

t=1

T-1
- E
; q(xr-1]x:) (32)

[Dr(q(xs—1lxz, x0))||po (xr—1lxz)].

Then we show more calculation details about L0141 Lpoxs Lelss
Lpoobj and Ly ; here:

Liotal = Liox + Leis + -Cnoobj + ‘Eobj’ (33)
Lpox = Z Z 1°99 . [1 - GIoUj), (34)
i=0 j=0
bj R
Leis = Z Z Ly Z pi(c)log(pi(c)), (35)
i=0 j=0 ceclasses
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bj ”
Lnoobj = Z Z IZ;-)O = (ci = Ci)zx (36)

i=0 j=0

S? N
Lopj= ), D iy - (ei = &)’ (57)

i=0 j=0
where Generalized Intersection over Union (GloU) is employed as
the predicted regression loss. $2 and N represent the number of
image grids during prediction and the number of predicted boxes.
p(c) and p(c) represent the probability that the real sample is class ¢
and the probability that the network predicts the sample to be class

c. ll.ojb.j represent whether the jth predicted box of the ith gridis a

positive sample, with l?]a.abj represent whether the j th predicted

box of the i*h grid is a negative sample.

C MORE DETAILS OF METRICS

CALCULATION
PSNR could be calculated as follows:
PSNR=10X lg(w), (38)
MSE
MSE = — i i(x@ )= Y(i )2 (39)
Hxw i=1 j=1 " "/ .

where H and W represent the height and width of the images, n
is the number of bits per pixel (generally taken as 8), X (i, j) and
Y (i, j) respectively represent the pixel values at the corresponding
coordinates.

SSIM could be calculated as follows:

SSIM = [1(x,y)]* - [e(x, )17 - [s(x, )], (40)
2uxpy +C1
l(xy) = 50—, (41)
Hx +py +Cl1
20x0y + C2
c(x,y) = ———, 42
(.9) a§+a§+C2 (42
oxy +C3
= —. 4
s(x.y) oxoy +C3 (43)

where I(x, y) measures brightness, c¢(x, y) measures contrast ratio,
s(x,y) measures structure, y and o represents mean and standard
deviation.

mAP, mAP50 and mAP75 could be calculated as follows:

1 N
mAP = - Z AP;, (44)
=
1
AP; =/Precision d(Recall). (45)
0

mAP50 computes the mean of all the AP values for all categories at
ToU=0.50, and mAP75 computes the mean at IoU=0.75, similarly.
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