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Abstract
Despite their remarkable successes, state-of-the-
art language models face challenges in grasping
certain important semantic details. This paper in-
troduces the VISLA (Variance and Invariance to
Semantic and Lexical Alterations) benchmark, de-
signed to evaluate the semantic and lexical under-
standing of language models. VISLA presents a
3-way semantic (in)equivalence task with a triplet
of sentences associated with an image, to eval-
uate both vision-language models (VLMs) and
unimodal language models (ULMs). An evalu-
ation involving 34 VLMs and 20 ULMs reveals
surprising difficulties in distinguishing between
lexical and semantic variations. Spatial seman-
tics encoded by language models also appear to
be highly sensitive to lexical information. No-
tably, text encoders of VLMs demonstrate greater
sensitivity to semantic and lexical variations than
unimodal text encoders. Our contributions in-
clude the unification of image-to-text and text-
to-text retrieval tasks, an off-the-shelf evaluation
without fine-tuning, and assessing LMs’ seman-
tic (in)variance in the presence of lexical alter-
ations. The results highlight strengths and weak-
nesses across diverse vision and unimodal lan-
guage models, contributing to a deeper under-
standing of their capabilities. Data and code will
be made available at https://github.com/
Sri-Harsha/visla_benchmark/.

1. Introduction
Embeddings derived from state-of-the-art large language
models (LLMs) form the foundation of several downstream
applications, and even achieve human-level performance
for some tasks (Zhou et al., 2023b). Despite such success,
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LLMs are limited in their precise understanding of the se-
mantics of the language. For instance, they exhibit different
behaviors for semantically equivalent sentences composed
with different syntactic/lexical structures (Krishna et al.,
2023; Cao et al., 2021; Zou et al., 2023; Meng et al., 2022).
These challenges persist in vision-language models (VLMs)
such as CLIP (Radford et al., 2021), particularly in the form
of visio-linguistic compositionality – the difficulty in match-
ing images to text describing their composition (Thrush
et al., 2022; Yuksekgonul et al., 2023). Specifically, the im-
age representation from VLMs is found to be more biased
towards matching the word(s) from the text rather than the
semantics derived from their composition.

Despite prior attempts to assess VLMs in visio-linguistic
compositional reasoning, it remains unclear if the infor-
mation gap lies in the image or text encoder. Further, the
ambiguity persists regarding whether the text representa-
tion is enriched with compositional semantic information
and how invariant this representation might be with respect
to the lexical choices used to convey the semantics. For
example, Figure 1 presents an example image with three
captions (P1,P2,N). Let’s consider the first caption (P1)
as our point of comparison. Semantically, P1 and P2 are
equivalent, and, while P1 and the third caption (N) are
semantically opposite, they are syntactically and lexically
similar. Can LLMs resolve these peculiar differences be-
tween lexical similarity and semantic similarity? In other
words, do they understand the semantic relationships be-
tween the three sentences beyond the syntactic form?

In this work, we systematically evaluate language mod-
els’ understanding of semantic and lexical differences
between input text. We develop a benchmark dataset
VISLA, Variance and Invariance to Semantic and Lexical
Alterations, to achieve this1. The intuition of VISLA is
to disentangle the semantic and lexical similarities when
interpreting the representational capabilities of a language
model. VISLA achieves this by defining a set of three re-
lated captions for an image: P1, a caption of the image;
P2, another caption, which is semantically equivalent to

1We will make this dataset publicly available upon acceptance
of this work.
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VISLA Benchmark

 There is a white horse pulling a trolley behind it.
 The trolley is being pulled by a white horse in front of it.

  There is a white horse pulling a trolley in front of it.

Figure 1. Figure shows an example from our VISLA benchmark.
P1 and P2 are semantically equivalent but lexically different while
N is semantically different than both P1 and P2 despite its lexical
similarity with P1. In our evaluations of state-of-the-art language
models (consisting of 34 VLMs and 20 ULMs) on this example,
we (surprisingly) find that none of them are able to successfully
identify the semantically equivalent pair (P1, P2) from the seman-
tically different pairs ((P1, N ), (P2, N )).

P1 but lexically different; and N, an incorrect caption of
the image which is lexically close to P1 but semantically
opposite to both P1 and P2. This is also referred to as
a hard negative caption (Hsieh et al., 2023). This triplet
allows us to evaluate the compositional capability of VLMs
and LLMs, while disentangling semantic and lexical simi-
larities. Unlike the STS benchmark(s) (Cer et al., 2017) that
evaluates the degree of semantic similarity between pairs of
text snippets, VISLA is a 3-way semantic (in)equivalence
task across varying levels of lexical shifts. Specifically, the
two positives and a hard negative eliminate the trivial case
of selecting between a positive and a negative as is usually
done in previous benchmarks(e.g., (Hsieh et al., 2023)).

VISLA offers two benchmarking datasets: (a) generic, and
(b) spatial. The generic dataset evaluates a model’s ability
to understand equivalent semantics with lexical variations,
while the spatial dataset examines the ability of language
models to correctly identify sentences describing similar
spatial arrangements. In the VISLA triplets, semantically
equivalent text pairs are visually represented with an image
(refer to Figure 1). This design allows us to evaluate VLMs
in both multimodal (vision-language) and unimodal (text-
only) settings and compare their performance with LLMs,
which we refer to as Unimodal Language Models (ULMs).

We consider an embedding-based methodology to evaluate
language models using VISLA. The embeddings of a lan-
guage model represent how it encodes semantic and lexical
knowledge. We hypothesize that for an LM to correctly
understand the relation between positive and negative sen-
tences, it must encode the positive sentences closer to each
other than either one to the hard negative sentence. Based
on this, we perform an extensive evaluation of 34 VLMs and

20 ULMs in their ability to understand variance in semantic
and lexical alteration. A few of the notable findings are
summarized below:

• All text encoders—irrespective of their architec-
ture, model size, training data size and optimization
objective—struggle to separate out lexical and seman-
tic variations.

• Spatial understanding in language models is highly
sensitive to lexical information, and lexical overlap can
divert models from capturing spatial semantics.

• Text encoders of vision LMs are more sensitive to
semantic and lexical variations than unimodal text en-
coders.

• The pretraining of vision LMs that aligns text with
semantic concepts of images showed better semantic
understanding compared to CLIP.

Our contributions are as follows:

1. The VISLA task unifies image-to-text retrieval (VLMs)
and text-to-text retrieval (VLMs, ULMs), enabling the
evaluation and comparison of both VLMs and ULMs
within a single benchmark.

2. The VISLA benchmark entails a 3-way semantic
(in)equivalence task with varying lexical shifts, offer-
ing a more rigorous evaluation compared to bench-
marks featuring only semantically distant text pairs.
The hard negative caption (N) enables the assessment
of semantic (in)variance of representation in the pres-
ence of lexical variance.

3. We perform a thorough evaluation of a large set of
vision and unimodal language models, highlighting
their strengths and weaknesses.

2. Related Work
VLMs and ULMs have achieved impressive results on a
range of vision and language downstream tasks. These state-
of-the-art VLMs and ULMs serve as foundation models
for both multimodal applications, like image captioning (Li
et al., 2023a), semantic segmentation of images (Ding et al.,
2022; Liang et al., 2023), text-to-image generation (Ramesh
et al., 2021; 2022; Saharia et al., 2022), and unimodal appli-
cations, like clustering (Wang et al., 2023b; 2022), reranking
(Xiao et al., 2023), and retrieval (Li and Li, 2023). Their
emergence as foundation models has motivated recent re-
search to evaluate the strengths and weaknesses of these
models. We summarize the findings from common bench-
marks of VLMs and ULMs below.
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VISLA Benchmark

Findings from the Existing Benchmark for VLMs:
Thrush et al. (2022) evaluate VLMs through an image-text
retrieval task and find that SOTA VLMs struggle to distin-
guish between texts containing the same words but ordered
differently. Similarly, Yuksekgonul et al. (2023) evaluate
VLMs in terms of their abilities to form object-attribute
associations and highlight shortcomings of VLMs. Other
studies with similar conclusions include (Zhao et al., 2022),
(Ray et al., 2023) and (Wang et al., 2023a). Recent works
have introduced benchmarks to evaluate different abilities
of VLMs such as counter-intuitive reasoning (Zhou et al.,
2023a), visual question answering (Xu et al., 2023), concep-
tual understanding (Schiappa et al., 2023), visio-linguistic
reasoning (Chow et al., 2023), visual-spatial reasoning (Liu
et al., 2023) and compositionality (Thrush et al., 2022).
Kamath et al. (2023) demonstrate challenges in decoding
salient aspects of input text encoded with CLIP and draw
connections to the lack of compositionality in CLIP text em-
beddings. The task of evaluating compositionality in VLMs
is the nearest neighbor to our work. Several datasets have
been introduced to evaluate the compositionality of VLMs
(Liu et al., 2023; Hsieh et al., 2023; Thrush et al., 2022; Zhao
et al., 2022; Yuksekgonul et al., 2023; Ma et al., 2023; Ray
et al., 2023; Wang et al., 2023a; Sahin et al., 2024). Most
of the existing compositionality benchmarks formulate the
evaluation task as image-text retrieval. Winoground (Thrush
et al., 2022) is one of the earliest benchmarks to report
the lack of compositional understanding in VLMs. Latest
benchmarks encompassing different aspects of composition-
ality include VL-CheckList (Zhao et al., 2022), CREPE (Ma
et al., 2023), Cola (Ray et al., 2023), and ARO (Yuksek-
gonul et al., 2023). Some benchmarks like Winoground have
challenges beyond compositionality that include additional
visual and textual reasoning (Diwan et al., 2022).

Findings from the Existing Benchmarks for ULMs: In
the context of ULM text encoders, paraphrasing is the clos-
est to our VISLA task. Paraphrasing is a well-studied prob-
lem in NLP. Several previous studies analyzed the ability of
the language models to recognize paraphrasing in text. The
Microsoft Research Paraphrase Corpus (MRPC) (Dolan and
Brockett, 2005) and Quora Question Pairs (QQP) (Iyer et al.,
2017) are popular paraphrasing datasets (text-only without
images) that are part of the GLUE (General Language Un-
derstanding Evaluation) (Wang et al., 2019) benchmark.
The Semantic Textual Similarity (STS) benchmark (Cer
et al., 2017) build from the STS shared tasks (Agirre et al.,
2012; 2013; 2014; 2015; 2016) have pairs of text snippets
with scores indicating the degree of semantic equivalence
between them.

‘

Shortcoming of existing Benchmarks: Alper et al.
(2023) find that the CLIP text encoder outperforms the

ULMs in tasks that require implicit visual reasoning, while
Chen et al. (2023a) find that ULMs perform better in terms
of general language understanding. The ambiguities in the
findings enforce the requirement of a more stringent bench-
mark with a precise diagnostic ability to discern the weaker
encoder among multimodal encoders. Another research
question of interest is understanding similarities and differ-
ences between ULMs (e.g., BERT (Devlin et al., 2019)) and
VLMs (Alper et al., 2023; Chen et al., 2023a; Kamath et al.,
2023). While the recently proposed ULM benchmark, Mas-
sive Text Embedding Benchmark (MTEB) (Muennighoff
et al., 2023) highlights the lack of generalization of ULMs
on tasks involving text embeddings. They focus solely on
text encoders and report an aggregate of different metrics
across text-only datasets. Most VLM benchmarks are gener-
ated using rule-based algorithms (Ma et al., 2023; Yuksek-
gonul et al., 2023) and consist of only a pair of sentences
(either semantically similar or dissimilar sentences). These
similar pairs might not have strong semantic similarities,
and the dissimilar pairs can have significant lexical differ-
ences, which does not represent a strict setting of evaluation.
Moreover, we must finetune or linearly probe (Liu et al.,
2023) these models to evaluate ULMs or VLMs text en-
coders using these datasets, which can require significant
resources. None of the existing benchmarks systematically
evaluates the resilience of model embeddings in the pres-
ence of lexical distractors (IIMURA, 2018; Taladngoen and
Esteban, 2022), i.e., lexically similar but semantically dif-
ferent negative inputs.

3. VISLA Benchmark
We propose the VISLA benchmark to evaluate VLMs and
ULMs in their ability to understand variance and invariance
to semantic and lexical alterations in text. We leverage
datasets (Hsieh et al., 2023; Liu et al., 2023) derived from
MS-COCO (Lin et al., 2014), a large-scale dataset with
images and their corresponding captions, and introduce two
novel datasets. The process of acquiring the datasets for
VISLA is described in Section 3.2 and Section 3.3. We
further highlight how VISLA overcomes shortcomings of
existing VLM and ULM benchmarks below.

3.1. Overcoming Shortcomings of Existing Benchmarks

Stricter Evaluation Setting: The VISLA benchmark com-
prises triplets of sentences where the first two sentences
are semantically equivalent, while the third sentence is se-
mantically opposite but remains lexically close. This setup
represents a stricter and more challenging evaluation set-
ting than text pairs that are both semantically and lexically
distant.

Direct Comparison of ULMs and VLMs: The semanti-
cally equivalent text pairs in VISLA triplets are associated

3
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with a semantically-consistent image. This allows us to
evaluate VLMs in multimodal and unimodal settings and
compare their performance with unimodal text encoders.

Mitigating Ambiguity: VISLA unifies evaluation of
VLMs and ULMs to resolve ambiguous findings (Alper
et al., 2023; Chen et al., 2023a) from previous benchmarks,
allowing discernment of the weaker encoder among image
and text encoders.

Evaluating Embedding Resilience to Lexical Distractors:
The VISLA task contains hard negatives with high lexical
overlap with positive captions. This allows us to evaluate
the model’s resilience to lexical distraction, i.e., its ability to
recall positive captions in the presence of lexical distractors
present in negative captions.

Off-the-shelf Evaluation: The VISLA triples and eval-
uation setting facilitates an off-of-the-shelf evaluation of
VLMs and ULMs, unlike previous work (Liu et al., 2023),
that may require further fine-tuning.

In addition, we follow guidelines as mentioned in Appendix
A.1, to ensure the applicability of the VISLA task to both
unimodal and VLMs.

3.2. Generic VISLA Benchmark

To create the generic VISLA benchmark, we build upon
SUGARCREPE benchmark (Hsieh et al., 2023). SUGAR-
CREPE leverages the recent advancements in conditional
text generation using LLMs to generate hard negative cap-
tions, thereby overcoming the issues with procedurally gen-
erated captions. SUGARCREPE consists of (only) one
positive and one hard negative caption for each image. The
negative captions can range from contradictions in spatial
arrangement to contradictions in actions or objects in the im-
age. We expand on their methodology to further introduce
an additional positive caption. The process of generating
the additional positive caption consisted of two parts: 1)
prompting. 2) automated and human validation.

Prompting: We followed an iterative prompting methodol-
ogy to refine a final prompt that generates optimal second
positive captions (P2). Initially, we primed the generative
model with a “role-play” prompt, utilizing the LLama 7b
model (Touvron et al., 2023) for our generation process.
Prior work, such as (Kong et al., 2023), demonstrated that
“role-play” priming can enhance the reasoning abilities of
LLMs. We primed the LLM to simulate the role of a “Data
Generating AI”, as described in Figure 2. The accuracy of
LLMs in instruction following can be enhanced by employ-
ing explicit and itemized rules, a technique known as “Rules
Prompting” (Zeng et al., 2023). Following the same strat-

Role-playing Prompt: You are an instruction-
following DataGenAI. Your expertise lies in accu-
rately interpreting and generating datasets based on
given instructions. Your responses are expected to
be precise and limited to the required output.

Figure 2. Role playing prompt for “Data Generator AI”.

egy, we initially primed the model with the ‘rules prompt’
and subsequently with ‘demonstrations’ that adhere to these
rules. The “rules instruction” and “demonstrations” are
elaborated in Figure 4 in Appendix A.2.

Automated and Human Validation of Generated Cap-
tions: Using LLMs as evaluators for generated outputs
has been extensively explored (Zheng et al., 2023; Zeng
et al., 2023), providing a cost-effective alternative to human
validation. We employed a distinct prompt for automati-
cally verifying semantic consistency between original and
generated prompts. The comprehensive prompt for utilizing
LLM as an evaluator is detailed in Figure 5 in the Appendix
A.3. The LLM was assigned to evaluate semantic consis-
tency between positive caption pairs and generate a new
caption if inconsistencies were detected. Subsequently, an
expert human verified the outputs of the LLM evaluator, se-
lecting the best positive captions among those generated in
the prompting and automated evaluation steps, and making
minor edits if required. We generated 973 data points com-
prising triplets (two positives and one negative) associated
with images. Figure 6 in Appendix A.4 shows examples
from the generic VISLA .

3.3. Spatial VISLA Benchmark

This dataset is a special case of generic VISLA benchmark
that aims to have two positive captions conveying the same
spatial relationships among the objects in the image (see
Figure 7 in Appendix A.5 for examples from spatial VISLA
dataset). The negative caption refers to a contradictory
spatial arrangement of the objects considered in the positive
captions. Below, we detail the dataset creation process that
can be divided into three parts: 1) Positive caption (P1, P2)
mining; 2) Negative caption (N ) mining; and 3) Expert
Validation and Annotation.

Positive Caption Mining: To create the spatial VISLA
dataset, we used the Visual Spatial Reasoning (VSR) dataset
(Liu et al., 2023), a subset of COCO (Lin et al., 2014). In
VSR, each image has multiple captions, and the captions are
accompanied by descriptive features such as subject, object,
and the relationship between them, presented as separate
fields. We made use of these descriptive features to select the
potential P2 and N captions. We utilized subject and object
fields to identify the positive pair (P1, P2) for an image. For
instance, given an image with caption P1 = ‘The cat is in
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the basket’, where subject = cat and object = basket,
we extracted P2 such that subject and object were switched,
resulting in subject = basket and object = cat, with
caption P2 = ‘The basket contains the cat’.

Negative Caption: We extracted an initial negative caption
(N ) by leveraging the observation that a different image
containing the same object would likely describe a distinct
spatial arrangement between them. Further, we identified
the top three negative candidates for each data point by
ranking all unique captions in the VSR (Liu et al., 2023)
dataset using Jaccard similarity. These provided a set of
negative captions candidates that human experts could select
or edit.

Expert Validation and Annotation: To ensure that triplet
(P1, P2 and N ) selected above would adhere to the guide-
lines defined in Appendix A.1, we performed manual val-
idation and correction of positives and negatives. Final
triplets (P1, P2, N ) were determined by reviewing each
data point with input from at least one of four human ex-
perts. These experts also ensured that positive pairs (P1,
P2) described the same spatial arrangement between ob-
jects, and that negatives described the contradictory spatial
arrangement. Further, triplets that required image informa-
tion were marked and modified appropriately. Utilizing the
described heuristics to generate initial triplets related to the
captions significantly reduced the manual effort needed to
create triplets from scratch. We note that the majority of
data points did require major or minor edits to meet the
stringent constraints of a similar spatial arrangement of ob-
jects. Finally, we ended with 640 samples (Image, triplets)
satisfying the defined guidelines. Figure 7 shows a sample
image along with the corresponding triplet from the spatial
VISLA benchmark.

4. Probing VLMs and ULMs using VISLA
We evaluate a comprehensive list of VLMs and ULMs on
the VISLA task that differs in pre-training tasks, pre-training
data size, and model size. This includes but is not limited
to recent developments in VLMs that aim to improve com-
positionality of VLMs encoders (Li et al., 2022a; Cascante-
Bonilla et al., 2023; Li et al., 2023b; Bugliarello et al., 2023;
Ji et al., 2023; Singh et al., 2023) and ULMs (Xiao et al.,
2023; Su et al., 2023; Wang et al., 2023b; 2022) that aims
to improve the generalization across tasks involving text
embeddings.

4.1. Experimental Setup

We use the text-to-text (T2T) retrieval task to evaluate the
text encoders of unimodal models and VLMs on our bench-
mark. We use the image-to-text (I2T) retrieval task to evalu-
ate the VLMs in a multi-modal setting. Table 1 illustrates

Table 1. Different retrieval settings possible with our benchmark
and its corresponding positive and negative candidates.

Retrieval Setting Query Positives Negatives

Text-to-text (T2T) {P1/P2} {P2/P1} {N}
Image-to-text (I2T) I {P1, P2} {N}

the two retrieval settings for our benchmark, utilizing a tu-
ple of I , P1, P2 and N for the T2T and I2T tasks. The
evaluation process involves using triplets (P1, P2 and N )
to assess text encoders and using the image as a query to
evaluate vision encoders. The essential criterion is that the
negative caption should be ranked lower than positive cap-
tions given either the Image query or Text query. Refer to
Figure 3 for an illustration of the evaluation process. We
report the accuracy of the model, assigning the last rank
to the negative captions for both settings. Our evaluation
scheme on VISLA task using the two settings, is detailed in
Appendix B. These evaluations on the VISLA task provide
insights into the performance of VLM and ULM encoders,
described below.

Table 2. Comparison of different ULMs on the Generic and Spatial
datasets. We report the Accuracy (%) of ranking the negative
captions last, i.e., below the positive captions. We include the
number of parameters in text encoders relative to BERT-base, i.e.,
109.5 Million parameters. Overall best values are in bold, and
group-level best values are underlined. See Table 5 in Appendix
C.2 for details.

Dataset # Params Generic Spatial
Model (BERT Scale) Acc(%) Acc(%)
All-MiniLM-L6-v2 0.21 58.89 43.75
Bge-small-en-v1.5 0.3 72.05 47.97
All-MiniLM-L12-v2 0.3 66.19 47.50
GTE-small 0.3 64.23 48.13

Angle-BERT-base-uncased-nli-en-v1 1 73.69 51.56
BGE-base-en-v1.5 1 72.35 50.16
Sentence-T5-base 1.01 71.22 51.09
GTE-base 1 67.42 50.78
Clip-ViT-B-32-multilingual-v1 1.23 39.36 38.13
Clip-ViT-B-32 1.38 34.64 30.16

Instructor-large 3.07 72.76 52.03
Instructor-large (custom-ins) 3.07 75.03 52.81
UAE-Large-V1 3.06 72.97 49.84
GTE-large 3.06 68.24 49.06
All-RoBERTa-large-v1 3.25 71.94 47.03
Stsb-RoBERTa-large 3.25 70.81 50.78
LaBSE 4.31 33.92 44.53
Sentence-T5-xl 11.34 72.05 51.09

Angle-Llama-7b-nli-v2 62.28 78.93 52.34
E5-Mistral-7b-instruct 64.95 78.21 52.50

4.2. Can ULMs understand VISLA?

There have been recent developments in the quality of text
embeddings fueled by progress in language model architec-
tures and training objectives. We sampled 23 text encoders,

5



VISLA Benchmark

Model Output
Embeddings

Text
Encoder

Image
Encoder

Cosine Similarity

Image
Embedding

Text
Embeddings

1-1

Unit Circle

-0.65 0.6
0.4

0

Evaluation

1 0.6 0.4 -0.65

0.6 1 0.7 -0.3

0.4 0.7 1 -0.2

-0.65 -0.3 -0.2 1

Image

P1

P2

N

Image

Semantically Equivalant
 in the same modality 

P1 P2 N

Desired property: The negative captions should be
ranked lower than possible positive captions.

A small child playing with some
toys in a field. -- (Positive-1)

A little kid engaging with some
toys amidst a field.-- (Positive-2)

A small child playing with some
toys next to a field. -- (Negative)

Figure 3. VISLA task Evaluation: Given an image M and a triplet of candidate captions {P1, P2, N} of M , where P1 and P2 are
semantically equivalent to each other (referred to as positive captions in text), we measure the accuracy of ranking the negative caption N
below the positive captions for both the Image and Text Encoder.

covering various model sizes, architectures, and training
objectives. For small-sized models, we inspect MiniLM
(Reimers and Gurevych, 2019), GTE (Li et al., 2023c) and
BGE (Xiao et al., 2023). These are trained on over 1 billion,
200 million, and 803 million sentence pairs, respectively.
The results are presented in Table 2. In this category, BAAI
General Embedding (BGE) (Xiao et al., 2023) outperforms
others in generic VISLA, utilizing an improved contrastive
loss objective in a multi-stage fashion. while in spatial
VISLA , GTE-small (Li et al., 2023c) is marginally bet-
ter than BGE, utilizing contrastive learning over a diverse
mixture of datasets from multiple sources. MiniLM with
12 layers only marginally outperforms MiniLM with 6 lay-
ers for generic VISLA, and improves by 3.75% on spatial
VISLA over the 6-layer variant. In medium-sized models,
we observe no improvements in generic VISLA across all
models and a modest increase of +(2.2%) and +(2.65%) on
the Spatial VISLA for BGE and GTE, respectively. Sug-
gesting that scale only has a minimal impact on encoding
semantics. The BERT model trained with the recently pro-
posed angle objective (Li and Li, 2023) outperforms other
medium-sized models. Recently proposed to improve gen-
eralization across embedding tasks, the Instructor (Su et al.,
2023) model, performs the best among the larger models,
albeit with small improvements of 1.34% and 1.35% on
generic and spatial VISLArespectively. Even the 60 times
larger, SOTA generative models like angle-llama-7b-nli-v2
(Li and Li, 2023) and e5-mistral-7b-instruct (Wang et al.,
2023b; 2022) especially fine-tuned for emebedding tasks,
peak at 52.50% ACC on the spatial VISLA and provide only
an improvement of +(4.70%) and +(4.38%), over the small
models in Generic and Spatial VISLA respectively. These
results on the VISLA tasks indicate the difficulty of ULMs
in resolving generic and spatial lexical alteration across all
categories, irrespective of architecture, model size, training
data size, and optimization objective. Further categorization

Table 3. Comparison of ULMs on the Generic and Spatial VISLA
datasets. P1-N and P2-N refer to the accuracy (%) of ranking
positive caption 1 and positive caption 2 above the Negative cap-
tion, respectively. P1 have more lexical overlap with N . Overall
best values are in bold, and group-level best values are underlined.

Dataset Generic Spatial

Model P1-N P2-N P1-N P2-N
All-MiniLM-L6-v2 93.22 60.12 54.38 46.56
Bge-small-en-v1.5 93.73 73.48 53.28 52.81
All-MiniLM-L12-v2 94.35 66.91 53.75 50.31
GTE-small 94.66 64.85 54.69 52.19

Angle-BERT-base-uncased-nli-en-v1 94.66 74.31 55.94 58.28
BGE-base-en-v1.5 94.14 73.38 54.38 55.78
Sentence-T5-base 94.24 72.05 55 58.59
GTE-base 94.55 67.73 55.63 54.22
Clip-ViT-B-32-multilingual-v1 78.83 40.90 52.97 45.47
Clip-ViT-B-32 81.71 35.46 52.66 35.78

Instructor-large 93.63 73.48 56.72 57.66
Instructor-large (custom-ins) 94.86 75.64 56.09 61.25
UAE-Large-V1 94.14 74.20 54.69 58.59
GTE-large 94.76 68.65 55.16 57.66
All-RoBERTa-large-v1 93.94 72.97 55 52.5
Stsb-RoBERTa-large 93.01 71.63 54.22 66.88
LaBSE 84.89 35.05 53.28 45.94
Sentence-T5-xl 94.55 72.66 55.31 63.75

Angle-Llama-7b-nli-v2 95.89 79.34 56.41 61.41
E5-Mistral-7b-instruct 95.58 78.93 55.31 60.16

of errors is presented in the next section.

4.3. Can lexical distractors overpower semantics?

We know positive captions exhibit substantial semantic
alignment, while negative captions show minimal semantic
alignment with their positive counterparts. In retrieval, a
rudimentary scenario arises when the query and negative
candidates differ both in semantics and lexicon. Our dataset
is designed such that positive and negative instances de-
liberately showcase significant lexical overlap, while the
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Table 4. Comparison of VLMs performance when tested on the
generic and spatial paraphrasing benchmarks. Performance re-
ported in terms of Accuracy (%). VLM: Both vision and text
encoder embeddings compared; Text: only text encoder embed-
dings compared. XVLM-ITR-COCO and XVLM-ITR-Flickr are
finetuned on XVLM-16M models. T2T and I2T refer to text-to-
text and image-to-text retrieval, respectively. Overall best values
are in bold, and group-level best values are underlined.

Generic Spatial

Model T2T I2T T2T I2T

CLIP-ViT-B/32 34.63 54.88 30.16 44.69
RoBERTa-ViT-B/32 53.34 58.89 36.25 37.66
ALIGN 42.34 50.46 34.53 35.16
ALIP 21.07 47.79 17.82 38.75

FLAVA 56.32 59.81 28.44 25.31
ALBEF 28.26 49.54 25.78 42.66
BLIP 44.89 54.21 39.38 45.63
BLIP2 41.11 51.69 40.62 41.09

ViLT – 33.61 – 20.32
AltCLIP 53.44 57.76 35.16 45.01

SegCLIP 37.54 57.07 25.63 33.59
XVLM-4M 28.57 47.69 24.84 42.19
XVLM-16M 47.58 59.40 31.41 50.31

BLIP-ITM-COCO – 58.38 – 33.59
ViLT-ITR-COCO – 61.04 – 50.16
XVLM-ITR-COCO 61.56 62.38 45.16 51.09
XVLM-ITR-Flickr 58.68 62.07 39.69 45.16

NegCLIP 48.72 52.83 29.21 34.84
CLIP-SVLC 48.11 44.60 30.94 28.75
CyCLIP 26.31 38.23 12.50 31.41
BLIP-SGVL – 28.88 – 33.75

positives show minimal lexical overlap between them. Both
of these cases capture two challenging retrieval aspects in
terms of semantics. We illustrate this phenomenon in Fig-
ure 8 in Appendix C.1, using edit distance as a proxy for
lexical overlap. For a given triplet, we reorder the positive
captions so that the first positive caption, i.e., P1, exhibits
a higher lexical overlap with the negative caption (N). This
provides a controlled setting to inspect whether embeddings
are more sensitive to lexical or semantic changes. Table 3
shows the results of this analysis. A notable observation is
the evident separation in the model performances of P1-N
and P2-N accuracies, i.e., the accuracy of the first caption
ranking higher than the negative caption and the accuracy of
the second positive caption ranking higher than the negative
caption. Interestingly. We observe that P1-N accuracy is
always higher than P2-N accuracy for the generic VISLA
and not always higher than P2-N for the spatial VISLA .
This suggests that spatial understanding in language models
is highly sensitive to lexical information, and lexical overlap
can divert models from capturing spatial semantics. In con-
trast, lexical overlap among the candidates does not hinder
the correct recall of semantically equivalent options of a

text query. Implying not all kinds of semantics are treated
equally by the embeddings, especially spatial semantics.

4.4. How visual information effects VISLA in VLMs?

Analyzed models: We comprehensively evaluate a wide
array of VLMs, which include: 1) Models trained with a con-
trastive learning objective such as CLIP-ViT-B/32 (Radford
et al., 2021), RoBERTa-ViT-B/32 (Schuhmann et al., 2022),
ALIGN (Jia et al., 2021) and ALIP (Yang et al., 2023). 2)
Models trained by combining multiple objective functions,
such as FLAVA (Singh et al., 2022), ALBEF (Li et al., 2021),
BLIP (Li et al., 2022b) and BLIP-2 (Li et al., 2023a). 3)
Models with a unified encoder for text and images, such as
ViLT (Kim et al., 2021), and multi-lingual distilled models
like AltCLIP (Chen et al., 2023b); 4) Models that align text
with corresponding visual concepts in the image, such as
SegCLIP (Luo et al., 2023), and XVLM (Zeng et al., 2022)
- with two variants, XVLM-4M and XVLM-16M.

We also investigate several models that have been finetuned
on downstream tasks of image-text retrieval, such as BLIP-
ITM-COCO (Li et al., 2022b), ViLT-ITR-COCO (Kim et al.,
2021) and XVLM-16M-ITR-COCO (Zeng et al., 2022).
Specifically, BLIP, ViLT, and XVLM-16M models were
trained for the ITM task using the COCO dataset. Addition-
ally, XVLM-16M-ITR-Flickr (Zeng et al., 2022) denotes
XVLM-16M models trained for the ITM task using the
Flickr dataset. Moreover, we evaluate recent methods pro-
posed to improve the compositionality of VLMs, including
NegCLIP (Yuksekgonul et al., 2023), SVLC (Doveh et al.,
2023), CyCLIP (Goel et al., 2022), and BLIP-SGVL (Herzig
et al., 2023). These models differ in terms of model architec-
ture, total number of parameters and embedding dimension
and pretraining objectives and more details are in Table 6 of
Appendix C.3.

Results: We evaluate the VLMs using the VISLA datasets
in two distinct ways, T2T and I2T, as explained in Section
4.1. Table 4 provides a comparison between different VLMs.
(See Tables 8 and 9in Appendix C.5 for detailed results)

T2T task: Among the models pretrained using contrastive
loss, RoBERTa-Vit-B/32 performs better on both bench-
marks. Models trained with multiple objective functions
show better performance than those trained solely with a
contrastive loss function. In particular, BLIP and BLIP-2
models, pretrained with contrastive, ITM, and image cap-
tioning objectives, achieve superior performance on both
benchmarks. Additionally, text encoders of the models pre-
trained to align text with corresponding visual concepts in
images perform better than CLIP-based text encoders. This
indicates that the contrastive learning objective alone may
not be sufficient for text encoders to learn the semantic
relations between text and image. Interestingly, models pro-
posed to improve compositionality, such as NegCLIP and
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CLIP-SVLC, achieve better performance than CLIP, under-
scoring the importance of compositionality for the VISLA
task. Models fine-tuned on the downstream task of ITR,
particularly on the COCO dataset, achieve the best perfor-
mance. Furthermore, for all VLMs, a significant drop in per-
formance is observed for the spatial benchmark compared
to the generic benchmark, suggesting that the text encoders
of VLMs struggle with understanding spatial VISLA.

When compared with unimodal text encoders (see Table 2),
the performance of all the VLMs falls behind on the VISLA
task. This indicates that the text encoders of VLMs are more
sensitive to the semantic and lexical variations compared to
the unimodal text encoders.

I2T task: All VLMs achieve higher performance on the
I2T task compared to the T2T task on both benchmarks.
This demonstrates that the inclusion of visual information
improves the performance of VLMs on the VISLA task.
Similar to T2T task, models trained using multiple objec-
tive functions perform better than models trained using only
contrastive loss on I2T task. Both models trained exclu-
sively with contrastive loss and those trained using multiple
objective functions show significant improvements in perfor-
mance on the I2T task compared to the T2T task. The model
pretrained to align text with semantic concepts of images
performs better than CLIP, indicating that better semantic
understanding is beneficial for the VISLA task. However,
models trained to improve compositionality do not show
consistent improvements in performance on the I2T task
compared to the T2T task. Moreover, the performance of
these models is comparable or lower than CLIP models.
Particularly on the spatial benchmark, these models show a
degradation in performance compared to CLIP.

4.5. Does model and data size effect VISLA ?

To address this question, we investigated various CLIP (Rad-
ford et al., 2021) variants trained on the WebImageText
dataset, which comprises 400 million image-text pairs.
These models encompass CNN-based architectures, such
as RN50, RN101, RN50× 4, RN50× 16, and RN50× 64,
as well as transformer-based models like ViT-B/32 and ViT-
L/14. Additionally, we examined CLIP-based models intro-
duced by (Schuhmann et al., 2022) and (Gadre et al., 2023),
pre-trained on extensive paired image-text datasets. Schuh-
mann et al. (2022) provided diverse CLIP variants, namely
RoBERTa-ViT-B/32, ViT-H/14, ViT-g/14, xlm-roberta-base-
ViT-B/32, and xlm-roberta-large-ViT-H/14, trained on a
large image-text dataset called ”LAION-5B,” which con-
sists of 5 billion image-text pairs. Similarly, Gadre et al.
(2023) released two CLIP variants, namely Large:ViT-B/16
and xlarge:ViT-L/14, trained on the DataComp dataset, com-
prising 13 billion image-text pairs.

The performance of various CLIP variants on VISLA bench-

marks is detailed in Table 7 (in Appendix C.4). For both
I2T and T2T tasks, we observed no significant variations in
performance among the different CLIP variants trained on a
dataset of 400 million image-text pairs. In contrast, CLIP
variants trained using the LAION dataset, comprising 2 bil-
lion image-text pairs, demonstrated superior performance
on the Generic benchmark compared to those trained on
the 400 million-sample dataset. However, increasing the
LAION training data size from 2 billion to 5 billion did not
result in performance improvement. Similar trends were
noted in models trained on the DataComp dataset. Notably,
all CLIP variants, regardless of the training data size, exhib-
ited lower performance on the spatial benchmark compared
to the Generic benchmark.

4.6. Understanding difficulties of VLMs on VISLA

To understand the low performance of VLMs on VISLA ,
we analyzed the semantically equivalent and semantically
different pairs in the VISLA benchmark that confuse VLMs
under the two evaluation settings – I2T and T2T.

Figure 9 (in Appendix C.6.1) highlights examples for which
the VLMs (I2T task: both image and text as input) failed in
identifying the correct captions (P1, P2) given the image (I).
Specifically, the VLMs place the negative caption (N ) closer
to the image(I) than both the positive captions. Lexical
alterations such as swapping the subject and the object and
replacing words with their synonyms/antonyms can mislead
the VLMs when tested in the multimodal setting.

Figure 10 (in Appendix C.6.2) provides the examples for
which the VLMs succeed on the I2T task but fail to identify
the semantically equivalent pairs when exclusively evalu-
ating the text encoder of the VLMs. We observe that even
lexical alterations, such as simple reordering of words using
synonyms and antonyms, can fool the VLM text encoders
from identifying the semantically equivalent pairs from the
VISLA triples. These observations may suggest that the
text encoders of VLMs struggle to differentiate semantics
from syntactics. This is consistent with the observation in
(Kamath et al., 2023)

5. Conclusion
In this work, we evaluate a comprehensive list of VLMs and
unimodal language models on the Variance and Invariance
to Semantic and Lexical Alterations (VISLA) task by in-
troducing two new datasets. We show that unimodal text
encoders have difficulties with VISLA task in general. Uni-
modal text encoders perform moderately on generic VISLA
benchmark but show significant degradation in performance
on spatial VISLA benchmark.

We also show that the text encoders of VLMs perform infe-
rior to ULM text encoders. The performance of the VLMs
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on VISLA task is better under the multimodal setting when
compared to the unimodal text-only setting. Interestingly,
varying the model architecture or size of the VLMs will not
improve the performance on the VISLA benchmark. On
the other hand, increasing the pre-training dataset size is
shown to improve the performance of the VLMs on VISLA.
Further qualitative analysis shows that the text encoders of
VLMs struggle to understand variance and invariance of
semantics to simple lexical alterations.

Impact Statement
This paper presents work whose goal is to advance the field
of Machine Learning in general and Language Models re-
search in particular. We discuss several limitations of lan-
guage models related to the separation of semantics of an in-
put text from its syntactic and lexical form. In order to build
trust-worthy Language Models, it is important to establish
that the language models emphasize semantics contained in
a sentence rather than the lexical form and syntactic style
of the sentence. Our evaluation provides evidence of this
problem through two curated datasets and can potentially
be impactful for evaluating newer language models and/or
inspiring novel solutions to this problem. There are many
other potential societal consequences of our work, none of
which we feel must be specifically highlighted here.
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A. VISLA Benchmark Generation
A.1. Dataset Guidelines

The main guidelines followed to create the benchmarks are:

• The lexical changes allowed to creation the three captions, include replacing words with synonyms and antonyms,
reordering the words, etc. These lexical changes do not include adding more details about the image in the caption;

• Due to the lexical alterations, the three captions should not consist of any nonsensical and non-fluent errors;

• The three captions should be generated such that they do not need any visual, logical or commonsense reasoning to
distinguish the semantically similar captions (CP1 and CP2) from the semantically different caption (CN ) i.e., given
only three captions without image, one should be able to distinguish CP1, CP2 from CN .

• To ensure fairness and avoid bias in dataset, we used gender neutral words such as ’person’, ’individual’, etc instead of
using gender specific pronouns such as he, she, him , her etc.

A.2. Prompt for generic VISLA dataset

Rules Instruction: Given an input sentence describing an image caption, follow these steps:

1. Rephrase each provided sentence, focusing on preserving the original spatial relationship.

2. Pay careful attention to the positioning of objects or entities in relation to one another.

3. Ensure that the meaning remains consistent and that both the original and paraphrased sentences maintain
logical coherence and grammatical correctness.

Demonstration: For example,
Input: Cat is under the table.
Paraphrase Idea: Rephrase the sentence to convey that the table is positioned above the cat.
Paraphrased: The table is above the cat.
Another example,
Input:The plane flies below the bright white clouds.
Paraphrase Idea: Ensure the spatial context is maintained by stating that the bright white clouds are situated above
the flying plane.
Paraphrased: The plane flies below the bright white clouds.
Similarly,
Input: The third balcony is below the fourth balcony from the bottom.
Paraphrase Idea: Emphasize the consistent spatial arrangement while indicating that the fourth balcony is
positioned above the third balcony from the bottom.
Paraphrased: The fourth balcony is above the third balcony from the bottom.

Remember to keep the meaning intact, and both the original and paraphrased sentences should be logically coherent
and grammatically correct.

Lastly, for the final example:
Input: [Original caption goes here]
Paraphrase Idea: Focus on replicating the spatial arrangement while maintaining the original meaning of the
sentence, correct grammar, same meaning.
Paraphrased: [Your paraphrased sentence goes here]

Figure 4. Rules Prompt used for priming LLM after role-playing instructions.
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A.3. Validation prompt for Generic VISLA dataset

Figure 5 shows the comprehensive prompt used to validate the samples generated by priming the LLM. The outputs obtained
from this prompt are further validated by a human expert. This reduces the manual effort required to create the VISLA
benchmark.

Instruction:Given a pair of captions you job is to check if the second caption is consistent with the first caption. If it
is consistent output the second caption as is, Otherwise rephrase the second caption to be consistent with the first
sentence. We are especially interested in spatial consistency and spatial relationship of the objects with each other.
Demonstrations: examples,
Caption 1: A guy holding a skateboard is speaking into a microphone.
Caption 2: The guy holding the microphone is speaking into the skateboard.
isConsistent: No, you cannot speak into a skateboard.
newCaption: The guy is speaking into the microphone while holding a skateboard.

Caption 1: A family are playing frisbee on the beach.
Caption 2: The frisbee is being played on the beach by a family.
isConsistent: Yes, caption 2 is consistent as it is the same caption written in passive voice. new caption is the same
as caption 2.
newCaption: A family are playing frisbee on the beach.

caption 1:A stop sign vandalized with an ”eating animals” sticker below the word ”stop.”
caption 2: The stop sign is below an ”eating animals” sticker.
isConsistent: The stop cannot be below and above the sticker at the same time.
newCaption: The word ”stop” sign is above an ”eating animals” sticker.

caption 1:There is a phone on top of a calculator.
caption 2: A calculator lies beneath the phone.
isConsistent:Yes, the sentences are semantically equivalent. new caption is same as caption 2.
newCaption: A calculator lies beneath the phone.

Now the same for the below caption only.
caption 1: [Original caption goes here]
caption 2: [Generated caption goes here]
isConsistent: [Output Here]

Figure 5. LLM Validation prompt to evaluate the generated caption.
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A.4. Samples from generic dataset

Figure 6 shows examples from the generic VISLA dataset. Lexical alterations such as synonyms/antonyms of words,
negations, re-ordering the words and adding non-content words were used to generate the semantically equivalent pair, and
the semantically different negative caption. Most of the sentences in the dataset are generated by using combination of
multiple lexical alterations.

A person pats an elephant as a couple of other
persons watch.

Couple of persons observe the elephant as the
other person pats it.

A person feeds an elephant as a couple of
other persons watch.

A red truck sitting on a grassy field next to
other trucks.

A red truck driving on a grassy field next to
other trucks.

 Three people sitting on a bench facing towards
the lake.

Three individuals looking towards the lake
while sitting on a bench

Three people standing on a bench facing
towards the lake.

Surfers stand with surfboards on a beach for
the early morning sunrise.

Two barefoot women holding game controllers
in each hand.

A couple of women grip game controllers with
each hand while barefoot.

Two barefoot women holding game controllers
in one hand.

An elephant standing in a shaded cleaning in a
wooded area.

A shaded cleaning in a wooded area features
an elephant standing in it.

A person riding a snowboard down a snow
covered slope.

A man is falling off a snowboard down a snow
covered slope.

A cat has its front paws on a toilet seat.

A cat has its front paws off a toilet seat.

Three zebras located next to each other on a
dirt hillside.

Three zebras located far from each other on a
dirt hillside

The cat's front paws are on the toilet seat.

An individual snowboarding down a snow-
covered slope.

A white decorated living room with a set
dining room table.

A living room adorned in white decor
featuring a arranged dining table.

Surfers stand on a beach for the early morning
sunrise while holding their surfboards.

Three zebras on a dirt hillside are situated
near each other

Surfers ride their surfboards on a beach for
the early morning sunrise.

An elephant lying in a shaded clearing in a
wooded area.

A white decorated living room without a set
dining room table.

The red truck is located next to other trucks
on the grassy field.

Figure 6. Some samples from the VISLA generic evaluation dataset.
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A.5. Samples from spatial dataset

Figure 7 shows examples from the spatial VISLA dataset. This dataset mainly focus on the spatial arrangement of objects in
the images. The semantically equivalent pair and the semantically different negative caption are generated by using different
types of lexical alterations such as synonyms and antonyms of words, negations, re-ordering the words and swapping the
subject and the object. Most of the sentences in the dataset are generated by using multiple lexical alterations.

The backpack is under the cat. 

The cat is on top of the backpack.

The backpack is on top of the cat.

The teddy bear is in front of the fire
hydrant.

The fire hydrant is behind the teddy
bear.

The teddy bear is behind the fire
hydrant.

The pizza is inside the oven.

The oven contains the pizza.

The pizza is outside the oven.

The person is standing in front of the
houses.

The houses are behind the standing
person.
The person is standing behind the
houses.

The donut and the coffee are in front
of the potted plant.

The potted plant is behind the donut
and the coffee.
The donut and the coffee are behind
the potted plant.

The person is touching the sheep.

The sheep is touching the person.

The person is not touching the sheep.

The teddy bear is next to the person.

The teddy bear is far from the person.

The dining table on the right side of
the cow.

The dining table is left of the cow.

The horse and the person are not
inside the truck.

The horse and the person are outside
the truck.
The horse and the person are inside
the truck.

The bird is above the apple.

The bird is below the apple.

The apple is below the bird.

The cow is left of the dining table.

The person is alongside the teddy
bear.

Figure 7. Some samples from the VISLA spatial evaluation dataset.
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B. Retrieval settings
We use two retrieval settings for evaluation in the VISLA task as described below,

Text-to-Text Retrieval (T2T): We assess the unimodal and multimodal text encoder by providing the triplet caption set
as input. For the T2T task, we extract text embeddings for the positive Caption 1 (EP1), positive Caption 2 (EP2), and
negative Caption (EN ). We compute pairwise cosine similarity scores between Caption 1, Caption 2 and negative Caption
(S(EP1, EP2), S(EP1, EN ), and S(EP2, EN )). The values of these cosine similarities determine the rank of the positive
and the negative captions. We report the accuracy of the model, assigning the last rank to the negative captions.

Image-to-Text Retrieval (I2T): In this setting, we provide the image and the corresponding caption triplets as input
to the Vision Language Models (VLMs). For the I2T task, we extract the image embedding (EI ), text embeddings for
each positive Caption 1 (EP1), positive Caption 2 (EP2), and negative Caption (EN ). We compute cosine similarity scores
between the image embedding and each text embedding (S(EI , EP1), S(EI , EP2), and S(EI , EN )). Similar to the T2T
task, We report the accuracy of the model, assigning the last rank to the negative captions.

C. Additional Analysis
C.1. Lexical overlap of captions

Figure 8, demonstrates the intentional lexical overlap of semantically close caption pairs in VISLA . We employs edit
distance as a measure for lexical overlap, showcasing the controlled setting used to investigate the sensitivity of embeddings
to lexical versus semantic changes in language models.
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(a) Generic VISLA dataset

10 20 30 40

0

0.02

0.04

0.06

0.08

0.1

0.12

Pair Type Semantically Different Semantically Similar

Edit Distance

(b) Spatial VISLA dataset

Figure 8. Distribution of edit distances between semantically similar pairs (i.e., among positive captions) and different pairs (i.e., between
positive and negative captions) in the spatial VISLA dataset. Semantically similar sentences exhibit higher edit distances, indicating
lexical differences. In contrast, semantically different sentences have lower edit distances, suggesting lexical similarities.
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C.2. Detailed Results of ULMs on VISLA

Table 5. Comparison of ULMs on the Generic VISLA and the Spatial VISLA dataset. P1-N and P2-N refer to the accuracy (%) of ranking
positive caption 1 and positive caption 2 above the Negative caption, respectively. P1- captions have more lexical overlap with the negative
caption. Best performance within the same scale category is underlined, and across all models is bold-faced.We include the number of
parameters in text encoders relative to BERT-base, i.e., 109.5 million parameters.

Dataset Dim # Params Generic Spatial

Model (BERT Scale) P1-N Acc(%) P2-N Acc(%) P1-N Acc(%) P2-N Acc(%)
All-MiniLM-L6-v2 (Wang et al., 2020) 384 0.21 93.22 60.12 54.38 46.56
BGE-small-en-v1.5 (Xiao et al., 2023) 384 0.3 93.73 73.48 53.28 52.81
All-MiniLM-L12-v2 (Wang et al., 2020) 384 0.3 94.35 66.91 53.75 50.31
GTE-small (Li et al., 2023c) 384 0.3 94.66 64.85 54.69 52.19

Angle-BERT-base-uncased-nli-en-v1 (Li and Li, 2023) 768 1 94.66 74.31 55.94 58.28
BGE-base-en-v1.5 (Xiao et al., 2023) 768 1 94.14 73.38 54.38 55.78
Sentence-T5-base (Ni et al., 2022) 768 1.01 94.24 72.05 55 58.59
GTE-base (Li et al., 2023c) 768 1 94.55 67.73 55.63 54.22
Clip-ViT-B-32-multilingual-v1 (Reimers and Gurevych, 2020) 512 1.23 78.83 40.90 52.97 45.47
Clip-ViT-B-32 (Radford et al., 2021) 512 1.38 81.71 35.46 52.66 35.78

Instructor-large (Su et al., 2023) 768 3.07 93.63 73.48 56.72 57.66
Instructor-large(custom-ins)(Su et al., 2023) 768 3.07 94.86 75.64 56.09 61.25
UAE-Large-V1 (Li and Li, 2023) 1024 3.06 94.14 74.20 54.69 58.59
GTE-large (Li et al., 2023c) 1024 3.06 94.76 68.65 55.16 57.66
All-RoBERTa-large-v1 (Reimers and Gurevych, 2019) 1024 3.25 93.94 72.97 55 52.5
Stsb-RoBERTa-large (Reimers and Gurevych, 2019) 1024 3.25 93.01 71.63 54.22 66.88
LaBSE (Feng et al., 2022) 768 4.31 84.89 35.05 53.28 45.94
Sentence-T5-xl (Ni et al., 2022) 768 11.34 94.55 72.66 55.31 63.75

Angle-Llama-7b-nli-v2 (Li and Li, 2023) 4096 62.28 95.89 79.34 56.41 61.41
E5-Mistral-7b-instruct (Wang et al., 2023b; 2022) 4096 64.95 95.58 78.93 55.31 60.16

C.3. Specification of VLMs evaluated on VISLA

We comprehensively evaluate a wide array of VLMs, which include:

1) Models trained with a contrastive learning objective such as CLIP-ViT-B/32 (Radford et al., 2021), RoBERTa-ViT-
B/32 (Schuhmann et al., 2022), ALIGN (Jia et al., 2021) and ALIP (Yang et al., 2023). ALIGN and ALIP utilize noisy and
synthetic captions, respectively.

2) Models trained by combining multiple objective functions, such as FLAVA (Singh et al., 2022): pretrained by combining
contrastive, Image-text matching (ITM), masked image modeling (MIM) and masked language modeling (MLM) objectives;
ALBEF (Li et al., 2021): which combines ITM and MLM; BLIP (Li et al., 2022b) and BLIP-2 (Li et al., 2023a): which
combine contrastive, ITM and image captioning objectives.

3) Models with a unified encoder for text and images, such as ViLT (Kim et al., 2021), and multi-lingual distilled models
like AltCLIP (Chen et al., 2023b)

4) Models that align text with corresponding visual concepts in the image, such as SegCLIP (Luo et al., 2023), and
XVLM (Zeng et al., 2022) - with two variants, XVLM-4M and XVLM-16M.

We also investigate several models that have been finetuned on downstream tasks of image-text retrieval, such as BLIP-
ITM-COCO (Li et al., 2022b), ViLT-ITR-COCO (Kim et al., 2021) and XVLM-16M-ITR-COCO (Zeng et al., 2022).
Specifically, BLIP, ViLT, and XVLM-16M models were trained for the ITM task using the COCO dataset. Additionally,
XVLM-16M-ITR-Flickr (Zeng et al., 2022) denotes XVLM-16M models trained for the ITM task using the Flickr dataset.

Moreover, we evaluate recent methods proposed to improve the compositionality of VLMs, including NegCLIP (Yuksekgonul
et al., 2023), SVLC (Doveh et al., 2023), CyCLIP (Goel et al., 2022), and BLIP-SGVL (Herzig et al., 2023).

Table 6 provide further details about different VLMs.
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Table 6. Details of the VLMs evaluated using the VISLA benchmarks. Pretraining Data type: R, N and S refer to Real, Noisy and
Synthetic data types, respectively. Pretraining Objectives – ITC: image-text contrastive; ITM: image-text matching; MLM: masked
language modeling; MMM: masked multimodal modeling; MIM: masked image modeling; IC: image captioning; IS: image segmentation
using KL divergence; ITA: image-text alignment; CCL: Cycle-consistency loss; finetuning objectives – ITR: image-text retrieval; NL:
Negative loss for text; SG: scene graph loss; PT, FT refer to pretraining and finetuning, respectively

Model #Total Embedding Pretraining Pretraining Pretraining FinetunedParameters Dimension Data size Data Type Objectives

CLIP-ViT-B-32 2021 151M 512 400M R ITC ✗
RoBERTa-ViT-B-32 2022 212M 512 2B R ITC ✗
ALIGN 2021 490M 640 1.8B R+N ITC ✗
ALIP 2023 151M 512 15M R+S ITC ✗

FLAVA 2022 358M 768 70M R ITC, ITM, MLM
✗MMM, MIM

ALBEF 2021 210M 256 14M R+N ITC, ITM, MLM ✗
BLIP 2022b 225M 512 129M R+S ITC, ITM, IC ✗
BLIP2 2023a 1173M 256 129M R+S ITC, ITM, IC ✗

ViLT 2021 111M 768 10M R ITM, MLM ✗
AltCLIP 2023b 864M 768 42M R ITC ✗

SegCLIP 2023 151M 512 400M+4M R ITC, MIM, IS ✗
XVLM-4M 2022 216M 256 4M R ITC, ITM, MLM, ITA ✗
XVLM-16M 2022 216M 256 16M R ITC, ITM, MLM, ITA ✗

BLIP-ITM-COCO 2022b 223M 512 PT: 129M R+S ITC, ITM, IC
✓FT: 110K R FT: ITM

ViLT-ITR-COCO 2021 111M 768 PT: 10M R ITM, MLM
✓FT: 110K FT: ITR

XVLM-16M-COCO 2022 216M 256 PT:16M R ITC, ITM, MLM, ITA
✓FT: 110K FT: ITR

XVLM-16M-Flickr 2022 216M 256 PT: 16M R TC, ITM, MLM, ITA
✓FT: 30K FT: ITR

NegCLIP 2023 151M 512 PT: 400M R ITC
✓FT:110K FT: ITM

CLIP-SVLC 2023 151M 512 PT:400M R ITC
✓FT:400M FT: ITC, NL

BLIP-SGVL 2023 696M 768 PT: 129M R ITC, ITM, IC
✓FT:4M FT: ITC, SG

CyCLIP 2022 102M 1024 PT: 102M R ITC, CCL ✗
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C.4. CLIP variants evaluation on VISLA

Table 7. Comparison between the performance of different variants of CLIP when tested on the generic and spatial VISLA benchmarks.
Data, Model and Emb. refer to the pre-training dataset size and total number of parameters in the model (in Millions) and embedding
dimension, respectively. Performance reported in terms of Accuracy (%)

Pre-training Pre-training # Params Embed. Generic Spatial

Model Dataset Data size Model Dimen. T2T I2T T2T I2T

RN50 WebImageText 400M 102M 1024 35.56 54.16 33.28 45.31
RN101 WebImageText 400M 120M 512 35.76 53.44 31.09 43.9
CLIP-ViT-B/32 WebImageText 400M 151M 512 34.63 54.88 30.16 44.69
RN50x4 WebImageText 400M 178M 640 32.58 52.01 32.81 45.94
RN50x16 WebImageText 400M 291M 768 33.40 50.98 34.84 42.66
CLIP-ViT-L/14 WebImageText 400M 428M 768 34.94 52.11 27.19 42.5
RN50x64 WebImageText 400M 623M 1024 33.40 52.41 23.13 40.31

RoBERTa-ViT-B/32 LAION 2B 212M 512 53.34 58.89 36.25 37.66
ViT-H/14 LAION 2B 986M 1024 47.48 53.03 30.02 39.84
ViT-g/14 LAION 2B 1367M 1024 49.23 55.40 32.5 40.47
ViT-bigG/14 LAION 2B 2540M 1280 50.87 56.83 35.31 40.48
xlm-roberta-base-ViT-B/32 LAION 5B 366M 512 55.09 52.11 32.66 37.97
xlm-roberta-large-ViT-H/14 LAION 5B 1193M 1024 56.53 55.40 34.38 37.5

large:ViT-B/16 DataComp 1B 150M 512 35.97 49.43 22.03 33.91
xlarge:ViT-L/14 DataComp 13B 428M 768 46.25 54.47 27.97 38.13
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C.5. Detailed Results of VLMs on VISLA

Detailed results of VLMs: In Table 8, we provide the detailed comparison of the performance of different VLMs on the
generic VISLA dataset.

Table 8. Comparison of different multi-modal vision language models performance when tested on the Generic VISLA benchmark
(consists of 973 samples). Data Size and Model size refer to the pre-training dataset size and total number of parameters in the model (in
Millions), respectively. Performance reported in terms of Accuracy (%). P1-Ref: first positive caption compared to the negative caption;
P2-Ref: second positive caption compared to the negative caption;

Model Data Model Emb. P1-N P2-N I2T T2T

RN50 (Radford et al., 2021) 400M 102M 1024 70.81 66.50 54.16 35.56
RN101 (Radford et al., 2021) 400M 120M 512 67.42 66.70 53.44 35.77
CLIP-ViT-B-32 (Radford et al., 2021) 400M 151M 512 68.85 67.63 54.88 34.64
RN50x4 (Radford et al., 2021) 400M 178M 640 66.29 65.78 52.00 32.58
RN50x16 (Radford et al., 2021) 400M 291M 768 69.68 63.62 50.98 33.40
CLIP-ViT-L-14 (Radford et al., 2021) 400M 428M 768 64.13 67.63 52.11 34.94
RN50x64 (Radford et al., 2021) 400M 623M 1024 68.76 65.36 52.42 33.40

ALIGN (Jia et al., 2021) 1.8B 490M 640 67.01 62.90 50.46 42.34
ALBEF (Li et al., 2021) 14M 210M 256 76.57 55.09 49.54 28.26
SegCLIP (Luo et al., 2023) 400M 151M 512 62.47 76.51 57.07 37.54
FLAVA (Singh et al., 2022) 70M 358M 768 73.38 71.22 59.82 56.32
BLIP-Caption-COCO (Li et al., 2022b) 129M 225M 512 56.01 52.31 36.59 12.23
BLIP-ITM-COCO (Li et al., 2022b) 129M 223M 512 73.38 63.01 58.37 –
BLIP2 (Li et al., 2023a) 129M 1173M 256 62.28 65.16 51.70 41.11
XVLM-4M (Zeng et al., 2022) 4M 216M 256 77.39 52.93 47.69 28.57
XVLM-16M (Zeng et al., 2022) 16M 216M 256 79.03 65.36 59.40 47.59
XVLM-16M-COCO (Zeng et al., 2022) 16M 216M 256 81.19 66.81 62.38 61.56
XVLM-16M-Flickr (Zeng et al., 2022) 16M 216M 256 77.70 68.14 62.08 58.68
ViLT (Kim et al., 2021) 10M 111M 768 35.97 76.88 33.61 –
ViLT-ITR-COCO (Kim et al., 2021) 10M 111M 768 77.18 67.42 61.05 –
AltCLIP (Chen et al., 2023b) 42M 864M 768 73.18 66.29 57.76 53.44
ALIP (Yang et al., 2023) 15M 151M 512 74.10 54.47 47.79 21.07
RoBERTa-ViT-B-32 (Schuhmann et al., 2022) 2B 212M 512 71.42 67.83 58.89 53.34
ViT-H-14 (Schuhmann et al., 2022) 2B 986M 1024 69.58 62.38 53.03 47.48
ViT-g-14 (Schuhmann et al., 2022) 2B 1367M 1024 71.74 64.23 55.40 49.23
ViT-bigG-14 (Schuhmann et al., 2022) 2B 2540M 1280 74.62 64.34 56.84 50.87
xlm-roberta-base-ViT-B-32 (Schuhmann et al., 2022) 5B 366M 512 67.12 62.28 52.11 55.09
xlm-roberta-large-ViT-H-14 (Schuhmann et al., 2022) 5B 1193M 1024 70.92 63.10 55.40 56.53
large:ViT-B-16 (Gadre et al., 2023) 1B 150M 512 65.05 60.74 49.43 35.97
xlarge:ViT-L-14 (Gadre et al., 2023) 13B 428M 768 69.89 64.24 54.47 46.25

Models proposed to learn compositional and structural information
NegCLIP (Yuksekgonul et al., 2023) 400M 151M 512 73.69 58.79 52.83 48.72
CLIP-SVLC (Doveh et al., 2023) 400M 151M 512 63.72 58.99 44.60 48.10
BLIP-SGVL (Herzig et al., 2023) 129M 696M 768 30.52 29.91 28.88 –
CyCLIP (Goel et al., 2022) 3M 102M 1024 55.19 54.78 38.23 26.31
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Detailed results of VLMs: In Table 9, we provide the detailed comparison of the performance of different VLMs on the
spatial VISLA dataset.

Table 9. Comparison of different multi-modal vision language models performance when tested on the spatial VISLA dataset (consists of
640 samples). Data Size and Model size refer to the pre-training dataset size and total number of parameters in the model (in Millions),
respectively. Performance reported in terms of Accuracy (%). P1-Ref: first positive caption compared to the negative caption; P2-Ref:
second positive caption compared to the negative caption; P1-P2-Ref: first and second positive caption compared to the negative caption;
Text: only text encoder considered for analysis

Model Data Model Emb. P1-N P2-N I2T T2T

RN50 (Radford et al., 2021) 400M 102M 1024 64.84 60.15 45.31 33.28
RN101 (Radford et al., 2021) 400M 120M 512 62.81 57.50 43.90 31.09
CLIP-ViT-B-32 (Radford et al., 2021) 400M 151M 512 63.12 60.63 44.69 30.16
RN50x4 (Radford et al., 2021) 400M 178M 640 63.13 61.56 45.94 32.81
RN50x16 (Radford et al., 2021) 400M 291M 768 59.84 58.44 42.66 34.84
CLIP-ViT-L-14 (Radford et al., 2021) 400M 428M 768 62.97 58.75 42.50 27.19
RN50x64 (Radford et al., 2021) 400M 623M 1024 59.22 56.25 40.31 23.13

ALIGN (Jia et al., 2021) 1.8B 490M 640 53.13 52.98 35.16 34.53
ALBEF (Li et al., 2021) 14M 210M 256 64.38 60.31 42.66 25.78
SegCLIP (Luo et al., 2023) 400M 151M 512 49.37 52.97 33.59 25.63
FLAVA (Singh et al., 2022) 70M 358M 768 43.43 41.25 25.31 28.44
BLIP-Caption-COCO (Li et al., 2022b) 129M 225M 512 47.50 48.44 33.62 31.25
BLIP-ITM-COCO (Li et al., 2022b) 129M 223M 512 46.40 41.56 33.59 –
BLIP2 (Li et al., 2023a) 129M 1173M 256 55.78 58.28 41.09 40.62
XVLM-4M (Zeng et al., 2022) 4M 216M 256 58.59 55.78 42.19 24.84
XVLM-16M (Zeng et al., 2022) 16M 216M 256 66.56 64.38 50.31 31.41
XVLM-16M-COCO (Zeng et al., 2022) 16M 216M 256 67.65 65.93 51.09 45.16
XVLM-16M-Flickr (Zeng et al., 2022) 16M 216M 256 64.53 60.31 45.16 39.69
ViLT (Kim et al., 2021) 10M 111M 768 34.06 48.91 20.32 –
ViLT-ITR-COCO (Kim et al., 2021) 10M 111M 768 69.06 62.97 50.16 –
AltCLIP (Chen et al., 2023b) 42M 864M 768 63.59 62.19 45.00 35.16
ALIP (Yang et al., 2023) 15M 151M 512 60.47 55.00 38.75 17.82
RoBERTa-ViT-B-32 (Schuhmann et al., 2022) 2B 212M 512 55.00 55.47 37.66 36.25
ViT-H-14 (Schuhmann et al., 2022) 2B 986M 1024 56.41 57.50 39.84 30.02
ViT-g-14 (Schuhmann et al., 2022) 2B 1367M 1024 57.50 60.31 40.47 32.50
ViT-bigG-14 (Schuhmann et al., 2022) 2B 2540M 1280 57.03 56.41 40.48 35.31
xlm-roberta-base-ViT-B-32 (Schuhmann et al., 2022) 5B 366M 512 57.97 54.84 37.97 32.66
xlm-roberta-large-ViT-H-14 (Schuhmann et al., 2022) 5B 1193M 1024 54.84 55.00 37.50 34.38
large:ViT-B-16 (Gadre et al., 2023) 1B 150M 512 56.41 50.31 33.91 22.03
xlarge:ViT-L-14 (Gadre et al., 2023) 13B 428M 768 55.63 55.94 38.13 27.97

Models proposed to learn compositional and structural information
NegCLIP (Yuksekgonul et al., 2023) 400M 151M 512 57.34 54.38 34.84 29.21
CLIP-SVLC (Doveh et al., 2023) 400M 151M 512 59.06 49.22 28.75 30.94
BLIP-SGVL (Herzig et al., 2023) 129M 696M 768 42.03 40.94 33.75 –
CyCLIP (Goel et al., 2022) 3M 102M 1024 51.10 48.13 31.41 12.50
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C.6. Qualitative Results

C.6.1. EXAMPLES THAT FAIL ON BOTH IMAGE-TO-TEXT I2T(✗) AND TEXT-TO-TEXT T2T(✗) TASK

 An elephant standing in a shaded cleaning in a wooded
area.

 An elephant lying in a shaded clearing in a wooded
area.

 A shaded cleaning in a wooded area features an
elephant standing in it.

 Bunch of flowers sitting in vase filled with water and
rocks on bottom.

 Bunch of flowers sitting in vase empty of water and
rocks on bottom.

 A vase filled with water and rocks on the bottom holds
a bunch of flowers.

 A child places his hands on the head and neck of a
sheep while another sheep looks at his face.

 A child places his hands on the head and neck of a
sheep while another sheep shies away from his face.

 A sheep looks at the face of the child who places his
hands on another sheep's head and neck.

 An orange train engine moves down the track with one
train car behind it.

 An orange train engine moves down the track with no
train cars behind it.

 An orange train engine trailed by a single train car
moves down the tracks.

 The skier is leaning forward while jumping through
the air.

 The skier is leaning back while jumping through the
air.

 The skier jumps through the air with a lean forward.

Figure 9. Example from the generic VISLA that are misclassified by VLM when both image and text are provided as input, i.e., for I2T
task. These examples show that for the VISLA , the issues faced by the text encoders of VLMs extend to the I2T task.
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C.6.2. EXAMPLES THAT FAIL ON TEXT-TO-TEXT T2T(✗) AND PASS ON IMAGE-TO-TEXT I2T(✓)

 An empty clean kitchen with cabinetry, stove and
dishwasher.

 An empty clean kitchen without cabinetry, stove and
dishwasher.

 An empty kitchen featuring cabinets, stove and a
dishwasher is clean.

 A brown dog laying on the ground with a metal bowl
in front of him.

 A brown dog standing on the ground with a metal bowl
in front of him.

 A brown dog lie on the ground with a metal bowl
placed before him.

 A room full of colorful furniture and a tv.

 A room devoid of colorful furniture and a tv.

 The room is filled with vibrant furniture and a tv.

 People standing around in a waiting room with red
floor and a flat screen TV.

 People sitting in a waiting room with red floor and a
flat screen TV.

 People are standing around in a red floored waiting
room with a flat screen TV.

 A small child playing with some toys in a field.

 A small child playing with some toys next to a field.

 A little kid engaging with toys amidst a field.

Figure 10. Example samples from the generic VISLA that are correctly recognized by the VLM when both image and text are provided as
input but confused when only text input is provided (T2T task). These examples show that for the VISLA task, the text encoder of VLMs
get confused to recognize semantically equivalent utterances even for simple lexical alterations such as negation, replacing words with
synonyms, reordering of few words, etc.
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