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Abstract 

We explored the addition bias, a cognitive tendency to prefer adding elements over removing 
them to alter an initial state or structure, by conducting four preregistered experiments examining 
the problem-solving behavior of both humans and OpenAI's GPT-4 large language model. The 
experiments involved 588 participants from the U.S. and 680 iterations of the GPT-4 model. The 
problem-solving task was either to create symmetry within a grid (Experiments 1 and 3) or to edit 
a summary (Experiments 2 and 4). As hypothesized, we found that overall, the addition bias was 
present. Solution efficiency (Experiments 1 and 2) and valence of the instruction (Experiments 3 
and 4) played important roles. Human participants were less likely to use additive strategies when 
subtraction was relatively more efficient than when addition and subtraction were equally efficient. 
GPT-4 exhibited the opposite behavior, with a strong addition bias when subtraction was more 
efficient. In terms of instruction valence, GPT-4 was more likely to add words when asked to 
“improve” compared to “edit”, whereas humans did not show this effect. When we looked at the 
addition bias under different conditions, we found more biased responses for GPT-4 compared to 
humans. Our findings highlight the importance of considering comparable and sometimes 
superior subtractive alternatives, as well as reevaluating one’s own and particularly the language 
models’ problem-solving behavior. 

 

Significance Statement 

Large language models (LLMs) are playing an increasingly supportive role in human decision-
making and problem-solving, which are essential components of everyday life. Humans are 
subject to an addition bias during these processes, meaning they tend to add elements rather 
than subtract them from ideas, objects, or situations. The present study found that the addition 
bias exists not only in humans but also in OpenAI’s GPT-4 LLM. The model showed a tendency 
to favor additive solution strategies even when subtraction would have been more efficient, and 
also when asked to “improve” a text, rather than “edit” it. These findings suggest a need to 
reconsider the use of subtractive solutions in daily live and to carefully evaluate the outputs of 
LLMs. 
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Introduction 
 
The integration of large language models (LLMs), such as OpenAI’s Chat Generative Pre-Trained 
Transformer (ChatGPT), had a significant impact on the collaboration between humans and 
intelligent systems. Applications range from software development and testing to writing poetry, 
essays, business letters, or contracts (1). The impact of LLMs is particularly evident in process 
optimization and decision-making contexts (2) due to the models’ advanced capabilities to make 
inferences and provide practical advice to users (3). However, it is important to acknowledge that 
both humans and LLMs are prone to biases (4, 5).  
 
Cognitive biases are defined as systematic and erroneous response patterns in judgment and 
decision-making (6). Adams et al. (7) conducted a series of experiments to investigate a novel 
cognitive bias called addition bias, in human participants. This was tested in situations in which 
problems could be solved by either adding or removing elements. Additive transformations imply 
that the changed state has more elements than the original state, whereas subtractive 
transformations imply that the changed state has fewer elements than the original state (8). A 
consistent finding from Adams et al. (7) was that when people change ideas, objects, or 
situations, they tend to add rather than remove elements when solving various problems, such as 
stabilizing a Lego construction, improving a miniature golf course, creating symmetry within a 
grid, or rewriting an article summary.  Moreover, studies by Adams et al. (7) showed a) that 
human participants even preferred adding elements in situations where a subtractive solution 
would have required fewer steps than additive solutions, and b) that instructions to “improve” a 
design led to a stronger addition bias than instructions to “worsen” a design.  
 
According to Adams et al. (7), the high rate of additive transformations occurs because 
individuals generate both additive and subtractive ideas, but preferentially choose additive ones. 
In other words, people are prone to apply a “what can we add here?” heuristic, a default strategy 
that people use to simplify and speed up decision-making (9). Personal and situational factors 
trigger the use of heuristics (10), such as cognition or socio-cultural influences. The frequent use 
and perceived success of a particular strategy can make it more cognitively accessible, e.g., prior 
use of base rates enhanced their subsequent use and salience (11). Additive ideas have the 
potential to enhance recognition by others, e.g., policy initiatives to “plant a billion trees” might 
sound more appealing than “allowing forests to regenerate” (12). Other problem-solving biases, 
such as the base rate fallacy (13), sunk cost fallacy (14), or loss aversion (15) may also provide 
an explanation. 
 
In their study of French adults, Fillon et al. (16) performed a replication of three out of the eight 
experiments of Adams et al. (7), thereby confirming the findings of the addition bias. Winter et al. 
(17) demonstrated that the addition bias is not limited to behavioral manifestations, but also 
extends to language. Frequency analysis of the Corpus of Contemporary American English (18) 
indicated that words associated with increasing quantity, such as “add” or “more”, were more 
prevalent in English than those associated with decreasing quantity, such as “subtract” or “less”. 
Furthermore, Winter et al. (17) showed that the addition bias carried over to OpenAI’s GPT-3 
LLM, the third generation of the GPT series, as observed in cloze probability analyses. These 
findings highlight the importance of language in the observed bias. LLMs are pre-trained on large 
amounts of human data. The models generate text sequentially, assigning probabilities to words 
based on context (19). During this process, human bias may be reflected due to various 
contributing factors. These factors include the training data with its source material and selection 
process (20), the algorithms used for data processing and learning (21), and the subjective 
judgments of human annotators who provide labels for the training data while fine-tuning the 
model’s behavior (22).  
 
In the present study, through a series of four experiments, we directly assessed the prevalence of 
the addition bias under specific conditions in human participants and in GPT-4, the latest LLM of 
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OpenAI. We preregistered that the number of iterations for GPT-4 would match the human 
sample size. The temperature parameter was kept at 0.7, which resulted in variability in the LLM’s 
output. We used two different tasks to improve the generalizability of our findings. The symmetry 
task required the agents, humans and GPT-4, to create symmetry within a 4x4 grid by adding or 
removing as few crosses as possible. The summary task involved modifying the summary of an 
article by adding or removing words with the constraint that the final text had to contain a number 
of words that was outside a “forbidden” word count range. We manipulated either the efficiency of 
the solution strategy (Experiments 1 and 2) or the valence of the task instructions (Experiments 3 
and 4). The assignment of tasks and manipulations to the four experiment is shown in Figure 1. 
 
We manipulated the efficiency of a solution strategy through the number of steps required to 
reach the goal. Our experiments were designed to either prompt both additive and subtractive 
transformations equally (e.g., adding or deleting two elements to achieve the goal state, 
respectively) or to prompt subtractive transformations more strongly (e.g., adding three elements 
vs. subtracting one element to achieve the goal state). In Adams et al. (7), subtraction cues led to 
less additive transformations than no cues in the control condition. Fillon et al. (16) replicated this 
finding. The research on addition bias in relation to the valence of instruction (positively vs. 
negatively connotated task goals) has shown mixed results. Studies demonstrated that 
perceptual processing is heightened for emotionally salient words compared to neutral words 
(23). While Adams et al. (7) found no significant differences in the shares of subtractive solution 
strategies between the task goals of improving vs. worsening the status quo, Fillon et al. (16) 
found that fewer subtractive solutions were generated in the improvement condition. In purely 
linguistic analyses, Winter et al. (17) showed that addition-related words are generally used in 
more positive contexts than subtraction-related words. Furthermore, verbs of improvement are 
even more often related to addition (vs. to subtraction) than neutral verbs of change. 

Following the empirical findings, we hypothesized that 1) additive solution strategies are chosen 
significantly more often than subtractive solution strategies across all conditions, 2) the likelihood 
of choosing additive solution strategies is larger when the solution efficiency for addition and 
subtraction is equal than when the solution efficiency for subtraction is higher and 3) the 
likelihood of choosing additive solution strategies is larger when the valence of the instruction is 
positive than when the valence of the instruction is neutral. As an additional research question, 
we investigated for potential differences between humans and GPT-4 with regard to the use of 
additive and subtractive solution strategies. 

Understanding the addition bias is crucial because it can limit the consideration of alternative 
solutions and lead to the overuse of additive strategies by both, humans and LLMs. The 
consequences can be numerous, ranging from information overload (24) to policy and regulatory 
overload (25), the development of slow and bloated software (26), or complex computer models 
with increasing numbers of parameters (27). 

Results 
 
Overall addition bias. A chi-square test was conducted to analyze the association between the 
type of solution strategy chosen (additive vs. subtractive) and the observed frequencies across all 
four experiments. The result was statistically significant [χ2(1, N = 1,268) = 104.49, P < .001], 
indicating an association between the chosen solution strategy and the observed frequencies. 
Additive solution strategies (64.4%; 816/1268) were observed more frequently than subtractive 
strategies (35.6%; 452/1268). 
 
A Pearson’s chi-squared test was performed to assess homogeneity, specifically to examine the 
relationship between the selected solution strategy and the agent (humans vs. GPT-4). The result 

was statistically significant [χ2(1, N = 1,268) = 26.04, P < .001–Table 1], indicating an association 

between chosen solution strategy and agent, with humans being relatively less likely to choose 
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additive strategies (57.0%; 335/588) compared to GPT-4 (70.7%, 481/680). The Phi coefficient 

calculation resulted in Φ = .14, suggesting a weak association between the chosen solution 

strategy and the agent, as per Cohen (28). 
 
Experiments 1–4: Factors influencing the addition bias. For Experiment 1 to 4, we used 
generalized linear models (implemented in R with ref. 24–26) with the chosen solution strategy as 
the outcome variable. The agent and either the solution efficiency (in Experiments 1 and 2) or the 
valence of the task instruction (in Experiments 3 and 4) were used as predictors, along with their 
interaction. Solutions were included in the analysis if and only if the original state of the grid or 
summary was modified by adding or subtracting crosses or words, regardless of whether 
symmetry was achieved or the summary was outside the forbidden word count range.  

An exploratory analysis using chi-square tests was conducted to assess whether additive 
strategies were chosen relatively more frequently than subtractive strategies for each 
experimental condition. 

 

Experiment 1: Solution efficiency in symmetry task. The human participants and GPT-4 
attempted to achieve symmetry while the efficiency of the solution strategy was manipulated 
through varying the initial number of crosses: either 6 crosses in the condition “addition and 
subtraction equally efficient” or 5 crosses in the condition “subtraction more efficient”. In both 
conditions, the instruction’s valence was neutral, indicated by the word “change”. 
 
The results showed a significant interaction between agent and solution efficiency regarding the 
chosen solution strategy [χ2(1, n = 302) = 20.54, P < .001 – see Fig. 2], a significant main effect 
of agent [χ2(1, n = 302) = 6.02, P = .01], and a non-significant main effect of solution efficiency 
[χ2(1, n = 302) = 1.67, P = .20]. While more efficient subtraction led to less additive solutions for 
humans as predicted [65.7% vs. 29.2%; χ2(1, n = 132) = 19.95, P < .001], we observed the 
opposite effect for GPT-4, namely more efficient subtraction leading to more additive solutions 
[54.1% vs. 69.4%; χ2(1, n = 170) = 4.27, P = .04]. 
 
The exploratory analysis of the chosen solution strategy for each condition (see Table S1 in the 
SI Appendix) showed significantly more additive than subtractive solutions for humans when 
addition and subtraction were equally efficient, and GPT-4 when subtraction was more efficient. 
No significant preference for one solution strategy occurred for GPT-4, when addition and 
subtraction were equally efficient. Significantly more subtractive than additive solutions occurred 
for humans when subtraction was more efficient. 
 
 
Experiment 2: Solution efficiency in summary task. The objective of the task was to edit the 
summary having access to both the original summary and the corresponding article. Solution 
efficiency was varied by specifying a different forbidden word count range for the final summary. 
The lower bound was either similarly far away from the original word count as the upper bound 
(addition and subtraction equally efficient) or the lower bound was closer to the original word 
count than the upper bound (subtraction more efficient). In both conditions, the instruction’s 
valence was neutral, indicated by the word “edit”. 
 
As in Experiment 1, the logistic regression model revealed a significant interaction between the 
agent and solution efficiency regarding the chosen solution strategy [χ2(1, n = 341) = 10.84,  
P < .001 – see Fig. 2], a significant main effect of agent [χ2(1, n = 341) = 50.30, P < .001], and a 
non-significant main effect of solution efficiency [χ2(1, n = 341) = 0.32, P = .57]. We again 
observed that while more efficient subtraction led to less additive solutions for humans as 
predicted [57.5% vs. 39.3%; χ2(1, n = 171) = 5.78, P = .02], the opposite effect also again 
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occurred for GPT-4, namely more efficient subtraction leading to more additive solutions [77.6% 
vs. 90.6%; χ2(1, n = 170) = 5.44, P = .02]. 
 
The exploratory analysis of the chosen solution strategy for each condition (see Table S1 in the 
SI Appendix) showed significantly more additive than subtractive solutions for GPT-4 in both 
conditions. For humans, no significant preference for one solution strategy occurred when 
addition and subtraction were equally efficient, and significantly more subtractive than additive 
solutions occurred when subtraction was more efficient. 
 
 
Experiment 3: Valence of instruction in symmetry task. To manipulate the valence of the 
instruction in the symmetry task, the agent was instructed to either “change” or “improve” the 
given grid to achieve the goal of creating symmetry. In both conditions, the efficiency of the 
solution strategy was the same for both addition and subtraction, that is, 6 crosses in the original 
grid. 
 
The logistic regression model revealed a non-significant interaction between the agent and the 
valence of instruction regarding the chosen solution strategy [χ2(1, n = 289) = 0.95, P = .33 – see 
Fig. 2], a marginally significant main effect of agent [χ2(1, n = 289) = 3.85, P = .05], and a  
non-significant effect of the valence of instruction [χ2(1, n = 289) = 0.62, P = .43]. Thus, we 
observed no effect of the valence of instruction on the chosen solution strategy for both humans 
and GPT-4 in the spatial symmetry task. 
 
The exploratory analysis of the chosen solution strategy for each condition (see Table S1 in the 
SI Appendix) showed significantly more additive than subtractive solutions for humans when the 
valence of instruction was neutral. For all other condition, there was no significant preference for 
one solution strategy. Please note that despite one condition of humans being just significant and 
the other being just not significant for this exploratory analysis, this difference in significance 
levels should not be interpreted because there was no significant effect of valence of instruction 
on chosen solution strategy in this experiment (see above). 
 
Experiment 4: Valence of instruction in summary task. To manipulate the valence of 
instruction in the summary task, the agent was directed to either “edit” or “improve” the provided 
article summary. In both conditions, the efficiency of the solution strategy was the same for both 
addition and subtraction, that is, the lower bound of the forbidden word count range was similarly 
far away from the original word count as the upper bound. 
 
The logistic regression model showed a significant interaction between the agent and the valence 
of instruction regarding the chosen solution strategy [χ2(1, n = 336) = 6.84, P < .01 – see Fig. 2], 
and significant main effects for both the agent [χ2(1, n = 336) = 15.20, P < .001], and the valence 
of instruction [χ2(1, n = 336) = 10.59, P < .01]. While valence of instruction did not affect the 
chosen solution strategy for humans [65.1% vs. 73.5%; χ2(1, n = 166) = 1.38, P = .24], we 
observed the predicted increase in additive solutions for positive valence of instruction for GPT-4 
[76.5% vs. 96.5%; χ2(1, n = 170) = 15.70, P < .001]. 
 
The exploratory analysis of the chosen solution strategy for each condition (see Table S1 in the 
SI Appendix) showed significantly more additive than subtractive solutions for all conditions. 
 
 
Exploratory: Proportion goal achieved. The target of our study was to analyze the solutions 
generated by humans and the GPT-4 LLM to investigate the presence of addition bias, regardless 
of whether the goal of creating symmetry or a summary outside the forbidden word count range 
was achieved. As a further exploratory analysis, we examined the rates to which these task goals 
were achieved (see Table S2 in the SI Appendix for details). For the symmetry task, humans 
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consistently obtained high rates of full symmetry across all experimental conditions (80.0%–
97.0%), while GPT-4 consistently achieved low rates of full symmetry (1.2%–3.5%). For the 
summary task, humans obtained high rates of achieving the goal by exceeding or falling below 
the forbidden word count range in their final summary in all experimental conditions (81.9%–
86.9%), while GPT-4 had low rates of exceeding or falling below the forbidden word count range 
(15.3%–17.6%), except for one condition (67.1%). This exception was the “improve” condition of 
the summary task, which was a condition where GPT-4 exhibited a very strong addition bias likely 
leading to the word count exceeding the forbidden word range without GPT-4 actually 
understanding the task. 
 
Discussion  
 
The concept of addition bias is reflected in the phrase “the more, the better”, which implies a 
preference for additive solution strategies over subtractive solution strategies (7). Is it recognized 
that sometimes “less is more”, especially when subtraction is more efficient than addition? Does 
the language used in instructions influence the choice of solution strategies? As stated in the 
introduction, language models like ChatGPT are becoming more commonly used for problem-
solving (2). What strategies is the GPT-4 LLM using? Does the model exhibit similar solution 
behavior to that of humans? How does it generally perform in the tasks? We aimed to answer 
these questions through this experimental series. 
 
The first research objective of this study was to further investigate human addition bias and to 
replicate previous research. Consistent with our preregistered first hypothesis, we found an 
overall bias towards addition. That is, additive solution strategies were chosen significantly more 
often than subtractive solution strategies. Interestingly, we also observed that this overall addition 
bias was stronger for GPT-4 than for humans.  
 
The manipulation of solution efficiency influenced the likelihood of choosing additive solution 
strategies for both spatial and verbal problems (Experiments 1 and 2). However, this influence of 
solution efficiency on addition bias worked in opposite directions for humans and GPT-4. 
Supporting the second hypothesis, we found that humans were more likely to choose additive 
solution strategies when addition and subtraction were equally efficient compared to when 
subtraction was more efficient. However, the results for GPT-4 were contrary to the hypothesis, 
showing a higher likelihood of choosing additive solution strategies when subtraction was more 
efficient than when addition and subtraction were equally efficient.  
 
The manipulation of the valence of instruction had no significant effect on the addition bias in the 
spatial problem for both agents (Experiment 3), contrary to our third hypothesis. In the linguistic 
problem (Experiment 4), however, a positive valence of instruction (“improve”) as compared to a 
neutral valence of instruction (“edit”) caused a significant increase in addition bias for GPT-4 with 
no effect for humans. Thus, our third hypothesis was only supported for GPT-4 in the linguistic 
problem. 
 
Our study showed a tendency towards addition rather than subtraction, which is in line with 
previous research (7, 16, 17). The findings partially supported research indicating that LLMs and 
humans exhibit similar patterns in heuristic use and bias occurrence across various tasks (32). 
This supports the notion that human biases are incorporated into LLMs through data or training, 
and that the models can be considered “stochastic parrots” that reproduce biases in their outputs 
(33). GPT-4 exhibited a higher sensitivity to certain words, such as “improve”, and failed to 
recognize the superior efficiency of the subtractive solution. As a result, it heavily relied on 
additive solution strategies for both scenarios. Although this LLM may accurately reproduce 
language, it failed to provide a deep and authentic understanding. This is also reflected in the 
high rates of unfulfilled full symmetry and inaccurate summary lengths. The LLM outputs provide 
evidence of the consequences of processes that produce additive bias. However, the LLM does 
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not show the cognitive and emotional processes that are thought to be critical to this bias (34). 
Therefore, it is worth pursuing further investigation into the role of language in producing addition 
bias in humans. 
 
The participants showed an addition bias when all solutions were equally efficient. This means 
that only for humans, the likelihood of providing subtractive responses increased when 
subtraction was perceived as the less time-consuming and effort-intensive option. Thus, it 
appears that humans often use the “what can we add here?” heuristic as a standard tactic for 
simplifying and speeding up decision making (9). But in a scenario of efficient subtractive 
solutions, this heuristic can be overcome as people expend additional cognitive effort to think of 
other, more efficient answers. We found it surprising that in GPT-4, the relatively higher efficiency 
of subtraction led to an increased use of additive strategies, indicating an increased addition bias. 
One possible explanation for the result is the different baseline number of crosses (6 in the 
“addition and subtraction equally efficient” condition vs. 5 in the “subtraction more efficient” 
condition). Research showed that GPT-3 can be influenced by random anchors during estimation 
(32). It is possible that GPT-4 perceived a higher potential for addition when there were 5 crosses 
in 16 boxes, compared to 6 crosses in 16 boxes. It was found – at least in some instances – that 
AI-based decision-making can magnify biases and create new classifications and criteria, leading 
to new types of biases (35). This is critical, because human users may unknowingly adopt these 
automated biases, known as the automation bias (36), which had been observed in clinical and 
HR processes (37, 38). 
 
In line with the results of Adams et al. (7) but in contrast to those of Winter et al. (17), there was 
no effect of the valence of instruction on human solution strategy choices in either the spatial or 
the linguistic task. This may imply that despite the existence of differences between verbs of 
change and verbs of improvement in their relation to addition in the English language (17), such a 
subtle task variation does not suffice to trigger different behavioral outcomes in humans. 
 
In addition to the comparison within the conditions of solution efficiency and within the conditions 
of valence of instruction, we also examined the predictions put forth by Adams et al. (7). This 
included a relatively higher frequency of additive solution strategies compared to subtractive 
strategies, despite the potential for subtraction to be more efficient. In contrast to Adams et al. (7), 
we did not find the addition bias in every condition. When it was more efficient to choose 
subtractive solution strategies, for example, no addition bias could be found in humans. However, 
it should be noted that we performed a linguistic adaption of the symmetry task, which might have 
provided an additional cue for subtraction as compared to the original grid task. More precisely, 
we exchanged the verb “toggle” by the phrase “switch any field from ‘[X]’ to ‘[ ]’ or from ‘[ ]’ to 
‘[X]’”. Despite this potential subtraction cue, however, addition bias was still found in humans 
when the solution efficiency was equal for additive and subtractive solutions. As our study did not 
include any no-cue control group, the effect of this potential subtraction cue – especially in 
conjunction with the variation of solution efficiency – cannot be further explored. Similarly, 
operationalizing the solution efficiency manipulation in the summary task by specifying prohibited 
word count ranges also provided an originally non-existent cue for subtractive solutions. Given 
the significant impact of subtraction cues found by Adams et al. (7), these task deviations might 
explain the differences in the results. 
 
Our findings support the notion that human decision-making is influenced by cognitive or cultural 
processes, as demonstrated in previous research (7). It is debatable whether these processes 
result in the addition bias, or if other problem-solving biases, such as the base rate fallacy (13), 
sunk cost fallacy (14), or loss aversion (15), provide a more accurate explanation. These biases 
overlook general probabilities, the benefits of an investment stopping, or the similarity of losses to 
equivalent gains. Future studies should aim to directly control for the different biases or measure 
their relative importance and how they may combine. With respect to the stated biases, it is 
important to consider the counterpart of the addition bias, called the subtraction neglect. The 
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preference for additive solutions may be reinforced by the fact that subtractive solutions are less 
likely to be recognized or valued (9). 
 
Through this experimental series, we gained a better understanding of the addition bias and its 
prerequisites from a comparative perspective. However, further research is needed to address 
several points that are still up for discussion. 
 
First of all, the addition bias was shown to occur in humans and LLMs, especially under certain 
conditions. Further investigation into the mechanisms of human thinking and the functioning of 
LLM algorithms is needed. To gain a better understanding of why the addition bias occurs, future 
research can use specific methods from cognitive psychology, such as think-aloud protocols. 
Research showed that thinking aloud can aid in understanding human cognition and behavior 
(39). This can help determine whether perception, recognition, or other heuristic processes are 
critical factors leading to additive changes. ChatGPT demonstrated the ability to provide reliable 
and high-quality explanations for its predictions (40), which is required for further research. 
Prompt engineering and in particular chain-of-thought prompting (COT) offer a promising way to 
improve the understanding of LLMs such as ChatGPT. Querying intermediate steps during the 
problem-solving process can provide insight into the decision-making processes of the model 
(41). 
 
Secondly, the sample size of participants did not meet the preregistered size. We assume that 
this was mainly due to participants’ difficulties in understanding the instructions, as evidenced by 
this response: “I would argue that the solution does not exist due to the fact X can only move to 
an empty box. It cannot be duplicated. […]” – case 232, Experiment 1. According to the principles 
of Gestalt psychology, it could be inferred that difficulties arose in distinguishing between the 
ground and figure, as Juvrud et al. (42) suggested with regard to the grid task designed by 
Adams et al. (7). Providing examples can prevent misunderstandings in task functioning. For 
humans, general instructions and goal descriptions can aid in learning and transfer by requiring 
the learner to make an effort to comprehend the subject and utilize learning-friendly cognitive 
strategies (43). In further research on LLMs, few-shot learning could be advantageous compared 
to zero-shot learning. Few-shot learning involves training models on a small amount of labeled 
data, such as exemplary tasks and solutions, rather than relying solely on knowledge learned 
from other tasks, that is, zero-shot learning (44). Relying on few-shot learning, the potential for 
certain solution strategies to be influenced by the provision of solution examples represents a 
challenge that must be addressed. 
 
GPT-4 had limited success in achieving the goals of full symmetry in the grid and generating a 
final summary outside the forbidden word count range. Due to the small number of cases, the 
preregistered exploratory analyses that only considered correct solutions were not conducted. 
Although LLMs have demonstrated impressive multi-modal capabilities (45, 46), spatial 
reasoning, which is required for symmetry generation, remains a significant challenge for the 
language models (47). Prompting strategies, such as Chain of Thought and Tree of Thought, 
which generalizes the Chain of Thought approach, can be used to improve spatial reasoning 
skills (47). Pre-trained LLMs exhibit a clear insensitivity to the contextual effects of negations (48). 
This may explain GPT-4’s difficulty with certain instructions, such as “not between 68 and 94 
words,” as the model may not adequately account for the negated range and generate a 
summary within that prohibited range. Although fine-tuning the models on negative sentences can 
improve their performance, it is important to note that handling negation remains a persistent 
challenge for LLMs in terms of generalization and understanding (49). When experimenting with 
LLMs of this type, future studies could convert negative statements to positive affirmations. For 
example, instead of stating “not between 68 and 94 words”, write “either less than 68 words or 
more than 94 words”. 
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This study was conducted with OpenAI’s GPT-4 LLM. Further research is required to determine if 
there is any additional bias in other LLMs and to identify the factors that contribute to this bias, 
including data, algorithms, and labeling by human annotators. Future investigations could also 
explore other dimensions of AI-based systems, such as creative tasks involving image 
generation. Adams et al. (7) demonstrated an addition bias in design tasks when participants 
were asked to add or remove elements to a mini-golf course. Our findings, which were based on 
a sample of participants from the U.S. with a good command of English, raise questions about 
linguistic generalizability. Previous research has highlighted the significance of language in 
comparative studies of American and Swedish adults (42). Further investigation is needed to fully 
understand the role of language as a potential moderator. 
 
In the end, how can biases in humans and LLMs be addressed? There is much debate 
surrounding this question (50, 51). Heuristics have proven useful in some cases (52). Algorithmic 
bias is nothing less than the reproduction of biases that are inherently human (20), although 
sometimes in an amplified way, as seen in this study. If the decision is made to mitigate the 
effects of the addition bias replicated in this study, several strategies can be employed. One way 
to mitigate bias in decision-making is to increase awareness of its potential impact. By 
recognizing the tendency to prioritize additive solutions, users can consciously consider 
subtractive options and strive for a more balanced approach to problem solving. When working 
with an LLM, it is important to explicitly request the consideration of subtractive solutions and to 
critically reflect on the LLM’s solutions as well as their accuracy. Otherwise, there is a risk of 
habitual acceptance of recommendations by LLMs (53). While defaulting to a search for additive 
ideas may often benefit users, it is not a reason to settle for acceptable additive changes provided 
by LLMs, other people, or oneself. Therefore, this is a call to consider comparable and sometimes 
superior subtractive alternatives, as well as to reevaluate one’s own and LLM’s solution behavior. 
 
Materials and Methods 
 
Participants and GPT-4. The study was approved by the ethics committee of the Leibniz-Institut 
für Wissensmedien in Tübingen. 

The human sample was collected through the online research platform Prolific (www.prolific.com) 
[initial survey: August 9-11, 2023, additional survey: September 7-10, 2023]. Inclusion criteria 
required subjects to have a good command of English and to be over 18 years of age. This 
setting was set to Prolific to avoid having to exclude any participants based on these criteria post 
hoc. A preliminary data filtering was carried out so that double participations were removed as 
preregistered. Furthermore, participants who did not consent to the study prerequisites or to the 
final submission of their data were not considered. During our pretest of the symmetry task, we 
observed responses that led us to believe that the participants were using external tools, such as 
LLMs, to complete the task. Therefore, we updated our preregistration before final data collection 
such that participants who lost focus on the experimental webpage during the task completion 
phase were excluded from the analysis and replaced. Loss of focus is defined as any scenario in 
which the experimental tab or window is not the active focus of the participant, e.g., when 
participants open other applications such as ChatGPT or the email inbox while working on the 
task. As technology continues to advance, the possibility of confounding variables arising from 
external tools that participants may use to complete experimental tasks has become increasingly 
important (54). Table S3 in the SI Appendix presents statistics on the number of participants 
excluded for each reason in each experiment. Additionally, we excluded participants who did not 
change the number of crosses or words from the original to the final grid or the final summary. 
Statistics on the number of excluded participants due to no change being made are also 
presented in Table S3 of the SI Appendix. This is because our main goal is to analyze addition 
bias, which requires additive or subtractive transformations to the original state.  
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Table S4 in the SI Appendix presents the demographic information for the final group of 
participants in the four experiments, including sample size, gender distribution, and age statistics. 
In our study, a total of 588 participants across four experiments were analyzed, predominantly 
identifying as male or female, with a mean age ranging from 34 to 37 years. 

On August 10, 2023, the study was conducted using GPT-4, performing 680 iterations. GPT-4 is 
a large multimodal language model developed by OpenAI and the fourth in the GPT series (46). It 
was released on March 14, 2023, and is based on both publicly available data and data licensed 
from third-party providers. However, no further details regarding the architecture (including model 
size), hardware, dataset construction, training computation, or training method are provided. The 
transformer-based model GPT-4 was pre-trained to predict the next token and fine-tuned by 
developers using reinforcement learning from human feedback. Studies show that GPT-4 is an 
improvement over the previous version, GPT-3.5, e.g., in text summarization, dialog generation 
and in understanding of complex information (55, 56). Due to the model’s high performance we 
chose GPT-4 for this study. The experiments were conducted using the following parameter 
values: The temperature parameter was maintained at 0.7, its default value. The maximum length 
of available tokens was set to 500, which was considered sufficient for GPT-4 to generate 
appropriate output for the given tasks. For both the symmetry task and the summary task, we 
used the “Zero-Shot” method (44). This method only involves providing instructions without 
examples. As with participants, we excluded GPT-4 iterations in which the number of crosses or 
words did not change from the initial to the final grid or summary. See Table S5 in the SI 
Appendix for statistics on the number of exclusions for this reason. 
 
A power analysis was conducted using G*Power 3.1 (57) to determine the sample sizes for the 
human samples. The effect size was specified in terms of the odds ratio. The odds ratios used for 
the calculation were based on the findings of Adams et al. (7). The power analysis indicated that 
a sample size of 170 is needed for the “solution efficiency” condition and a sample size of 166 is 
needed for the “valence of Instruction” condition to achieve 80% power, given the odds ratio of 
2.47 in the “subtraction neglect” condition and the odds ratio of 0.41 in the “valence of instruction” 
condition. Further information on the calculation of the sample size is documented in the 
preregistration (see https://osf.io/6pkwb). 
 
For each of the four experiments, we targeted a sample size of 170 participants and 170 
iterations with GPT-4. We preregistered that in the event of participant exclusions, replacements 
were made until at least 170 participants were surveyed. We specified that the number of 
iterations for GPT-4 had to match the human sample size. Because of unexpected participant 
exclusions during the first survey, we conducted an additional survey based on the exclusion 
rates of the previous survey. Even after the additional survey, the number of participants in all 
experiments but Experiment 2 was still less than 170. We did not collect any additional data after 
the additional survey. The exclusions of the GPT-4 iterations in which no change to the original 
state occurred were replaced by additional iterations that we had already collected in the first 
survey of GPT-4 iterations. 
 
Design. The study was conducted using an experimental design consisting of four experiments. 
Experiments 1 and 3 focused on solution efficiency in spatial and linguistic problems, while 
Experiments 2 and 4 focused on valence in spatial and linguistic problems. Additionally, the study 
included an agent factor to compare humans and GPT-4. In Experiments 1 and 2, we used a  
2 (agent: human vs. GPT-4) x 2 (solution efficiency: efficiency of addition and subtraction equal 
vs. subtraction more efficient than addition) between-subject design. The instructional valence 
was neutral. In Experiments 3 and 4 we used a 2 (agent: human vs. GPT-4) x 2 (valence of 
instruction: neutral vs. positive) between-subject design. The efficiency of addition and 
subtraction was equal. Participants were randomly assigned to only one condition in each 
experiment to prevent learning or training effects (58). Regarding the iterations of GPT-4, the 
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prompts were given independently with a new prompt each time to prevent any training effect in 
terms of fine-tuning. 
 
Material. For the data collection with the human participants, we used questionnaires that we 
created with SoSci-Survey. On the Prolific recruitment platform, we set the requirement that 
participants can only participate with a desktop computer, but not with a tablet or mobile phone. 
The questionnaires included two tasks: either a grid-based symmetry task or a summary task. 
Both tasked were adopted from Adams et al. (7). The grid within the symmetry task had to be 
adapted for implementation on SoSci-Survey and for input to GPT-4 in that the colored boxes 
were represented by “[X]” and the non-colored boxes were represented by empty brackets “[  ]”. 
For the summary task, the article by Adams et al. (7) was not suitable because their summary 
was created by study participants or GPT-3. Instead, an article comparable in terms of word 
count and its summary were taken from an English textbook. It is an article from the Australian 
Broadcasting Corporation entitled "'Thor' aircraft, capable of dropping 15,000 liters of water, 
arrives in NSW ahead of bushfire season" written by Nick Dole (59) and published in 2015. 
Vignettes of the symmetry task and the summary task, both in the “addition and subtraction 
equally efficient” condition with a neutral instruction valence, are provided in the SI Appendix. 
 
Procedure. For the human data collection, participants were required to read and agree to the 
participation information and data protection statement before each experiment. If the participant 
did not agree to this, the study ended without entitlement to remuneration. If the person agreed, 
the demographic data was entered. The task then appeared. Once the task had been completed, 
the study participants were given the opportunity to withdraw their data. Regardless of the 
withdrawal, the participants then received the compensation code and were redirected back to 
Prolific. The compensation was £0.50 for the symmetry task and £1.00 for the summary task. The 
median completion times in the first and the additional survey of all four experiments are shown in 
Table S6. For the data collection with the GPT-4 LLM, the prompts for the symmetry and 
summary tasks were input into GPT-4 separately via an API. 
 
Analysis. The study measured the categorical dependent variable, which is the type of solution 
strategy chosen, as either additive or subtractive. In the symmetry task, the final number of 
crosses within the grid’s boxes was used to determine whether the strategy was additive (more 
crosses than original grid) or subtractive (less crosses than original grid). In the summary task, 
the final number of words was used to determine whether the strategy was additive (more words 
than original summary) or subtractive (less words than original summary). 
 
As described, we conducted chi-squared tests and logistic regression analyses. To predict the 
chosen solution strategy, we used a binomial generalized linear model with a logit link function.  
 
For the coding of participants’ and GPT-4’s responses in the symmetry task, we used the same 
coding schema. We coded the final count of crosses within the grid’s boxes (called box count), 
the original box count, whether the final box count was unequal to the original box count, the 
solution strategy, the correctness of the solution, and whether it was the most efficient solution 
strategy within the chosen solution strategies, which is the strategy with the fewest steps. To 
code the participants’ and GPT-4’s responses in the summary task, we first calculated the final 
word count. Then, we applied the coding schema and coded whether the final word count was 
unequal to the original word count, the solution strategy, and whether the final word count was 
outside or within the forbidden word count range.  
 
The data and analysis scripts are available at https://osf.io/c78rm/ 
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Figure 1. We assigned the different tasks, symmetry task and summary task, as well as the  
manipulations of the solution efficiency or the valence of instruction to the four experiments. 
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Figure 2. Percentage of chosen additive solution strategy depending on solution efficiency 
(Experiments 1 and 2) or depending on valence of instruction (Experiments 3 and 4): GPT-4 vs. 
humans in symmetry task (Experiments 1 and 3) or in summary task (Experiments 2 and 4). 
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Table 1. Frequency of the chosen additive or subtractive solution strategy in humans and GPT-4. 
 

Chosen solution 
strategy 

Agent 

Total (n) Human (n) GPT-4 (n) 

Additive 335 481 816 
Subtractive 253 199 452 

Total 588 680 1268 
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SI Appendix 

Table S1. Exploratory analysis of the chosen solution strategy for each condition. 

  Chosen 
additive 

strategies 
(in %) 

Chosen 
subtractive 
strategies 

(in %) 

χ2 df p 

Human Experiment 1      

 Addition/subtraction 
equal 

65.7 34.3 6.58 1 .01 

 Subtraction more 
efficient 

29.2 70.8 11.22 1 < .001 

 Experiment 2      

 Addition/subtraction 
equal 

57.5 42.5 1.94 1 .16 

 Subtraction more 
efficient 

39.3 60.7 3.86 1 .05 

 Experiment 3      

 Valence neutral 63.3 36.7 4.27 1 .04 

 Valence positive 61.0 39.0 2.86 1 .09 

 Experiment 4      

 Valence neutral 65.1 34.9 7.53 1 < .01 

 Valence positive 73.5 26.5 18.33 1 < .001 

GPT-4 Experiment 1      

 Addition/subtraction 
equal 

54.1 45.9 0.58 1 .45 

 Subtraction more 
efficient 

69.4 30.6 12.81 1 < .001 

 Experiment 2      

 Addition/subtraction 
equal 

77.7 22.3 25.99 1 < .001 

 Subtraction more 
efficient 

90.6 9.4 56.01 1 < .001 

 Experiment 3      

 Valence neutral 45.9 54.1 0.58 1 .45 

 Valence positive 55.3 44.7 0.95 1 .33 

 Experiment 4      

 Valence neutral 76.5 23.5 23.82 1 < .001 

 Valence positive 96.5 3.5 73.42 1 < .001 
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Table S2. Overview of accuracy of solutions proposed by humans and by GPT-4. 

 

Human GPT-4 

Accurate 

Solutions (n) 

Inaccurate 

Solutions (n) 

Accurate 

Solutions (n) 

Inaccurate 

Solutions (n) 

Experiment 1     

Addition/subtraction 

equal 
65 (97.0%) 2 (3.0%) 2 (2.4%) 83 (97.6%) 

Subtraction more 

efficient 
52 (80.0%) 13 (20.0%) 2 (2.4 %) 83 (97.6%) 

Experiment 2     

Addition/subtraction 

equal 
74 (85.1%) 13 (14.9%) 15 (17.6%) 70 (82.4%) 

Subtraction more 

efficient 
73 (86.9%) 11 (13.1%) 13 (15.3%) 72 (84.7%) 

Experiment 3     

Valence neutral 58 (96.7%) 2 (3.3%) 1 (1.2%) 84 (98.8%) 

Valence positive 55 (93.2%) 4 (6.8%) 3 (3.5%) 82 (96.5%) 

Experiment 4     

Valence neutral 68 (81.9%) 15 (18.1%) 15 (17.6%) 70 (82.4%) 

Valence positive 72 (86.7%) 11 (13.3%) 57 (67.1%) 28 (32.9%) 
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Table S3. Detailed breakdown of human participant exclusions. 
 

 
Before 

exclusion 

Double 

partici-

pation 

No initial 

consent 

No final 

consent 

Page lost 

focus 

Equal 

box/word 

count 

Final 

sample 

Experiment 1        

Addition/subtraction equal 191 0 0 1 31 92 67 

Subtraction more efficient 124 1 1 3 19 35 65 

Total 315 1 1 4 50 127 132 

Experiment 2        

Addition/subtraction equal 107 0 0 0 17 3 87 

Subtraction more efficient 99 0 0 1 12 2 84 

Total 206 0 0 1 29 5 171 

Experiment 3        

Valence neutral 178 0 0 1 34 83 60 

Valence positive 174 0 0 1 28 86 59 

Total 352 0 0 2 62 169 119 

Experiment 4        

Valence neutral 107 0 1 0 17 6 83 

Valence positive 121 0 0 0 32 6 83 

Total 228 0 1 0 49 12 166 

 

  



 

 

24 

 

Table S4. Demographic characteristics of the participants for all four experiments. 
 

 n 

Gender Age (in years) 

Male Female 
Non-

binary 

Not 

specified 
M SD Range 

Experiment 1 132 63 63 6 0 34.0 10.9 18–67 

Experiment 2 171 79 88 3 1 37.2 12.3 20–75 

Experiment 3 119 65 50 4 0 35.1 10.8 19–68 

Experiment 4 166 79 83 3 1 37.0 12.0 19–74 

Note. One participant’s age was excluded from Experiment 4 due to an implausible value.
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Table S5. Detailed breakdown of GPT-4 iteration exclusions. 

 
Before  

exclusion 

Incomplete 

answers 

Equal  

box/word count 

Final  

sample 

Experiment 1     

Addition/subtraction equal 107 0 22 85 

Subtraction more efficient 94 0 9 85 

Total 201 0 31 170 

Experiment 2     

Addition/subtraction equal 91 0 6 85 

Subtraction more efficient 86 0 1 85 

Total 177 0 7 170 

Experiment 3     

Valence neutral 112 1 26 85 

Valence positive 112 1 26 85 

Total 222 2 52 170 

Experiment 4     

Valence neutral 89 0 4 85 

Valence positive 86 0 1 85 

Total 175 0 5 170 
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Table S6. Median completion times across the two surveys for all four experiments. 
 

 

Median time to complete the experiment  

(in minutes) 

First survey Additional survey 

Experiment 1 03:10 03:12 

Experiment 2 04:53 06:06 

Experiment 3 02:53 03:00 

Experiment 4 05:29 07:50 
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Vignettes 
 
The following section presents detailed vignettes that illustrate specific scenarios and tasks for 
the symmetry task and the summary task, each with the condition of “addition and subtraction 
equally efficient” with neutral instructional valence. The changes include shortening the 
instructions and changing “toggle the colour of any box” to “switch any field from [X] to [  ] or from 
[  ] to [X]” to make the instructions more understandable. 
 
 
Symmetry task. There is a digital 4-by-4 grid with columns labeled A through D from left to right 
and rows labeled 1 through 4 from top to bottom. You can switch any field from "[X]" to "[  ]" or 
from "[  ]" to "[X]". Below you can see the current pattern of fields. 
 
    A    B    C    D 

1 [X] [   ] [   ] [   ] 

2 [   ] [X] [X] [   ] 

3 [   ] [X] [X] [   ] 

4 [X] [   ] [   ] [   ] 

 
Your task is to change the pattern of the fields so that the grid is perfectly symmetrical from left to 
right and from top to bottom, that is, it must be exactly mirror symmetrical both horizontally and 
vertically. There are many technically correct solutions to this puzzle. However, your task is to 
create symmetry with as little switching as possible. 
 
Please describe how you solve the task in the following text box. 
 
[For humans, a text box was displayed here] 
[For GPT-4] Text box:  
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Summary task. Here is a short news article about fire fighting in New South Wales, Australia. 
Please read it carefully. 

'Thor' aircraft, capable of dropping 15,000 litres of water, arrives in NSW ahead of bushfire 
season 
(By Nick Dole, ABC News, Sep 1, 2015) 
The New South Wales Rural Fire Service has unveiled its newest firefighting tool, a massive 
water-bombing aircraft nicknamed Thor, ahead of the bushfire season. The plane has just arrived 
from North America for the Australian bushfire season and performed a practise water-bombing 
exercise near Richmond air base in north-west Sydney. The air tanker can drop more than 
15,000 litres of water or fire retardant on a blaze within a few seconds. It has a loaded cruising 
speed of 545 kilometres an hour, meaning it will be able to reach most fires in the state within one 
hour. Emergency Services Minister David Elliott said the aircraft would be a welcome sight for 
residents in fire-prone areas. "The people of NSW will be able to rest easy tonight, the first day of 
spring, knowing that Thor will be in the skies looking out for them," Mr Elliott said. RFS 
Commissioner Shane Fitzsimmons said the specially configured C-130 Hercules will dwarf the 
capability of the smaller water-bombing planes in the fleet. "This can carry five times the water of 
those machines," he said. "They can take off and land on airstrips of less than two kilometres, 
they're very versatile." The plane's pilot, Rickey Rau said Thor can fly fully loaded for at least five 
hours. "Depending on where the fire is, we can launch out of here fully loaded and do two to three 
runs on the fire before needing fuel," Mr Rau said. The plane will be based at the Richmond air 
base, but could also be moved to smaller bases at Williamtown, Tamworth, Dubbo and Canberra. 
The aircraft will be leased to NSW for two fire seasons as part of a $10 million State Government 
funding package. An ever bigger DC-10 air tanker will arrive in October. Commissioner 
Fitzsimmons said much of NSW was facing an "above normal" risk of bushfires this season. 
"That's largely caused by the moisture deficit," he said. He said there has been solid rainfall in 
recent months, but it was not likely to have a lasting effect. "With the onset of a strengthening El 
Nino still dominating the forecast for this season, the moisture is expected to be depleted fairly 
quickly, giving rise to a difficult fire season for 2015/16," he said. 
 
This is again the article you have just read. Below the article you will find a summary of the 
article. 
 
'Thor' aircraft, capable of dropping 15,000 litres of water, arrives in NSW ahead of bushfire 
season 
(By Nick Dole, ABC News, Sep 1, 2015) 
The New South Wales Rural Fire Service has unveiled its newest firefighting tool, a massive 
water-bombing aircraft nicknamed Thor, ahead of the bushfire season. The plane has just arrived 
from North America for the Australian bushfire season and performed a practise water-bombing 
exercise near Richmond air base in north-west Sydney. The air tanker can drop more than 
15,000 litres of water or fire retardant on a blaze within a few seconds. It has a loaded cruising 
speed of 545 kilometres an hour, meaning it will be able to reach most fires in the state within one 
hour. Emergency Services Minister David Elliott said the aircraft would be a welcome sight for 
residents in fire-prone areas. "The people of NSW will be able to rest easy tonight, the first day of 
spring, knowing that Thor will be in the skies looking out for them," Mr Elliott said. RFS 
Commissioner Shane Fitzsimmons said the specially configured C-130 Hercules will dwarf the 
capability of the smaller water-bombing planes in the fleet. "This can carry five times the water of 
those machines," he said. "They can take off and land on airstrips of less than two kilometres, 
they're very versatile." The plane's pilot, Rickey Rau said Thor can fly fully loaded for at least five 
hours. "Depending on where the fire is, we can launch out of here fully loaded and do two to three 
runs on the fire before needing fuel," Mr Rau said. The plane will be based at the Richmond air 
base, but could also be moved to smaller bases at Williamtown, Tamworth, Dubbo and Canberra. 
The aircraft will be leased to NSW for two fire seasons as part of a $10 million State Government 
funding package. An ever bigger DC-10 air tanker will arrive in October. Commissioner 
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Fitzsimmons said much of NSW was facing an "above normal" risk of bushfires this season. 
"That's largely caused by the moisture deficit," he said. He said there has been solid rainfall in 
recent months, but it was not likely to have a lasting effect. "With the onset of a strengthening El 
Nino still dominating the forecast for this season, the moisture is expected to be depleted fairly 
quickly, giving rise to a difficult fire season for 2015/16," he said. 
 
SUMMARY: 
According to ABC's Nick Dole, September 1st, the New South Wales Fire Service will use the first 
of two fire-fighting US-made air tankers this spring. Lack of moisture and El Nino signal more risk 
of fire. But the plane, reaching any fire in NSW quickly and dumping thousands of litres quickly, 
will make people feel safer. Fuel efficiency, range, speed, loading capacity and its ability to use 
short airstrips make it a singularly versatile fire-fighting tool. 
 
YOUR TASK: We would like you to edit this summary. For your convenience, we have pasted it 
into the box below. 
 
NOTE: The summary currently contains 76 words. The edited summary MUST NOT be between 
64 and 88 words long. 
 
[For humans, a text box was displayed here] 
 


