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In this work, we explore the generalities of the supercurrent diode effect. As an illustrative example,
we examine a model of a two-dimensional superconductor with Rashba-type spin-orbit coupling
under an in-plane magnetic field and in the clean limit, which realizes a helical phase. First, we
utilize Ginzburg-Landau phenomenology to derive a general formula for the diode efficiency. This is
achieved by incorporating higher gradient terms in the Lifshitz invariants, which are responsible for the
nonreciprocal superflow. Subsequently, we validate these results through microscopic diagrammatic
computation and further estimate correction terms arising from interband pairing correlations. We
provide a detailed comparison to prior investigations of this problem conducted within the framework
of the quasiclassical approximation based on the Eilenberger equation.

I. INTRODUCTION

The supercurrent diode effect (SDE) occurs in super-
conductors that lack inversion I and time-reversal T
symmetries (TRS), for example, due to the presence of
spin-orbit coupling (SOC) and magnetic fields, respec-
tively, see review Ref. [1] and references therein. Pro-
vided these symmetries are broken, critical supercur-
rents Jc+ and Jc− flowing in opposite directions do not
have to coincide in magnitude, namely Jc+ ̸= −Jc−.
Though the SDE has been proposed theoretically some
time ago [2, 3], it has been observed for the first time
only recently in layered heterostructures [4]. Nonre-
ciprocal transport, namely magnetochiral anisotropy [5],
enhanced by superconducting fluctuations was observed
in paraconductivity in a noncentrosymmetric monolayer
transition metal dichalcogenide 1H-MoS2 [6]. It can be
considered as a precursor effect as it requires breaking of
the same symmetries. The related Josephson diode ef-
fect (JDE) and anomalous Josephson effect (AJE) in con-
strictions and microstructures predicted theoretically in
Ref. [7] and Refs. [8–18] respectively, also found their
experimental confirmations in Ref. [19] and Ref. [20],
respectively.

The experimental discovery and subsequent observa-
tions of SDE [21–31] spurred theoretical considerations
of the microscopic origin of this effect [32–48]. It was
quickly realized that the original calculation of SDE in
[3] was incorrect as in the effective Ginzburg-Landau
(GL) functional it only kept an anomalous term linear in
the gradient (equivalently in the canonical momentum
of the Cooper pair), i.e. the Lifshitz invariant [3, 48–50].
While this term does break both I and T symmetries, in
the absence of higher-order terms its effect on the crit-
ical current is nullified by the nonzero momentum q0
of the Cooper pairs in the ground state of the system,

* J. H. and D. S. contributed equally to this work.

resulting in the so-called helical superconducting state
[50–54], akin to the FFLO state [55–57]. As a result, the
ground state is symmetric under an accidental inversion-
like symmetry I ′ : q+ q0 → −q+ q0, which is enough to
ensure that Jc+ = −Jc− and that the SDE vanishes.

To account for this issue, theoretical works that fol-
lowed the experimental observations of SDE included
anomalous GL terms cubic in the canonical momentum
[33–38, 58, 59]. However, inconsistent results were found
even in the simplest example of a helical superconductor:
a two-dimensiona (2D) Rashba superconductor in an in-
plane magnetic field with a pure s-wave pairing in the
strong SOC limit. While most works found a supercon-
ducting diode coefficient η def

= (Jc++Jc−)/(Jc+−Jc−) ∝√
Tc − T H to the leading order 2, where Tc is the criti-

cal temperature and H is the external in-plane magnetic
field. In Ref. [38] it was found that η = 0 within the GL
framework, and to linear order in H , provided terms of
fourth order in canonical momentum are included in the
GL free energy.

We address the inconsistency in the literature by red-
eriving the GL-theory for the helical Rashba supercon-
ductor from a microscopic model. We confirm the result
of Ref. [38] in a particular limit, and demonstrate that
more generally η ∝

√
Tc − T H3 to the leading order in

H . The subtle reason behind this lies in the insufficiency
of including terms of higher order in momentum to break
the I ′ symmetry to linear order inH , as we prove. How-
ever, this symmetry is only approximate, as higher order
terms in H , symmetry-allowed deviations from the per-
fect s-wave pairing, and interband pairing all break it,
thus resulting in a finite diodicity of superflow.

The rest of the paper is organized as follows. In Sec. II
we review the general GL theory of SDE and determine
the necessary order in canonical momentum needed to

2 In the presence of either inversion or time reversal, Jc− = −Jc+.
Note that some authors use the opposite sign convention for Jc−
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FIG. 1. A schematic plot of the free energy F (q) profile as a
function of the collective momentum q in the GL approximation
near the critical temperature.

compute the superconducting diode coefficient and de-
rive the formula for η in terms of the GL coefficients. In
Sec. III, we derive the GL coefficients for the particular
case of the s-wave Rashba superconductor in an in-plane
magnetic field for an arbitrary SOC strength. We then
prove that I ′ is an approximate symmetry in the strong
SOC limit and show that this is a very special property
of the s-wave Rashba superconductor. In particular, we
compute leading corrections to η due to cubic terms in
H , as well as the correction linear in H due to interband
pairing that is suppressed but non-zero in the limit of
strong SOC. We discuss the ramifications of our findings
for optimizing future superconducting diode designs in
Sec. IV.

II. GINZBURG-LANDAU THEORY OF SDE

In this section we review the phenomenology of SDE
in the Ginzburg-Landau framework. We start with the
general Ginzburg-Landau expression for the free energy
in the absence of I and T , as considered in e.g. Refs.
[34, 36, 38]:

f(∆, q) = α(q)∆2 + β(q)∆4 (1)

with α(q) =
∑

n αnq
n and β(q) =

∑
n βnq

n. This ex-
pression is obtained from the standard GL free energy
with the ansatz ∆(r) = ∆eiq·r. We take α0 = −A0t with
t = (Tc − T )/Tc being the reduced temperature, where
Tc is the critical temperature at zero magnetic field. The
absence of I and T is reflected by the presence of the
anomalous terms α2n+1, β2n+1 ̸= 0. The optimal order
parameter is found to be ∆(q) =

√
−α(q)/β(q), with the

condensation energy (expanding up to the fourth order
in q)

F (q) = −α
2(q)

4β(q)
≡ − α̃

2(q)

4
, (2)

FIG. 2. A schematic plot of a supercurrent corresponding to
the free energy profile depicted in Fig. 1.

with α̃(q) =
∑

n α̃nq
n 3. The supercurrent can then be

obtained as J(q) = 2∂qF (q) = −α̃∂qα̃/β0 [34]. In the
generic case, F (q) has two maxima at q± correspond-
ing to α̃(q±) = 0, at which F (q±) = J(q±) = 0, and no
superconductivity exists for q > q+ and q < q−. F (q)
also has a nontrivial minimum with J(q0) = 0 at some
finite q0 when ∂qα̃ = 0 (see Fig 1). Between the mini-
mum and the maxima of F (q), J(q) thus reaches a max-
imum and a minimum values Jc+ and Jc−, respectively,
at some momenta qc± determined by solving ∂qJ(q) = 0,
or equivalently α̃∂2q α̃ = −(∂qα̃)

2 (see Fig 2).
With the accuracy up to the third order in the anoma-

lous terms α̃2n+1 one finds,

q0 = − α̃1

2α̃2
+
α̃2
1(2α̃1α̃4 − 3α̃2α̃3)

8α̃4
2

. (3)

In the presence of inversion symmetry or TRS the anoma-
lous terms vanish and q0 = 0, as expected. When both
are broken, the Cooper pairs carry momentum q0 ̸= 0 in
the ground state, which is therefore a helical supercon-
ductor [50–52]. It is then natural to expand in powers of
δq = q − q0, which yields

α̃(q) = a0 + a2δq
2 + a3δq

3 + . . . (4)

The phase transition occurs when a0(Tc) = 0. Observe
that if we keep terms only up to the quadratic order,
F (q) (J(q)) is even (odd) under Iq0 : δq → −δq, such
that Jc+ = −Jc− (and qc+ = −qc−), and the SDE van-
ishes. To capture the SDE, it is therefore necessary (and
sufficient) to work up to the cubic order in δq, which
close to the phase transition is restricted to be between
δq± ≈ ±

√
−a0/a2. Note that close to the phase transi-

tion, q± → q0, such that the relevant range of δq shrinks,

3 We also assume β(q) > 0 for all relevant q; otherwise higher-order
terms in ∆ need to be included.
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so the approximation becomes better closer to the phase
transition.

Equipped with that approximation, it is possible to
solve analytically for the critical supercurrents. The
equation α̃∂2q α̃ = −(∂qα̃)

2 becomes, to the third order
in δq,

a0a2 + 3a0a3δq + 3a22δq
2 + 10a2a3δq

3 = 0 (5)

with two real solutions for δq:

δqc± = ±
√

−a0
3a2

+
a0a3
18a22

. (6)

Plugging this into the expression for the current, we find

Jc± =
4a20a3
9a2

±
4(−a0)3/2

√
a2

3
√
3

, (7)

and the superconducting diode coefficient is given by

η =

√
−a0a3√
3a

3/2
2

. (8)

Note that these expressions are valid to any order in the
anomalous terms. To the cubic order in the anomalous
terms, we have

a0 = α̃0 −
α̃2
1

4α̃2
, (9a)

a2 = α̃2 +
3α̃1(α̃1α̃4 − α̃2α̃3)

2α̃2
2

, (9b)

a3 = α̃3 −
2α̃1α̃4

α̃2

+
α̃2
1(2α̃1α̃

2
4 + 5α̃2

2α̃5 − 5α̃1α̃2α̃6 − 3α̃2α̃3α̃4)

2α̃4
2

. (9c)

It is noteworthy that going to the third order in the
anomalous terms requires going to the sixth order in
δq, while it is sufficient to go to the fourth order in δq
if working to the first order in the anomalous terms, as
found in Ref. [38] (in general, working to the nth order
in the anomalous terms requires working to the (n+3)rd

order in δq). The coefficients α̃n can be obtained in terms
of αn and βn, but the expressions are lengthy (it is suffi-
cient to keepn ≤ 6). To the linear order in the anomalous
terms and the leading order in a0 = α0/

√
β0, we have

a2 = α2/
√
β0 and

a3 ≈ 2α2α3β0 − 4α1α4β0 − α2
2β1 + α1α2β2

2α2β
3/2
0

, (10)

while β3 and β4 do not enter the expression for η:

η =
2α2α3β0 − 4α1α4β0 − α2

2β1 + α1α2β2

2
√
3α

5
2
2 β0

√
−α0. (11)

One should observe that to this order in the anomalous
terms, a3 = 0 if α̃2α̃3 = 2α̃1α̃4 and the SDE vanishes; this
was found to be the case for the Rashba superconductor
considered in Ref. [38].

B
(a) (b)

kx

ky

kx

ky

FIG. 3. A schematic plot of the band structure and spin tex-
ture in the Rashba-Zeeman system with arrows denoting the
spin orientation at the two spin split Fermi circles. (a) At zero
Zeeman spin interaction, B = 0 the two chiral bands are char-
acterized by a winding ±1 of the spin texture as one encircles
the Fermi lines. (b) When a small B field is introduced the two
Fermi surfaces move toward each other in opposite directions
perpendicular to the applied field. When Zeeman splitting is
relatively weak the chiral bands preserve a nontrivial winding,
which becomes trivial in the opposite limit of the dominant
Zeeman spin splitting.

III. MICROSCOPIC CALCULATION OF GL
COEFFICIENTS IN THE HELICAL RASHBA

SUPERCONDUCTOR

A. Model

In this section we derive the coefficients of the GL
theory for 2D noncentrosymmetric metals from micro-
scopic theory by means of the Feynman diagram tech-
nique and, with the help of these coefficients investigate
the influence of an external magnetic field on the critical
current of the superconductor and consequently the su-
perconducting diode coefficient η. The space inversion
symmetry is broken by the presence of Rashba-type SOC
term in the one-particle Hamiltonian [60]

HSO = αR([p× c] · σ), (12)

where p is the particle momentum, c is the unit vector
along the direction of the asymmetric potential gradient
perpendicular to the 2D metal,σ is the Pauli spin matrix-
vector, and the parameter αR denotes the strength of the
spin-orbit interaction, which has units of velocity. Here
and hereafter, we use natural units in which ℏ and Boltz-
mann’s constant kB are set to unity. By lifting the spin
degeneracy of the conduction electrons, the SOC forms
two energy branches with positive and negative helicities
(the projection of the spin of an electron with momen-
tum p on the direction c×p) with energies which, on the
assumption of the isotropic electron mass, are ϵ±(p) =
p2

2m ±αRp. So, the states of positive and negative helicity
acquire different energies, see Fig. 3 for the illustration.

We emphasize that the SOC constant αR enters the
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FIG. 4. The diagrammatic equation for ∆αβ(r). Here λs

is the pairing constant, a thick clockwise fermion line de-
notes G(11) (iωn|r1, r2), while an anticlockwise line denotes
G(22) (iωn|r1, r2) defined by Eqs. (14) and (15) and the super-
script t denotes matrix transposition.

problem through two parameters in the clean limit:

δ =
mαR

pF
and κ =

αRpF
πTc

, (13)

where m is the electron effective mass, pF is the Fermi
momentum in the absence of SOC. The parameter δ is
assumed to be small so in equations all powers of δ in
excess of the first have been ignored. But the parameter
κ does not limit the theory and is allowed below to take
any value in contrast to the earlier theoretical works in-
volving the SDE [37, 38] where the limit of κ → ∞ was
taken from the outset. We closely follow Edelstein’s ap-
proach [3, 61] in calculating the GL coefficients from the
microscopic perspective in part because this approach
allows us to analyze the SDE for arbitrary values of the
parameter κ and it is free from the additional approxi-
mations of a semiclassical method.

B. Diagram technique and calculation

The starting point of our analysis is the usual BCS self-
consistency equation for the order parameter, ∆γρ(r) =
gγρ∆(r), g = iσy . Here we assumed an s-wave pairing.
For the purposes of deriving an effective GL functional
we expand the self-consistency equation in powers of
∆(r). This expansion procedure is depicted diagram-
matically on Fig. 4. The building blocks of the diagram-
matic series include matrix Green’s function

Ĝαβ (iωn|r1, r2)

=

(
G(11) (iωn|r1, r2) 0

0 G(22) (iωn|r1, r2)

)
αβ

,
(14)

which is depicted by thick lines and represents the sys-
tem in the normal state subject to the applied magnetic
field. It obeys the following Dyson equation:

Ĝ (iωn|r1, r2) =Ĝ(0) (iωn|r1 − r2) +

∫
r

Ĝ(0) (iωn|r1 − r)

× V̂ (r)Ĝ (iωn|r, r2) .
(15)

FIG. 5. Loop diagrams for the GL functional.

Here Ĝ(0) (iωn|r1 − r2) is the Green’s matrix function of
the clean system without the external field, which can
be found from the equation of motion(

iωn −H (−i∇1) 0
0 iωn −Ht (i∇1)

)
βκ

× Ĝ(0)
κρ (iωn|r1 − r2) =

(
1 0
0 1

)
δ (r1 − r2) δβρ,

(16)

with the Hamiltonian

Hβγ(−i∇) = −∇2

2m
δβγ + αR(−i∇× c) · σβγ . (17)

Here ωn = πT (2n + 1) with n ∈ Z are fermion Mat-
subara frequencies and the superscript t denotes matrix
transposition. For simplicity, we have assumed that the
spectrum of the electrons in the absence of HSO and the
interparticle interaction is isotropic.

The convolution term in the Dyson equation (15) con-
tains a matrix

V̂αβ(r) =

(
Vαβ(r) 0

0 −V t
αβ(r)

)
(18)

that takes into account the effect of the magnetic field
B(r),

Vγρ(r) = µBσγρ ·B(r), (19)

where µB is the Bohr magneton.
The equation for ∆̂ obtained in Fig. 4 corresponds to

a minimum of thermodynamic potential

δΩ

δ∆∗(r)
= 0 (20)

which takes the usual form

Ω =
1

λs

∫
r

|∆(r)|2 + 1

2
Φ2 +

1

4
Φ4. (21)

Here λs is the pairing constant, Φ2 and Φ4 are quadratic
and quartic functionals of ∆̂(r), respectively, defined di-
agrammatically in Fig. 5. The next technical task is to
expand the diagrams of Fig. 5 into a series in the small
external field B(r).

As a result, the functional Φ2 transforms into a sum
of the conventional term Φ2.c and the anomalous term
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FIG. 6. Diagrammatic representation for Φ2.c (top row) and
Φ2.an (bottom row). The solid square denotes V (r) if it is
placed on a clockwise solid line, whereas being placed on an
anticlockwise line it denotes −V t(r).

FIG. 7. Diagrams of the Fig. 6 in the momentum space repre-
sentation.

Φ2.an presented by diagrams in Fig. 6. Unlike Fig. 5,
thin solid lines in Fig. 6 correspond to the normal sys-
tem but without the magnetic field term in the Green’s
function. The solid square denotes V (r) if it is placed
on a clockwise solid line, whereas being placed on an
anticlockwise line it denotes −V t(r).

Diagrams corresponding to the functional Φ4 can be
represented in exactly the same way. The conventional
term Φ4.c can be obtained by replacing the thick solid
lines in Fig. 5 by thin solid lines and the anomalous term
Φ4.an can be obtained from Φ4.c by attaching one V (r) or
one −V t(r) solid square in any one of the four thin solid
lines of theΦ4.c diagram, depending on whether the thin
solid line is clockwise or anticlockwise respectively.

The relation between the momentum and coordinate

representations in the presence of the SOC has the form

Ĝ(0)
κρ (iωn, r− r′) =∫
p

eip·(r−r′)
(
G (iωn,p) 0

0 −Gt (−iωn,−p)

)
κρ

, (22a)

Gκρ (iωn,p) =
∑
ν=±

Π(ν)
κρ (p)G(ν) (iωn, p) , (22b)

Π(±)(p) =
1

2

(
σ0 ±

(p× c) · σ
|p× c|

)
. (22c)

Here
∫
p
=
∫

d2p
(2π)2 , Π(±)(p) is the operator of projection

onto states with a definite helicity,

G(ν) (iωn, p) =
[
iωn − ξ(ν)(p)

]−1
, (23)

and ξ(±)(p) = ϵ±(p)− µ. This Green function in Eq. (22)
is the basic tool for subsequent work. The only signifi-
cant difference between the diagram technique here and
the standard one is in the spinor structure of the Green
function and the changed form of the velocity operator,

vβγ(p) = i [Hβγ(p), r] =
p

m
δβγ + αR(c× σ)βγ (24)

which, along with the usual scalar part, also has a spin
component. For the following, it is convenient to also
introduce the reversed Green’s function,G(r)

κρ (iωn,p) via
the equation

−Gt
κρ (−iωn,−p) = gtκγG

(r)
γβ (iωn,p) gβρ. (25)

Then

G(r)
κρ (iωn,p) =

∑
ν=±

Π(ν)
κρ (p)G

(r)
(ν) (iωn, p) , (26a)

G
(r)
(ν) (iωn, p) =

[
iωn + ξ(ν)(p)

]−1
. (26b)

In deriving Eqs. (26), use has been made of the equality

gΠt(±)(−p)gt = Π(±)(p), (27)

which is a consequence of the readily verifiable identity
gσtgt = −σ. Eq. (19) in momentum space take the form

Vβγ(r) → Vβγ(q) = µBσβγ ·B(q) (28)

As we can observe in the momentum representation,
clockwise-directed fermion lines of a diagram become
Gβγ (iωn,p) while anticlockwise-directed lines become
−Gt

ρζ (−iωn,−p). Thus the diagrams of Fig. 6 are con-
verted to the diagrams in Fig. 7 in the momentum rep-
resentation.

There is yet one more perturbation energy which has
to be taken into account, that is the Doppler energy
HD(p,q) = 1

2q · v(p), acquired by the electron of mo-
mentum p by interaction with the external field (or with
the order parameter) bearing momentum q. Since all
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FIG. 8. Diagrammatic representation of Eq. (29).

the Bose-type fields (B and ∆̂) are assumed to be slowly
varying over space, the momenta with which they enter
the diagrams are much smaller than both pF and ξ−1

0 .
Therefore, these two energies can be considered as small
perturbations. So, the Green’s functions can be safely ex-
panded into a series of small parameters q/pF and q′/pF
as

G(0) (iϵn,p+ q)

= G(0) (iϵn,p) +G(0) (iϵn,p) [q · v(p)]G(0) (iϵn,p) + · · ·
(29)

or in the diagram language as shown in Fig. 8.
Thus the q−expansion of the diagrams in Fig. 7 cor-

responding to Φ2.c and Φ2.an can be carried out. We
can also neglect the q′ dependence of the magnetic field
considering small applied magnetic field. From the GL
analysis, the only pertinent diagrams for the supercon-
ducting diode coefficient η to linear order in magnetic
field are obtained by the q−expansion of the diagrams
upto O

(
q4
)
. Because the diagrams odd(even) in q in the

q−expansion of Φ2.c (Φ2.an) can be shown to vanish, the
nonvanishing diagrams corresponding to Φ2.c and Φ2.an

upto O
(
q4
)

are depicted in Figs. 9-11.
The q−expansion of the diagrams corresponding to

Φ4.c and Φ4.an can be obtained similarly and they are
shown in Figs. 12 and 13. Note that in Fig. 13 we
have attached the V solid square to only one of the
four thin solid lines of the diagrams corresponding to
Φ4.an. Four such analogous set of diagrams obtained
by attaching the V solid square to any of the other
three thin solid lines of the diagrams corresponding
to Φ4.an can be shown to each contribute equally to Φ4.an.

Calculating the diagrams using Edelstein’s approach
(see Appendices A, B and C) and comparing Eq. (1) with
Eq. (21) yields the following for the coefficients of α(q):

α0 = −ν
(
Tc − T

Tc

)
, (30a)

α1 = −ναR

2
([h× q̂] ·c)

∑
ωn>0

2πT (αRpF )
2

ω3
n

[
ω2
n + (αRpF )

2
] , (30b)

α2 =
νv2F
8

∑
ωn>0

2πT

ω3
n

, (30c)

FIG. 9. The contribution corresponding to Φ2.c to zeroth order
in the magnetic field. Here, all the clockwise lines have the
momenta p and all the anticlockwise lines have the momenta
−p. The small circles all represent q · v(p) if they appear on a
clockwise line, −q · vt(−p) if they appear on an anticlockwise
line.

FIG. 10. The contribution of the first diagram corresponding
to Φ2.an to first order in the magnetic field.

α3 =
ναRv

2
F

32
([h× q̂] · c)×

2πT
∑
ωn>0

15ω4
n (αRpF )

2
+ 17ω2

n (αRpF )
4
+ 6 (αRpF )

6

ω5
n

[
ω2
n + (αRpF )

2
]3 ,

(30d)
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FIG. 11. The contribution of the second diagram corresponding
to Φ2.an to first order in the magnetic field.

FIG. 12. The contribution corresponding toΦ4.c to zeroth order
in the magnetic field upto O

(
q4
)
. Here, we have assumed

q = q1 = q2.

α4 = −3νv4F
128

∑
ωn>0

2πT

ω5
n

, (30e)

and the coefficients of β(q) are as follows:

β0 =
ν

4

∑
ωn>0

2πT

ω3
n

, (31a)

β1 =
ναR

4
([h× q̂] · c)×

2πT
∑
ωn>0

3 (αRpF )
4
+ 5 (αRpF )

2
ω2
n

ω5
n

[
ω2
n + (αRpF )

2
]2 , (31b)

FIG. 13. The contribution corresponding to Φ4.an to first order
in the magnetic field upto O(q). Here, we have assumed q =
q1 = q2 and V is independent of q3.

FIG. 14. Numerical plot of f (κ) as defined in Eq. (32b).

β2 = −3νv2F
16

∑
ωn>0

2πT

ω5
n

, (31c)

β3 = −ναRv
2
F

64
([h× q̂] · c)

∑
ωn>0

2πT (αRpF )
2

ω7
n

[
ω2
n + (αRpF )

2
]4×

[45(αRpF )
6 + 176ω2

n(αRpF )
4 + 253ω4

n(αRpF )
2 + 154ω6

n],

(31d)

β4 =
45νv4F
512

∑
ωn>0

2πT

ω7
n

, (31e)

where ν = m
2π is the density of states of a simple parabolic

band in 2D, h = µBB, and q̂ is the unit vector along q.
As the final step, we can compute the Matsubara sums

above (see Appendix D) and derive an expression for the
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SDE coefficient η. This calculation can be carried out for
the arbitrary value of κ. We find the following result

η =
δ

7
√
42ζ3(3)

(
[h× q̂] · c

πTc

)√
Tc − T

Tc
f (κ) , (32a)

where

f (κ) =
1

κ4

[
14κ2ζ (3) + 16Re

(
ψ

(
1

2
+
iκ

2

)
− ψ

(
1

2

))
+8κRe

(
iψ(1)

(
1

2
− iκ

2

))
− κ2 Re

(
ψ(2)

(
1

2
+
iκ

2

))]
.

(32b)

This formula represents the leading order contribution
obtained perturbatively in δ ≪ 1 and t = (Tc − T )/Tc ≪
1. The profile of the dimensionless function f(κ) is
shown on Fig. 14. It displays a nonmonotonic depen-
dence with the gradual increase followed by a fall off
with the maximum at κ ∼ 1. Eq. (32a) is the main result
of this work. For κ ≫ 1, or equivalently αRpF ≫ Tc,
using the proper asymptote of the digamma function ψ,
one finds

η ≈ 2√
21ζ(3)

δ

κ2

(
[h× q̂] · c

πTc

)√
Tc − T

Tc
. (33)

The numerical prefactor here takes the value ≈ 0.2815.
In the opposite limit, κ≪ 1, or equivalently αRpF ≪ Tc,
one finds

η ≈ 635ζ(7)

56
√
42ζ3(3)

δκ2
(
[h× q̂] · c

πTc

)√
Tc − T

Tc
, (34)

with the numerical value of the prefactor ≈ 1.3387.

C. Strong SOC Limit and the Approximate Inversion
Symmetry

In the limit of strong SOC and large pF , as considered
in [36, 38, 58, 59], the interband pairing tends to zero
and can therefore be neglected. This greatly simplifies
the computation as one can work in the helical basis to
obtain closed form expressions for the GL coefficients:

α(q) =

[∑
λ

∫
νλ
4π

[
− ln

1.13Λ

T
+𭟋

(
δξλ
T

)]
dθk

]Tc,q=0

T

(35)

β(q) =

∫ ∑
λ

νλ
128π3T 2

ψ(2)

(
1

2
− iδξλ

4πT

)
dθk (36)

where

𭟋 (x) = Re
[
ψ

(
1

2
+
ix

2π

)
− ψ

(
1

2

)]
, (37)

ψ(x) is the digamma function, ψ(2)(x) = ∂2xψ(x), and

δξλ(θk;q) = ξλ(k+ q/2)− ξλ′(−k+ q/2)

= 2λh sin θk + vF q cos(θk − θq) (38)

The equations, which also neglect corrections to the form
of the gap function due to simultaneous presence of the
magnetic field and finite momentum pairing (discussed
below), are valid to leading order in h/(αRpF ), q/pF , and
αR/vF . Expanding in q and carrying out the elementary
integrations reproduces the leading terms in αn and βn
obtained above.

We now prove that both α(q) and β(q) as given in Eq.
(35-36) (and thus also F (q)) are approximately symmet-
ric under I ′ : q+ q0 → −q+ q0 to linear order in h. First,
we note that

α(q) =
∑
λ,n

∫
νλAn[2λh sin θk + vF q cos(θk − θq)]

2ndθk

≈
∑
λ,n

∫
νλAn[vF q cos(θk − θq)]

2n−1×

× [4nλh sin θk + vF q cos(θk − θq)]dθk , (39)

where the second line is valid to linear order in h. It
follows that, assuming as we later confirm that q0 is itself
of order h,

α(−q+ 2q0) ≈
∑
λ,n

∫
νλAn[vF q cos(θk − θq)]

2n−1×

× [−4nλh sin θk + vF (q + 4nq0) cos(θk − θq)]dθk =

=
∑
n

∫
An[vF q cos(θk − θq)]

2n−1×

× [−4n∆νh sin θk + νvF (q + 4nq0) cos(θk − θq)]dθk .
(40)

Note furthermore that∫ 2π

0

cos2n−1(θ−θ′) sin θdθ = sin θ′
∫ 2π

0

cos2n(θ−θ′)dθk .

(41)
Consequently, α(−q+ q0) = α(q+ q0) to linear order
in h if q0 = −(∆ν/ν)h sin θq. The same proof applies
to β(q), and subsequently F (−q+ q0) = F (q+ q0) +
O(h3).

We observe that two features of the Rashba supercon-
ductor are vital for the proof to go through. First, it is
crucial that the Fermi velocities are equal for the two he-
lical bands at the Fermi momenta. Second, in the case
of general SOC, HSO = g(k) · σ, the term λh sin θk is
to be replaced by λh × ĝ(k). The proof of approximate
inversion symmetry of the GL free energy only holds if
h × ĝ(k) ∝ cos(θk − θ0). It follows that the only type
of SOC for which I ′ is an approximate symmetry in the
limit of strong SOC and large pF is precisely the Rashba-
type SOC (including the possibility of a radial Rashba
SOC).
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Secondly, in the above calculation we also assume the
form of the order parameter is the same as that con-
sidered in [38], which is also key to preserving the ap-
proximate inversion symmetry: this is the only pairing
that results in equal intraband pairing order parameters
on both helical bands. When the intraband pairing is
unequal on different bands, both α(q) and β(q) are ap-
proximately symmetric but under two different inversion
symmetries about different momenta q0 and q′0, such that
F (q) is not approximately symmetric under any inver-
sion symmetry (see Appendix E). In other words, a great
degree of fine-tuning is necessary to obtain the approx-
imate inversion symmetry even in the extreme strong
SOC limit. Importantly, the order parameter assumed
in [38] is not in general self-consistent and does not cor-
respond to pure s-wave spin-singlet pairing in the pres-
ence of the in-plane magnetic field and finite momentum
pairing. However, although this leads to corrections to
the superconducting diode coefficient even if only intra-
band pairing is assumed, as we discuss in Appendix E
the intraband corrections turn out to be of higher order
in h/κ, and corrections due to interband pairing turn out
to be of lower order. Both types (inter- and intra-band) of
such symmetry-breaking corrections are included in our
result for s-wave singlet pairing in Eq. (32a) and explain
why we find a non-zero superconducting diode effect.

IV. DISCUSSION

In this work, we have examined the supercurrent diode
effect in a paradigmatic model of a superconductor with
the Rashba-type spin orbit coupling and Zeeman spin
splitting in the clean limit. For this purpose, we uti-
lized both a phenomenological method grounded in
the Ginzburg-Landau formalism and a microscopic ap-
proach employing diagram techniques. By doing so,
we reconcile results of prior works and clarify previ-
ously considered limiting cases. Furthermore, we extend
our calculations to parameter regimes not previously ex-
plored in the literature for this problem. In particular,
our main result defined by Eqs. (32a)–(32b) gives diode
coefficient for an arbitrary relation between the spin-
orbit splitting ∆SO = αRpF and critical temperature Tc.

While our results are perturbative with respect to the
strength of Zeeman spin splitting, ∆Z ∝ B, we are
able to make rather generic statements about the ex-
pected behavior of the supercurrent diode coefficient
across varying values of spin-orbit splitting ∆SO rela-
tive to ∆Z. Specifically, we argue that the supercurrent
diode effect is suppressed in both limits: ∆Z/∆SO ≪ 1
and ∆Z/∆SO ≫ 1. This suppression arises due to the in-
terplay between spin-orbit and Zeeman interactions, in-
fluencing the spin texture of spin-split subbands, which

is determined by the ratio ∆Z/∆SO. For ∆Z/∆SO < 1,
the spin texture exhibits nontrivial winding, whereas for
∆Z/∆SO > 1, the spin texture is topologically trivial, see
Fig. 3. We note that the two-band semiclassical approach
assumes that ∆SO exceeds the Zeeman splitting, as well
as vF q. The condition ∆Z/∆SO = 1 denotes the point of
topological transition where the maximal effect is antic-
ipated. This effect is further magnified by singularities
in the density of states resulting from the touching of
spin-split Fermi surfaces accompanying this transition.
We expect this singularity to be smeared either by the
finite-temperature effect or impurity scattering, but en-
hancement factor to survive. Additionally, our recent
work on superconducting multilayers [62] and ongoing
considerations of the Rashba model suggest that SDE
survives in the impure superconductor, however in dif-
fusive limit it is further suppressed in Tcτel ≪ 1, where
τel is elastic scattering time on impurities.
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Appendix A: Auxiliary equalities

We provide a list of equalities in this Appendix that
will be applied to the subsequent evaluation of the dia-
grams. The following are some angle integrals:

S
(µν)
mj =

∫
dp̂

2π
Tr
{
σmΠ(µ)(p)vj(p)Π

(ν)(p)
}

=
1

2
εmjsc

s

(
p
m + αR αR

αR − p
m + αR

)(µν)

,

(A1)

P
(µν)
ij =

∫
dp̂

2π
Tr
{
vi(p)Π(µ)(p)vj(p)Π(ν)(p)

}
=
1

2
δ⊥ij

( (
p
m + αR

)2
α2
R

α2
R

(
p
m − αR

)2
)(µν)

,

(A2)
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P
(µνβλ)
ijkl =

∫
dp̂

2π
Tr
{
vi(p)Π(µ)(p)vj(p)Π(ν)(p)vk(p)Π(β)(p)vl(p)Π(λ)(p)

}
=

1

64

(
δ⊥ijδ

⊥
kl + δ⊥ikδ

⊥
jl + δ⊥il δ

⊥
jk

) ( p
m

)3 [( p
m

)
(1 + µν + µβ+ + µλ+ νβ + νλ+ βλ+ µνβλ) + 4αR(µ+ ν + β+

+λ+ µνβ + µνλ+ µβλ+ νβλ)] +O
(
α2
R

)
,

(A3)

where we have introduced the notation, δ⊥ij = δij − cicj .

S
(µνβλ)
mijk =

∫
dp̂

2π
Tr
{
σmΠ(µ)(p)vi(p)Π

(ν)(p)vj(p)Π
(β)vk(p)Π

(λ)(p)
}

=
1

64

( p
m

)3
(µ+ ν + β + λ+ µνβ + µνλ+ µβλ+ νβλ)ca

(
εamkδ

⊥
ij + εamiδ

⊥
jk + εamjδ

⊥
ik

)
+

1

16
αR

( p
m

)2
cl
[(
εlmkδ

⊥
ij + εlmiδ

⊥
jk + εlmjδ

⊥
ik

)
+ µν

(
3

2
εlmkδ

⊥
ij −

1

2
εlmiδ

⊥
jk +

3

2
εlmjδ

⊥
ik

)
+ 2µβεlmkδ

⊥
ij

+ µλ

(
1

2
εlmkδ

⊥
ij +

1

2
ϵlmiδ

⊥
jk +

1

2
εlmjδ

⊥
ik

)
+νβ

(
3

2
εlmkδ

⊥
ij +

3

2
εlmiδ

⊥
jk − 1

2
εlmjδ

⊥
ik

)
+ 2νλεlmiδ

⊥
jk + βλ

(
−1

2
εlmkδ

⊥
ij +

3

2
εlmiδ

⊥
jk +

3

2
εlmjδ

⊥
ik

)
+ µνβλ

(
2εlmjδ

⊥
ik

)]
+O

(
α2
R

)
,

(A4)

The radial integrals below should be evaluated up to
terms linear in δ = αR/vF . Because energy bands of
electrons with positive and negative helicities are differ-
ent, ξ(λ)(p) = ξ + λαRp (ξ = p2

2m − µ) with λ = ±1,
there are two Fermi momenta at a given p, whose val-
ues with the adopted accuracy are pλ ≈ pF [1 − λδ].
Near these momenta, the energy branches behave as
ξ(λ)(p) ∼= ξ[1 + λδ] + λαRpF . Also, with the same ac-
curacy, p(ξ)

pF

∼= 1 − λδ +
ξ(λ)

vF pF
for |p− pλ| ≪ pF , and

dξ
dξ(λ)

∼= [1 − λδ]. The above relations allow one to show
the validity of the following integrals up to O(δ):∫

dξ

2π
G2

(µ)

[
G

(r)
(µ)

]2
= 2

1− µδ

(2 |ωn|)3
, (A5a)

∫
dξ

2π
G3

(µ)G
(r)
(µ)

( p
m

)2
= v2F

1− 3µδ

(2 |ωn|)3
, (A5b)

∫
dξ

2π
G5

(µ)G
(r)
(µ)

( p
m

)4
= v4F

1− 5µδ

(2 |ωn|)5
, (A5c)

∫
dξ

2π

[
G

(r)
(µ)

]4
G2

(µ)

( p
m

)2
= −4v2F

1− 3µδ

(2 |ωn|)5
(A5d)

Similarly, the following integrals are valid up to O
(
δ0
)
:∫

dξ

2π
G(µ)G

(r)
(µ)G(−µ)G

(r)
(−µ) =

1

4 |ωn| [|ωn|2 + (αRpF )2]
.

(A6)

Appendix B: Anomalous diagrams in Figs. 10, 11 and 13

In this Appendix, we evaluate anomalous contribu-
tions to the thermodynamic potential Φ2.an and Φ4.an

represented by the diagrams in Figs. 10, 11 and 13. Each
of these diagrams can be decomposed into a product
of two factors. The first of these S (it will be called
the slow factor) stems from the integration of functions
that slowly vary in coordinate space: the magnetic field
B(q′), and the gap function ∆(q). Arguments of these
functions in momentum space will be called slow vari-
ables. The second factor Q (it will be called the quick
factor) appears as a result of integration over the mo-
mentum p (or p and p′) of the fermion lines, taking a
trace (in the clockwise direction) over spin variables of
all entities entering an electron loop and summing over
the fermion frequency ωn.

1. Evaluation of the diagram in Figs. 10(1q) and 11(1q)

The slow factor S2.an(1q) common in Figs. 10(1q) and
11(1q) is given by

S2.an(1q) =

∫
q

hm|∆(q) |2qj , (B1)

where h = µBB. Its quick factor Q2.an(1q) is given by

Q2.an(1q) =T
∑
ωn

∫
p

Tr{σmG (iωn,p)G
(r) (iωn,p)

× vj(p)G
(r) (iωn,p)G (iωn,p)}

(B2)

where ∫
p

= 2πν

∫
dξ

2π

∫
dp̂

2π
. (B3)
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The main component of Q2.an(1q) is the function,

I2.an(1q) (ωn) = 2πν

∫
dξ

2π

∫
dp̂

2π
Tr{σmG (iωn,p)

×G(r) (iωn,p) vj(p)G
(r) (iωn,p)G (iωn,p)}

=2πν

∫
dξ

2π

∑
µν

S
(µν)
mj R(µν),

(B4)
where S(µν)

mj is defined by Eq. (A1) and R(µν) is given by

R(µν) = G(µ)G
(r)
(µ)G(ν)G

(r)
(ν). (B5)

Elements of S(µν)
mj R(µν) diagonal in indices µ and ν con-

tribute to I2.an(1q)(ωn) :

(2πν)
1

2
εmjic

i (−4αR)

(2 |ωn|)3
, (B6)

while the off-diagonal elements contribute

(2πν)
1

2
εmjic

i 1

2 |ωn|
· 4αR

(2|ωn|)2 + (2αRpF )2
. (B7)

Combining these two contributions, we obtain for
I2.an(1q) (ωn):

I2.an(1q) (ωn) =
4πναRεjmic

i (2αpF )
2

(2|ωn|)3[(2|ωn|)2 + (2αRpF )2]
, (B8)

from which we get for the free energy:

∆Ω =
1

2
Φ2.an(1q) = S2.an(1q)Q2.an(1q) =

∫
q

α1q|∆(q) |2,

(B9)
where the contribution from two diagrams in Figs.
10(1q) and 11(1q) being equal in magnitude cancels the
factor of 1

2 and thus we get for α1:

α1 = −ναR

2
([h× q̂] · c)

∑
ωn>0

2πT (αRpF )
2

ω3
n[ω

2
n + (αRpF )

2
]
. (B10)

2. Evaluation of the diagram in Fig. 10(3q) and 11(3q)

The slow factor S2.an(3q) common in Figs. 10(3q) and
11(3q) is given by

S2.an(3q) =

∫
q

hm|∆(q) |2qiqjqk, (B11)

Its quick factor Q2.an(3q) is given by

Q2.an(3q) = T
∑
ωn

∫
p

Tr
[
GσmGG(r)vi(p)

×G(r)vj(p)G(r)vk(p)G(r)
]
,

(B12)

where all the G’s and G(r)’s have the same argument
(iωn,p), suppressed for brevity. The main component of
both diagrams is the function,

I2.an(3q) (ωn) = hmqiqjqk

∫
2πν

dξ

2π

∫
dp̂

2π
Tr [GσmG

×G(r)vi(p)G(r)vj(p)G(r)vk(p)G(r)
]

= hmqiqjqk

∫
2πν

dξ

2π

∑
µνβλ

S
(µνβλ)
mijk L(µνβλ),

(B13)
whereS(µνβλ)

mijk is defined by Eq. (A4) andL(µνβλ) is given
by

L(µνβλ) = G(µ)G
(r)
(µ)G

(r)
(ν)G

(r)
(β)G(λ)G

(r)
(λ). (B14)

Here, elements of hmqiqjqkS
(µνβλ)
mijk L(µνβλ) for differ-

ent values of the indices µ, ν, β and λ contribute to
I2.an(3q)(ωn) in the following way:

I2.an(3q)(ωn) = 2πναRv
2
F q

2([h× q] · c)

×


3

32|ωn|5
, µ = ν = β = λ

− 1

32|ωn|[|ωn|2+(αRpF )2]
2 , µ = ν ̸= β = λ

− (αRpF )4+(αRpF )2|ωn|2+4|ωn|4

64|ωn|3[|ωn|2+(αRpF )2]
3 ,

µ=ν=β ̸=λ

µ ̸= ν = β = λ

(B15)
Thus we obtain for I2.an(3q)(ωn) combining all three con-
tributions:

I2.an(3q)(ωn) = 2πναRv
2
F q

2([h× q] · c)×

15 |ωn|4 (αRpF )
2 + 17 |ωn|2 (αRpF )

4 + 6(αRpF )
6

64 |ωn|5
[
|ωn|2 + (αRpF )2

]3 ,

(B16)

from which we get for the corresponding term in the free
energy:

∆Ω = S2.an(3q)Q2.an(3q) =

∫
q

α3q
3|∆(q) |2, (B17)

where the contribution from two diagrams in Figs.
10(3q) and 11(3q) being equal in magnitude cancels the
factor of 1

2 and thus we get for α3:

α3 =
αRνv

2
F

32
([h× q̂] · c)

× 2πT
∑
ωn>0

15ω4
n (αRpF )

2
+ 17ω2

n (αRpF )
4
+ 6 (αRpF )

6

ω5
n

[
ω2
n + (αRpF )

2
]3 .

(B18)
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3. Evaluation of the diagram in Figs. 13(1q)a and 13(1q)b

The slow factor S4.an(1q) in the diagram in Fig. 13(1q)a
is given by

S4.an(1q) =

∫
q

hm|∆(q) |4qj , (B19)

Its quick factor Q4.an(1q) is given by

Q4.an(1q) =T
∑
ωn

∫
p

Tr
[
GσmGG(r)vj(p)G(r)GG(r)

]
= 2πν

∫
dξ

2π

dp̂

2π

∑
µ,ν=±

Tr
[
σmΠ(µ)(p)vj(p)Π

(ν)(p)
]

×G(µ)G
(r)
(µ)G

2
(ν)

[
G

(r)
(ν)

]2
=2πν

∫
dξ

2π

∑
µ,ν=±

S
(µν)
mj G(µ)G

(r)
(µ)G

2
(ν)

[
G

(r)
(ν)

]2
,

(B20)
where S(µν)

mj is defined by Eq. (A1), from which we get
for the free energy:

∆Ω = 2S4.an(1q)Q4.an(1q) =

∫
q

β1q|∆(q) |4, (B21)

where the contribution from two diagrams in Figs.
13(1q)a and 13(1q)b are equal in magnitude and there
are four such group of diagrams, 8 diagrams in total and
thus we get for β1:

β1 =
ναR

4
([h× q̂] · c)

× 2πT
∑
ωn>0

3 (αRpF )
4
+ 5 (αRpF )

2
ω2
n

ω5
n

[
ω2
n + (αRpF )

2
]2 , (B22)

Appendix C: Conventional diagrams in Figs. 9 and 12

In this Appendix, we evaluate Φ2.c and Φ4.c repre-
sented by the conventional diagrams in Figs. 9 and 12
respectively.

1. Evaluation of the diagram in Fig. 9(0q)

The slow factor S2.c(0q) in the diagram in Fig. 9(0q) is
given by

S2.c(0q) =

∫
q

|∆(q) |2, (C1)

Its quick factor Q2.c(0q) is given by

Q2.c(0q) =T
∑
ωn

∫
p

Tr[G (iωn,p)G
(r) (iωn,p)]

=

∫
νdξ

∫
dp̂

2π

∑
µ

T
∑
ωn

G(µ)G
(r)
(µ)

(C2)

Changing the order of summation and integration we
get

Q2.c(0q) = −
∑
µ=±1

ν[1− µδ]

∫ ωD

0

dξ

ξ
tanh

(
ξ

2T

)
= −2ν ln

Tc
T

− 2

λs
+O

(
δ2
)
,

(C3)

where ωD is the Debye frequency. We have used as
usual [63], ∆0γE

π = Tc and 1
λs

= ν ln 2ωD

∆0
, with ln γE =

0.5772 . . . as the Euler’s constant. In a proximity of the
transition, where Tc − T ≪ Tc, the diagram in Fig. 9(0q)
yields

Φ2.c(0q) = −
∫
q

|∆(q) |2
[
2ν

(
Tc − T

Tc

)
+

2

λs

]
, (C4)

This term together with the first term in Eq. (21) yields

1

λs

∫
q

|∆(q) |2 + 1

2
Φ2.c(0q) =

∫
q

α0|∆(q) |2, (C5)

where

α0 = −ν
(
Tc − T

Tc

)
. (C6)

2. Evaluation of the diagram in Figs. 9(2q)

The slow factor S2.c(2q) in the diagram in Fig. 9(2q) is
given by

S2.c(2q) =

∫
q

|∆(q) |2qiqj , (C7)

Its quick factor Q2.c(2q) is given by

Q2.c(2q) =T
∑
ωn

∫
p

Tr[Gvi(p)Gvj(p)GG
(r)]

= T
∑
ωn

∫
νdξ

∑
µ,ν=±1

P
(µν)
ij G(µ)G

2
(ν)G

(r)
(ν)

(C8)
where P (µν)

ij is defined by Eq. (A2) and the common
argument (iωn,p) of all the Green’s function under trace
was suppressed for compactness. As we can see, only
µ = ν terms will dominate if we neglect corrections of
the order O

(
δ2
)
. So, only one integral left to do is the

ξ integral,
∫
dξG3

(µ)G
(r)
(µ) which is tabulated in Appendix

A, from which we get for the free energy:

∆Ω =
1

2
Φ2.c(2q) (q)

= S2.c(2q)Q2.c(2q) =

∫
q

α2q
2|∆(q) |2,

(C9)

where

α2 =
νv2F
8

∑
ωn>0

2πT

ω3
n

. (C10)
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3. Evaluation of the diagram in Figs. 9(4q)

The slow factor S2.c(4q) in the diagram in Fig. 9(4q) is
given by

S2.c(4q) =

∫
q

|∆(q) |2qiqjqkql, (C11)

Its quick factor Q2.c(4q) is given by

Q2.c(4q) =

T
∑
ωn

∫
p

Tr[Gvi(p)Gvj(p)Gvk(p)Gvl(p)GG
(r)]

= T
∑
ωn

∫
νdξ

∑
µ,ν,β,λ=±1

P
(µνβλ)
ijkl

×G(µ)G(ν)G(β)G
2
(λ)G

(r)
(λ)

where all the G’s and G(r)’s have the same argument
(iωn,p) and P

(µνβλ)
ijkl is defined by Eq. (A3). As we

can see, only µ = ν = β = λ terms will dominate if
we neglect corrections of the order O

(
δ2
)
. So, only one

integral left to do is the ξ integral,
∫
dξG5

(µ)G
(r)
(µ) which is

tabulated in Appendix A, from which we get for the free
energy:

∆Ω =
1

2
Φ2.c(4q) (q) = S2.c(4q)Q2.c(4q) =

∫
q

α4q
4|∆(q) |2,

(C12)
where

α4 = −3νv4F
128

∑
ωn>0

2πT

ω5
n

. (C13)

4. Evaluation of the diagram in Figs. 12(0q)

The slow factor S4.c(0q) in the diagram in Fig. 12(0q)
is given by

S4.c(0q) =

∫
q

|∆(q) |4, (C14)

Its quick factor Q4.c(0q) is given by

Q4.c(0q) = T
∑
ωn

∫
p

Tr
[
GG(r)GG(r)

]
= T

∑
ωn

∫
νdξ

∑
µ=±1

G2
(µ)

[
G

(r)
(µ)

]2
= T

∑
ωn

∑
µ=±1

2m
1− µδ

(2 |ωn|)3
,

(C15)

from which we get for the free energy:

∆Ω = S4.c(0q)Q4.c(0q) =

∫
q

β0|∆(q) |4, (C16)

with the coefficient

β0 =
ν

4

∑
ωn>0

2πT

ω3
n

. (C17)

5. Evaluation of the diagram in Figs. 12(2q)

The slow factor S4.c(2q) in the diagram in Fig. 12(2q)a
is given by

S4.c(2q) =

∫
q

|∆(q) |4qiqj , (C18)

Their quick factor Q4.c(2q) is given by

Q4.c(2q) = T
∑
ωn

∫
p

Tr[GG(r)vi(p)G
(r)vj(p)G

(r)GG(r)]

= T
∑
ωn

∫
νdξ

∑
µ,ν=±1

P
(µν)
ij G

(r)
(µ)G

2
(ν)

[
G

(r)
(ν)

]3
= T

∑
ωn

∑
µ=±1

−4πνv2F
1− 3µδ

(2 |ωn|)5
δ⊥ij

(C19)
where all the G’s and G(r)’s have the same argument
(iωn,p) and P (µν)

ij is defined by Eq. (A2). As we can see,
only µ = ν terms will dominate (we neglect corrections
of the order O

(
δ2
)
). So, only one integral left to do

is the ξ integral,
∫

dξ
2πG

2
(µ)

[
G

(r)
(µ)

]4
, which is tabulated in

Appendix A. Notice that there are three diagrams in Figs.
12(2q)a, 12(2q)b and 12(2q)c, all of which give the same
contribution after explicit evaluation, from which we get
for the free energy:

∆Ω =
3

4
S4.c(2q)Q4.c(2q) =

∫
q

β2q
2|∆(q) |4, (C20)

where the coefficient is given by

β2 = −3νv2F
16

∑
ωn>0

2πT

ω5
n

. (C21)

Appendix D: GL coefficients in terms of digamma functions

Completing the Matsubara summation and writing
the coefficients ofα(q) and β(q) in terms of the digamma
function ψ(x) and its N th order derivatives,

ψ(N)(z) = (−1)N+1N !

∞∑
n=0

1

(n+ z)N+1
, (D1)

as well as Riemann zeta-function,

ζ(s) =

∞∑
n=1

1

ns
, (D2)

we get for conventional coefficients:
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α0 = −ν Tc − T

Tc
, α2 =

7ζ(3)νv2F
32 (πT )

2 , α4 = −93ζ (5) νv4F
2048 (πT )

4 , (D3a)

β0 =
7ζ(3)ν

16 (πT )
2 , β2 = −93ζ(5)νv2F

256 (πT )
4 , β4 =

5715ζ(7)νv4F
32768 (πT )

6 , (D3b)

For anomalous coefficients we get,

α1 = −ναR([h× q̂] · c)
(πT )

2

[
7ζ (3)

8
− 1

2κ2
Re

(
ψ

(
1

2
+
iκ

2

)
− ψ

(
1

2

))]
, (D4a)

α3 =
νv2FαR([h× q̂] · c)

256κ2 (πT )
4

[
93κ2ζ (5)− 14ζ (3)− Re

(
ψ(2)

(
1

2
+
iκ

2

))]
, (D4b)

β1 =
ναR([h× q̂] · c)

56κ4 (πT )
4

[
93κ4ζ (5)− 28κ2ζ (3)− 16Re

(
ψ

(
1

2
+
iκ

2

)
− ψ

(
1

2

))
+ 8κRe

(
iψ(1)

(
1

2
+
iκ

2

))]
, (D4c)

β3 = −ναRv
2
F ([h× q̂] · c)

12288κ6 (πT )
6

[
17145κ6ζ (7)− 1488κ4ζ (5)− 336κ2ζ (3) + 384Re

(
ψ

(
1

2
+
iκ

2

)
− ψ

(
1

2

))
−192κRe

(
iψ(1)

(
1

2
+
iκ

2

))
− 72κ2 Re

(
ψ(2)

(
1

2
+
iκ

2

))
+ 16κ3 Re

(
iψ(3)

(
1

2
+
iκ

2

))]
, (D4d)

Appendix E: Calculations in the helical basis

1. Helical Basis

The helical basis is the basis that diagonalized the nor-
mal state Hamiltonian:

H =
∑
kss′

[ε(k)δss′ + g(k) · σss′ ] c
†
kscks′ =

∑
kλ

ξλ(k)d
†
kλdkλ

(E1)
where s, s′ =↑, ↓ (also ±1 respectively when convenient
below) are spin indices, ε(k) = k2

2m − µ is the usual dis-
persion and g(k) = β(k)+h includes the spin-orbit cou-
pling (SOC) β(k) = −β(−k) and the Zeeman term with
magnetic field h measured in units of the Bohr magne-
ton. For Rashba SOC in 2D we takeβ(k) = αR[p×ẑ]. The
Hamiltonian is diagonalized by the operators (Einstein
summation convention assumed below unless otherwise
stated)

dkλ = Us
λ(k)cks (E2)

that form the so-called helical basis (also sometimes the
SOC basis) with helical indices λ = ±1, and where

Us
λ(k) =

1√
2

√
1 + sλ

gz(k)

g(k)

(
λe−iφ(k)

) 1+s
2 (E3)

where g(k) = |g(k)| and

eiφ(k) =
gx(k) + igy(k)√
g2x(k) + g2y(k)

(E4)

For Rashba SOC, this simplifies to

Us
λ(k) =

1√
2

(
iλe−iθk

) 1+s
2 (E5)

where θk is just the angle of k. In general,

ξλ(k) = ε(k) + λg(k) (E6)

2. Gap function and interactions in the helical basis

The gap function can also be re-written in the helical
basis. To do this, we note that

∑
kss′

∆̂ss′(k;q)c
†
k+q/2,sc

†
−k+q/2,s′ =∑

kλλ′

∆̂λλ′(k;q)d†k+q/2,λd
†
−k+q/2,λ′ (E7)

so

∆̂λλ′(k;q) = Us
λ(k+ q/2)Us′

λ′(−k+ q/2)∆̂ss′(k;q)
(E8)

with sum over s, s′ on the RHS implied. Writing out

∆̂ss′(k;q) = dµ(k;q)(σ
µiσy)ss′ (E9)

it is convenient to define

∆̂λλ′(k;q) = dµ(k;q)W
(µ)
λλ′ (k;q) (E10)

with

W
(µ)
λλ′ (k;q) =

∑
ss′

(σµiσy)ss′U
s
λ(k+ q/2)Us′

λ′(−k+ q/2)

(E11)
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To leading order it is usually sufficient to takeq = 0, since
higher order terms in q go as g/vF , which is generally

very small. In the absence of magnetic field and general
SOC, we then have

W (0)(k;0) = e−iφ(k)ςz

W (x)(k;0) = e−iφ(k)

[
gx(k)

g(k)
ς0 − gx(k)gz(k)

g2(k)
iςy +

gy(k)

g(k)
iςx
]

W (y)(k;0) = e−iφ(k)

[
gy(k)

g(k)
ς0 − gy(k)gz(k)

g2(k)
iςy +

gx(k)

g(k)
iςx
]

W (z)(k;0) = e−iφ(k)

[
gz(k)

g(k)
ς0 +

√
1− g2z(k)

g2(k)
iςy

]
(E12)

where ςµ are Pauli matrices with helical indices. The pairing assumed in [38] is exactlyW (0)(k;0), which is the same
as the pure s-wave singlet pairing in the absence of magnetic field and finite momentum pairing assumed in [36].
Note that in the strong SOC limit the off-diagonal terms can be dropped.

Working to linear order in h, we can also obtain expressions for h applied along the x̂ direction, assuming g is not
out of plane. It turns out that corrections to W (x) and W (y) are of order h/

√
g2 − g2z , and

W (0)(k;0) = e−iφ(k)

[
ςz +

h sin θk√
g2(k)− g2z(k)

(
iςy +

gz(k)

g(k)
ς0
)]

W (z)(k;0) = e−iφ(k)

[
gz(k)

g(k)
ς0 +

√
1− g2z(k)

g2(k)
iςy +

h sin θk√
g2(k)− g2z(k)

ςz

]
(E13)

Phase φ here is to be evaluated at h = 0; for h along y, simply replace sin θk with − cos θk.
The same transformation can be applied to pairing interactions:

Hint =
∑

V (µ)(p,k;q)(σµiσy)†s1s2(σ
µiσy)s3s4c

†
ps3c

†
−ps4cks1c−ks2 =

=
∑

V (µ)(p,k;q)W
(µ)†
λ1λ2

(k)W
(µ)
λ3λ4

(p)d†pλ3
d†−pλ4

dkλ1
d−kλ2

(E14)

(with analogous expressions for Dzyaloshinskii–Moriya
interactions that involve (σµiσy)†s1s2(σ

νiσy)s3s4 terms
with µ ̸= ν). One particular consequence of this is that in
the absence of the magnetic field the s-wave singlet chan-
nel remains the self-consistent solution of the linearized
gap equation and decouples from the triplet channels if
the interactions are of on-site Hubbard type: the rele-
vant traces Tr

[
W (0)†W (j)

]
= 0 vanish for j = x, y, z (this

implies an emergent/accidental symmetry). This is no
longer the case already in the slightly extended Hubbard
model with uniform interactions on each helical band,

but with unequal interband and intraband interactions.

3. Corrections to form factors due to magnetic field and
finite-momentum pairing

Here we consider corrections to the form factors for
the s-wave spin singlet case due to magnetic field and
finite-momentum pairing, including also the interband
pairing. We compute W (0)(k;q) to all orders in h and q
for the special case of gz = 0. The result is

W (0)(k;q) =
1

2

[
ςz
(
e−iφ(k;q/2) − e−iφ(−k;q/2)

)
+ iςy

(
e−iφ(k;q/2) + e−iφ(−k;q/2)

)]
(E15)

where

e−iφ(k;q/2) =
bx + αRpy − i(by − αRpx)√
(bx + αRpy)2 + (by − αRpx)2

(E16)
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where for convenience we introduce the vector b = h − αR[q × ẑ]/2. The expressions for the GL coefficients now
become

α(q) =

[
1

2

∑
kλλ′

∣∣∣W (0)
λλ′(k;q)

∣∣∣2 Πλλ′(k;q)

]Tc,b=0

T

(E17)

β(q) = −1

4

∑
kλ1...λ4

W
(0)∗
λ1λ2

(k;q)W
(0)
λ3λ2

(k;q)W
(0)∗
λ3λ4

(k;q)W
(0)
λ4λ1

(k;q)Γλ1λ2λ3λ4(k;q) (E18)

where, working to first order in g/vF and assuming a dispersion linearized about the Fermi surface, ξλ(k+ q/2) ≈
vλ(θk)δk + µλ(θk;q), we have

Π̄λλ′(θ;q) ≈ νλλ′

[
− ln

1.13Λ

T
+𭟋 (µ̂λ′λ, T )

]
(E19)

Γ̄λ1λ2λ3λ4(θk;q) ≈
4∑

j=1

νλjλj+1
𭟋
(
µ̂λj+1λj

, T
)

(vjµj+1,j+2 − vj+1µ̄j+2,j − vj+2µj,j+1)(vj µ̄j+1,j+3 − vj+1µj+3,j + vj+3µj+1,j)
(E20)

where j is defined modulo four, Λ is some high energy
cutoff,

νλλ′ =
2νλνλ′

νλ + νλ′
(E21)

µ̂λ′λ(θk;q) =
νλ′µλ′(θk;q)− νλµλ(θ−k;q)

νλ′ + νλ
(E22)

are the ‘reduced’ DOSs and nesting detuning parameters
respectively, and

𭟋 (x, T ) = Re
[
ψ

(
1

2
+

ix

2πT

)
− ψ

(
1

2

)]
(E23)

where ψ(x) is the digamma function. In Eq. E20 one
can replace 𭟋 (x, T ) with simply ψ

(
1
2 + ix

4πT

)
. Here we

also defined the shorthand µjj′ = µλj
+ µλ′

j
and µ̄jj′ =

µλj
− µλ′

j
.

4. Logarithmic Corrections to the Lifshitz Invariant

As noted in [64], there are logarithmic corrections to
the Lifshitz invariant α1 in the presence of an external
magnetic field and non-zero Cooper pair momentum
and that need to be treated more carefully. Computing
α(q), we have

1

2

∑
λλ′

∣∣∣W (0)
λλ′(k;q)

∣∣∣2 Πλλ′(k;q) =
1− cos(φp − φ−p)

4
(Π++ +Π−−) +

1 + cos(φp − φ−p)

4
(Π+− +Π−+) (E24)

with the shorthand φp = φ(p;q). Note that

cos(φp − φ−p) =
b2 − (αRp)

2√
(b2 + (αRp)2)2 − 4α2

R|b× p|2
(E25)

so at b = 0, cos(φp − φ−p) = −1.
Let us now assume h≪ αRpF . We then have

W (0)(p;q) ≈ ie−iθp

(
ςz
(
1− b · p̂ (b · p̂− 2i(b× p̂)z)

2(αRpF )2

)
+ ςy

b · p̂
αRpF

)
(E26)

such that

1

2

∑
λλ′

∣∣∣W (0)
λλ′(k;q)

∣∣∣2 Πλλ′(k;q) =
1

2

(
1−

(
b · p̂
αRpF

)2
)
(Π++ +Π−−) +

1

2

(
b · p̂
αRpF

)2

(Π+− +Π−+) (E27)

(note that |W (0)|2 = 1). The relevant detuning parameters are, to second and first order in b respectively,

µ̂λλ(p;q) =
ξλ(p+ q/2)− ξλ(−p+ q/2)

2
=

p · q
2m

+ λ(b× p̂)z =
vλ · q
2

+ λ(h× p̂)z (E28)
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µ̂λ,−λ(p;q) =
νλξλ(p+ q/2)− ν−λξ−λ(−p+ q/2)

2ν
=

p · q
2m

+ λαRp+
αR

vF
(b× p̂)z (E29)

where vλ(p) = p/m+ λαRp̂.
Let us now further consider the case h≪ αRpF ≪ Tc.

In that case

Π±,∓ ≈ νλ,−λ

[
− ln

1.13Λ

T
+

7(αRpF )
2ζ(3)

4π2T 2

]
(E30)

while

(Π++ +Π−−)/2 ≈ α(0)(q) (E31)

where α(0) is α(q) found by taking h = q = 0 in W (0).
The logarithmic correction to α(q) is then

δαlog ≈ −∆ν2

ν
ln

Λ

Tc

∫ (
b · p̂
αRpF

)2
dθp
2π

(E32)

≈ ∆ν2

ν
ln

Λ

Tc

hq/pF sin θq + αRpF (q/pF )
2/4

2αRpF

where in the last expression we dropped the h2 term.
The leading correction to α(q) is therefore of order
∼ νδ2(h/αRpF ) sin θq ln(Λ/Tc), which is beyond the lin-
ear order in δ we are considering. In this limit the loga-
rithmic correction can therefore be neglected.

Of more interest is the case h≪ Tc ≪ αRpF , for which
we have

Π±,∓ ≈ −νλ,−λ ln
Λ

αRpF
(E33)

i.e. the logarithm is cut by αRpF instead of Tc, as ex-
pected. The logarithmic correction to α(q) is then

δαlog ≈ ν

2

(
ln

Λ

Tc
− ln

Λ

αRpF

)∫ (
b · p̂
αRpF

)2
dθp
2π

≈

≈ ν

2
ln
αRpF
Tc

hq/pF sin θq + αRpF (q/pF )
2/4

2αRpF
(E34)

where we dropped terms of order h2 and δ2 in the last
line. This means, in particular, that the computation of
α1 presented in Ref. [38] is strictly speaking valid only
for h(q/pF ) ≪ αRpF / ln

αRpF

Tc
≪ αRpF , which can be

much more stringent than h≪ αRpF , depending on the
value of (q/pF ) ln αRpF

Tc
.

The effect on the superconducting diode coefficient η,
however, is more benign. We note, first, that for Rashba
SOC, to leading order α2β2 = 4α4β0 (that is at h = 0),
and as a result the terms proportional to α1 in Eq. (11)
cancel out. As a consequence, changing only the Lifshitz
invariant does not modify η, another special feature of
the s-wave Rashba superconductor in the strong SOC
limit. Consequently, the logarithmic correction to α2

must also be included to get a non-zero correction to η,
which is

δη = − 186
√
2 ζ(5)

343
√
7ζ7(3)

(
δ

κ

)3

ln2
αRpF
Tc

h
√
t

αRpF
sin θq (E35)

This is to be compared to Eq. (33), which gives η ∝
δh

√
t/T/κ2. In particular, since we are working to linear

order in δ, the logarithmic correction to η is therefore
negligible and heavily suppressed by the Fermi energy.
Computing the h3 correction, on the other hand, we find
(to leading order in h/(αRpF ))

δη =
635 ζ(7)

56
√

42ζ3(3)

δ h3
√
t sin3 θq
π3T 3

c

≈

≈ 0.0432
δ h3

√
t sin3 θq
T 3
c

. (E36)
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