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THE EVOLUTION OF THE PERMUTAHEDRON

MAURÍCIO COLLARES, JOSEPH DOOLITTLE, AND JOSHUA ERDE

Abstract. In their seminal paper introducing the theory of random graphs, Erdős and Rényi

considered the evolution of the structure of a random subgraph of Kn as the density increases from

0 to 1, identifying two key points in this evolution – the percolation threshold, where the order

of the largest component seemingly jumps from logarithmic to linear in size, and the connectivity

threshold, where the subgraph becomes connected. Similar phenomena have been observed in many

other random graph models, and in particular, works of Ajtai, Komlós and Szemerédi and of Spencer

and Erdős determine corresponding thresholds for random subgraphs of the hypercube.

We study similar questions on the permutahedron. The permutahedron, like the hypercube,

has many different equivalent representations, and arises as a natural object of study in many

areas of combinatorics. In particular, as a highly-symmetric simple polytope, like the n-simplex

and n-cube, this percolation model naturally generalises the Erdős-Rényi random graph and the

percolated hypercube.

We determine the percolation threshold and the connectivity threshold for random subgraphs

of the permutahedron. Along the way we develop a novel graph exploration technique which can

be used to find exponentially large clusters after percolation in high-dimensional geometric graphs

and we initiate the study of the isoperimetric properties of the permutahedron.

1. Introduction

Given a graph G and a probability p ∈ (0, 1) the percolated random subgraph Gp is the random

subgraph of G obtained by including each edge of G independently with probability p. In a sense,

Gp represents the typical structure of a subgraph of G with relative density p. This model was

first considered in the context of statistical physics, where it was used to model the flow of liquid

through a porous medium whose channels could be randomly blocked [17]. There is a natural way

to couple the random subgraphs Gp for p ∈ [0, 1] so that they are increasing (as subgraphs) as p

increases, and in this way we can think of the structure of Gp as evolving as we increase p from 0

to 1, with Gp gradually growing from an empty graph to the full host graph G.

Perhaps the simplest percolation model is when we take the host graph G to be a complete graph

Kn, in which case we recover the classical binomial random graph model G(n, p). The evolution

of the structure of G(n, p) was the topic of one of the earliest papers on random graphs, in which

Erdős and Rényi [32] showed that the component structure of G(n, p)1 undergoes a dramatic phase

transition when p is around 1
n . More precisely, given a constant c > 1, let us define γ(c) to be the

unique solution in (0, 1) of the equation

γ = 1 − exp (−cγ) . (1)

Theorem 1.1 ([32]). Let c > 0 be a constant and let p = c
n . Then, with high probability2 (whp)

(i) if c < 1, then the largest component of G(n, p) has order Θ (log n); and,

1In fact, their result was stated in terms of the uniform random graph model G(n,m).
2with probability tending to one as n → ∞.
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(ii) if c > 1, then there exists a unique giant component in G(n, p) of order (1+o(1))γ(c)n, where

γ is defined according to (1), and the second largest component has order Θ (log n).

We note that Theorem 1.1 is only a very broad description of the phase transition, and much

more is known about the structure of G(n, p) when p is close to the critical point (see, for example,

[14, 48, 49]).

It turns out that G(n, p) is in some sense partially universal in this class of percolation models,

in the sense that for many n-regular3 host graphs G, the component structure of the percolated

subgraph Gp undergoes a quantitatively similar phase transition as that described in Theorem 1.1

when p is around 1
n . In these models, the broad scale structure of Gp, under the right scaling, seems

to be independent of the underlying geometry of the host graph G. A particularly notable example

of this phenomenon was shown to occur in the n-dimensional hypercube Qn by Ajtai, Komlós and

Szemerédi [2], answering a well-known conjecture of Erdős and Spencer [33].

Theorem 1.2 ([2, 15]). Let c > 0 be a constant and let p = c
n . Then, whp

(i) if c < 1, then the largest component of Qn
p has order Θ(n); and,

(ii) if c > 1, then there exists a unique giant component in Qn
p of order (1 + o(1))γ(c)2n, where y

is defined according to (1), and the second largest component has order Θ(n).

Note here, in comparison to Theorem 1.1, that log |Qn| = n. Hence, we see a quantitatively

similar phase transition in the component structure. When c < 1, which we call the subcritical

regime, whp all the components of the percolated subgraph are small, of logarithmic order, whereas

when c > 1, which we call the supercritical regime, whp a unique giant component of linear order

emerges, covering the same asymptotic proportion of the vertices as in Theorem 1.1 (ii), and all

other components are again of logarithmic order.

It can be seen that γ : (1,∞) → R is a continuous, increasing function and γ(c) → 1 as c → ∞,

and so as c increases, less and less of the percolated subgraph lies outside of the giant component.

Hence, already when p = ω(1)
n the giant component covers all but a vanishing proportion of the

vertices. However, another classic result of Erdős and Rényi [32] shows that we have to wait

significantly longer until G(n, p) becomes connected.

Indeed, a connected graph cannot have any isolated vertices and hence, since Kn is an (n − 1)-

regular, n-vertex graph, we should not expect the graph to be typically connected until the expected

number of isolated vertices n(1 − p)n−1 becomes small.

Theorem 1.3 ([32]). Let p = p(n) and let λ(n, p) = n(1 − p)n−1. Then

lim
n→∞

P(G(n, p) is connected) =

{

0 if λ → ∞;

e−c if λ → c > 0.

The corresponding result in Qd
p is originally due to Sapoženko [54] and Burtin [18], where the

above heuristic suggests the threshold should occur when the expected number of isolated vertices,

which can be seen to be 2n(1 − p)n, becomes small.

3Whilst the complete graph Kn is actually (n−1)-regular, we are viewing the phase transition on a coarse enough

level that the difference is negligible.
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Theorem 1.4 ([33]). Let p = p(n) and let λ(n, p) = 2n(1 − p)n. Then

lim
n→∞

P(Qd
p is connected) =

{

0 if λ(n, p) → ∞;

e−c if λ(n, p) → c > 0.

In this paper we study the evolution of the structure of a random subgraph of a different graph,

the n-dimensional permutahedron. The permutahedron is a well-studied combinatorial object which

has multiple equivalent representations, perhaps the simplest of which is its representation as a Cay-

ley graph of the symmetric group on n+1 elements Sn+1, generated by the adjacent transpositions.

Definition 1.5. The n-dimensional permutahedron, denoted by Perm(n), is the graph on vertex

set Sn+1 with

E(Perm(n)) =
{

{π, πτi} : π ∈ Sn+1 , 1 6 i 6 n
}

,

where τi is the transposition (i, i + 1).

We note that the generating set of the Cayley graph above are precisely the generators in the

presentation of the Sn+1 as a Coxeter group (for background on Coxeter groups, see e.g., [22]).

However, Perm(n) has a number of other equivalent definitions. It is the 1-skeleton of a polytope

P (n), which can be described as the convex hull of the points in Rn+1 whose coordinates are

given by the word representations of all permutations in Sn+1, but which can also be seen to be a

zonotope, a Minkwoski sum of line segments. Note that, since P (n) lives in an affine hyperplane of

Rn+1, it has intrinsic dimension n. See [57] for more on zonotopes and convex polytopes in general.

The permutahedron can also be defined as the covering graph of a particular lattice, the weak order

or weak Bruhat lattice, on Sn+1.

A weak analogy can be drawn here with the n-dimensional hypercube, which also has numerous

equivalent representations, as the standard Cayley graph of the group Zn
2 , with generators which

represent the group as a Coxeter group, as the 1-skeleton of the hypercube polytope, which is also a

zonotope, or as the covering graph of the lattice of subsets of [n]. As with the hypercube, due to its

many equivalent representations, the permutahedron arises naturally in a variety of combinatorial

contexts. However, whilst the graph theoretical properties of the hypercube have been well-studied,

from both the probabilistic and the extremal viewpoint [36], the permutahedron has mostly been

considered in the context of algebraic and enumerative combinatorics, and much less is known

about structure of the permutahedron as a graph.

One reason that it is perhaps natural to study bond percolation on the permutahedron, is in

the context of percolation on polytopes. Indeed, both Kn and Qn are 1-skeletons of particularly

symmetric polytopes, the n-simplex and the n-cube, respectively, and in some sense these are

perhaps the most natural polytopes on which to study this percolation model since they are simple,

and so the polytope is determined by its 1-skeleton [13, 43], and regular, and hence as symmetric

as possible. Apart from some sporadic examples in low dimensions, there is only one other infinite

family of regular polytopes, the cross-polytope, which is not simple, and whose 1-skeleton is the

cocktail party graph, which is a complete graph with a perfect matching removed. However, since

this graph is so close to a clique, similar methods as in [32] can be used to show analogues of

Theorems 1.1 and 1.3.

Whilst the permutahedra are not regular, they are a family of uniform simple polytopes in

each dimension, and so another natural family of highly symmetric polytopes whose combinatorial

structure is determined by their 1-skeletons.
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Our first main result is that the percolated permutahedron undergoes a quantitatively similar

phase transition around the point 1
n as the binomial random graph G(n, p).

Theorem 1.6. Let c > 0, let γ(c) be the survival probability of a Po(c) branching process and let

p = c
n . Then, whp,

(i) if c < 1, then whp the largest component of Perm(n)p has order Θ(n log n); and

(ii) if c > 1, then there exists a unique giant component in Perm(n)p of order (1+o(1))γ(c)(n+1)!,

where y is defined according to (1), and the second largest component has order Θ(n log n).

Note that, log |Perm(n)| = Θ(n log n), and so Theorem 1.6 is again quantitatively similar to

Theorems 1.1 and 1.2. In the language of [24] we say that the permutahedron exhibits the Erdős-

Rényi component phenomenon. Here, the fact that the order of Perm(n) is superexponential in its

regularity causes significant difficulties compared to the case of the complete graph or hypercube.

The proof of Theorem 1.6 utilises a novel exploration process, which we call projection-first search

(see Section 4), which is applicable to many high-dimensional geometric graphs, and significantly

strengthens and simplifies the analysis of the distribution of ‘large’ clusters after percolation in

these graphs. Furthermore, this process can be used to effectively enumerate small subgraphs in

such graphs, which is useful for determining the existence of logarithmic sized components in both

regimes.

We also consider the connectivity threshold in this model. Note that, since Perm(n) is an n-

regular, (n+1)!-vertex graph, the expected number of isolated vertices in Perm(n)p is (n+1)!(1−p)n.

Theorem 1.7. Let p = p(n) and let λ(n, p) = (n + 1)!(1 − p)n. Then

lim
n→∞

P(Perm(n)p is connected) =

{

0 if λ(n, p) → ∞;

e−c if λ(n, p) → c > 0.

Both the superexponential order of |Perm(n)| and the lack of explicit control of the number of

subgraphs and their expansion properties make it hard to argue as in the proof of Theorem 1.4.

Here, instead, we give a novel proof of the connectivity threshold which uses instead information

about the component structure and the distribution of vertices in the giant component derived

in the proof of Theorem 1.6, which again should have applications to similar questions in other

percolation models. Using standard methods, it is easy to give a corresponding hitting time result.

We note that a similar approach to the connectivity threshold in Qn and other high-dimensional

product graphs was recently developed independently by Diskin and Krivelevich [29] and Diskin

and Geisler [27].

As a tool to prove Theorems 1.6 and 1.7, but also as an interesting problem in its own right, we

consider the isoperimetric properties of Perm(n). In many contexts, the isoperimetric properties

of the host graph G have been key to understanding the component structure of the percolated

subgraph Gp [2, 15, 24, 34], and in turn the isoperimetric properties of the percolated subgraph Gp

have been key to understanding its internal structure [9, 23, 26, 31].

Given a graph G, we define

ik(G) := min
S⊆V (G),|S|=k

|∂(S)|
|S| ,
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where ∂(S) is the edge boundary of S, and the edge-isoperimetric constant, sometimes known as

the Cheeger constant, given by

i(G) := min
16k6|V (G)|/2

ik(G).

For a general graph, determining ik(G) or even i(G) is known to be a computationally hard problem

[35] but the exact value, or asymptotics, have been determined for many families of lattice-like

graphs [1, 8, 16, 46].

In the case of the hypercube, a classic result of Harper [37] determines the value of ik(G) for all

k. In particular, Harper’s result implies the following bound.

Theorem 1.8 ([37], see also [10, 40, 47]). Let n ∈ N. For every k ∈ [2n],

ik (Qn) > n− log2 k.

More generally, it is known that many other high-dimensional graphs have quantitatively similar

expansion properties, for example Cartesian products [26, 55] or abelian Cayley graphs [46], where

ik(G) = Ω
(

log
(

|G|
/

k
))

.

However, the isoperimetric problem does not seem to have been well-studied in Perm(n), despite

it being mentioned as an open problem in the monograph of Harper [38]. Nevertheless, due to the

many explicit representations of the permutahedron and its high level of symmetry, results in the

literature can be used to give an essentially optimal bound for the expansion of small sets, as well

as a general bound on the isoperimetric constant of Perm(n).

Proposition 1.9. The edge-isoperimetric constant of Perm(n) satisfies

i(Perm(n)) = Ω

(

1

n2

)

.

Moreover, for all k 6 n!,

ik(Perm(n)) > n− log2 k.

The first bound here is a straightforward consequence of known bounds on the spectrum of the

permutahedron [7] combined with Cheeger’s inequality [19], which relates the expansion of a graph

to its spectrum. The second bound is precisely the bound on the expansion of small sets from

Harper’s Theorem (Theorem 1.8) and follows immediately from the fact that the Perm(n) is a

partial cube, an isometric subgraph of a (higher-dimensional) hypercube, which follows for example

from its representation as the skeleton of a zonotope or as the Cayley graph of a Coxeter group.

The paper is structured as follows. In Section 2 we introduce some notation and give some

preliminary lemmas. In Section 3 we discuss the isoperimetric properties of Perm(n) and give a

proof of Proposition 1.9. In Section 4 we introduce the projection-first search algorithm and give

some consequences for percolation on Perm(n) as well as for small subgraph counts. In Sections

5 and 6 we discuss the percolation and connectivity threshold and prove Theorems 1.6 and 1.7,

respectively. Finally, in Section 7 we discuss avenues for future research.

2. Preliminaries

2.1. Properties of the permutahedron. We will need to use some basic facts about the structure

of the permutahedron and about its various representations. In the paper it will sometimes be

convenient to view the permutahedron as a polytope, which we will denote by P (n), in order to
5



argue geometrically. The most natural way to describe P (n) is as a V-polytope, given by the convex

hull of the permutation vectors {(π(1), π(2), . . . , π(n+ 1)): π ∈ Sn+1} in n+ 1 dimensions. In fact,

it is a simple exercise to show that P (n) is also a zonotope, arising as the Minkowski sum

n + 2

2
· 1 +

∑

16j<i6n+1

[−vij,vij],

where 1 = (1, . . . , 1) ∈ Rn+1 and vij = (ei − ej)/2, where {e1, . . . ,en+1} is the canonical basis of

Rn+1.

Remark 2.1. It is well known that zonotopes are precisely the polytopes that arise as affine pro-

jections of hypercubes. Indeed, if {v1, . . . ,vk} ⊆ Rd then the zonotope Z =
∑k

i=1[−vi,vi] is the

image of the hypercube [−1, 1]k ⊆ Rk under the linear mapping π : Rk → Rd given by the matrix

V = (v1,v2, . . . ,vk) whose columns are the summands vi.

Note that it is apparent that the polytope P (n) is contained in an n-dimensional affine subspace

of Rn+1, and so we will consider P (n) as an n-dimensional polytope.

It be seen that the facets, the (n− 1)-dimensional faces, of the polytope P (n) are in one to one

correspondence with subsets ∅ ( A ( [n + 1], where the facet F (A) contains the vertices given by

{π ∈ Sn+1 : π(A) = {1, . . . , |A|}}. Using this, and the fact that P (n) is simple, it is relatively easy

to describe the faces of of P (n), and in particular it can be shown that each face of dimension k is

a cartesian product of lower dimensional permutahedra whose dimensions sum up to k (and that

each such product is realised as a face of dimension k).

If a graph H is isomorphic to the cartesian product
⊕t

i=1 Perm(ni) of some family of permuta-

hedra, then we say that H is a face graph of dimension d := d(H) =
∑t

i=1 ni. Note that such a

graph is then d-regular.

A second presentation of the permutahedron that will be important to us is as the Cayley graph

arising from a Coxeter system. The Coxeter groups are those groups Γ which have a representation

of the form

〈r1, r2, . . . , rn | (rirj)mi,j = e〉
where mi,i = 1 for all i and mi,j = mj,i > 2 if i 6= j. Given such a representation we call

(Γ, {r1, . . . , rn}) a Coxeter system.

Given a Coxeter system (Γ, {r1, . . . , rn}) and a subset I ⊆ [n] let us write ΓI for the subgroup

of Γ generated by {ri : i 6∈ I}. We will need the following elementary fact about Coxeter groups.

Lemma 2.2 ([22, Lemma 4.1.6]). Let (Γ, {r1, . . . , rn}) be a Coxeter system and let I, J ⊆ [n]. Then

ΓI ∩ ΓJ = ΓI∪J .

Given Lemma 2.2, it is an elementary exercise in group theory to show that the intersection of

any two cosets giΓI ∩ gjΓJ is then either empty or a coset of ΓI∪J . In particular, for any tuple

(g1, g2, . . . , gn) there is at most one element h ∈ ⋂ giΓi, and so we may identify Γ with a particular

subset of Γn in this fashion, giving a coordinate representation of sorts, which will be useful later

in the paper.

2.2. Auxiliary Lemmas. We use the following result which bounds the number of m vertex trees

in a graph.
6



Lemma 2.3 ([11, Lemma 2]). Let G be a graph on n vertices with maximum degree ∆ and minimum

degree δ. Let tm(G) be the number of m-vertex rooted trees in G. Then,

n · m
m−2(δ −m)m−1

(m− 1)!
6 tm(G) 6 n(e∆)m−1.

We will also need the following two results, which bound the likely diameter and maximum

degree in a random m-vertex tree, due to Rényi and Szekeres [53] and Moon [51], respectively.

Lemma 2.4 ([53]). Let T be a tree chosen uniformly at random from all trees with vertex set [m].

Then T has diameter Op(
√
m).

Lemma 2.5 ([51]). Let T be a tree chosen uniformly at random from all trees with vertex set [m].

Then ∆(T ) = (1 + o(1)) log m/ log logm with probability tending to one as m → ∞.

We will also need some basic facts about Galton-Watson trees (see for example [39]).

Lemma 2.6. Let c > 1 be a constant and let T be a Galton-Watson tree with child distribution

Bin(n, p) with np = c and let γ(c) be defined as in (1) Then

(i) γ(c) is a continuous function on (1,∞);

(ii) γ(c) > c− 1 for all 1 < c 6 5/4, and furthermore γ(c) = 2(c− 1) + O((c− 1)2) as c → 1+;

(iii) as n tends to infinity, the probability that T is infinite tends to γ(c);

(iv) If k is growing with n, then the probability that T is finite and has size at least k is on(1); and

(v) if we condition on the fact that T is infinite, then as k tends to infinity

|Tk|1/k → c

in probability, where |Tk| is the size of the k-th generation.

We will use two concentration bounds. The first is a version of the Chernoff bounds [41].

Lemma 2.7. Let n ∈ N, let p ∈ [0, 1] and let X ∼ Bin(n, p).

(i) For every positive t with t 6 3np
2 ,

P (|X − np| > t) < 2 exp

(

− t2

3np

)

.

(ii) For every positive b,

P (X > bnp) 6
(e

b

)bnp
.

The second is a version of the Azuma-Hoeffding inequality, [5, Chapter 7].

Lemma 2.8. Let X = (X1,X2, . . . ,Xn) be a random vector with independent entries and range

Λ =
∏

i∈[n] Λi and let f : Λ → R and C ∈ R such that for every x, x′ ∈ Λ which differ only in one

coordinate,

|f(x) − f(x′)| 6 C.

Then, for every t > 0,

P
[∣

∣f(X) − E [f(X)]
∣

∣ > t
]

6 2 exp

(

− t2

2C2

)

.

We will also use the following inequality, which links the isoperimetric properties of a graph to

the spectrum of its adjacency matrix, which is sometimes referred to as Cheeger’s inequality.
7



Lemma 2.9 ([3, 4]). Let G be an n-regular graph with adjacency matrix A. Then

i(G) > λ1/2

where λ1 is the second smallest eigenvalue of the Laplacian nI −A.

3. The isoperimetric problem

In this section we will discuss the (edge-)isoperimetric problem on Perm(n), showing in particular

how Proposition 1.9 follows from results in the literature.

The first bound in Proposition 1.9 is a relatively straightforward consequence of Cheeger’s in-

equality (Lemma 2.9) together with known bounds on the spectrum of Perm(n).

Lemma 3.1. The edge isoperimetric constant of Perm(n) satisfies

i(Perm(n)) = Ω

(

1

n2

)

.

Proof. Bacher [7] showed that the smallest positive eigenvalue λ1 of the Laplacian of Perm(n) is

λ1(Perm(n)) = 2 − 2 cos

(

π

n + 1

)

= Θ

(

1

n2

)

,

and so the result follows from Lemma 2.9. �

We remark that it seems unlikely that the bound in Lemma 3.1 is optimal in terms of its

dependence on n. However, for our application we only require that i(Perm(n)) is not shrinking

very fast as a function of n, and in fact any inverse polynomial bound here would be sufficient. We

note that some inverse polynomial factor here is necessary, as the set

S =

{

σ ∈ Sn+1 : σ−1(1) 6
n + 1

2

}

of size (n+1)!
2 has ∂(S) = 2|S|

n+1 and so witnesses that i(Perm(n)) 6 2
n+1 . Indeed, a vertex is incident

to an edge in the boundary of S if and only if σ−1(1) = n+1
2 , and in this case the edge is unique,

corresponding to the transposition τn+1

2

. Hence ∂(S) = n! = 2|S|
n+1 .

For small sets however, Lemma 3.1 is far from the truth and in fact Perm(n) satisfies Harper’s

inequality (Theorem 1.8) and so has almost optimal small-set expansion. Indeed, this follows from

the fact that the skeleton of a zonotope is a partial cube. This can be deduced easily from known

results in the literature, but we were not able to find a direct statement of this fact.

Lemma 3.2. Let v1, . . . ,vk ∈ Rd, let Z =
∑k

i=1 vk and let G be the 1-skeleton of Z. Then G is a

partial cube.

Proof. There is a known correspondence between zonotopes, hyperplane arrangements and oriented

matroids, see [12]. In particular, the skeleton of Z is known to be the tope graph of the corresponding

oriented matroid and it can be shown that the tope graph of any oriented matroid is a partial cube

[12, Lemma 4.2.2]. In fact, it can be seen that the mapping π from Remark 2.1, when restricted to

the vertices of Z, is a graph isometry. �

In the particular case of permutahedra, it can be checked that the map from V (Perm(n)) to the

hypercube whose vertices encode subsets of
(

[n+1]
2

)

given by

π 7→ {{i, j} ⊆ [n + 1] : i < j and π−1(i) > π−1(j)}
8



is a graph isometry.

Let us discuss briefly the (edge)-isoperimetric problem in Perm(n) more generally. Since Perm(n)

is n-regular, it is clear that Harper’s inequality is asymptotically tight for log k ≪ n. In fact, it is

tight for all k of the form 2r with r 6 n
2 . Indeed, for all such r, Perm(n) contains a face F which is

a hypercube of dimension r, and since Perm(n) is n-regular, it follows that |∂(F )| = |F |(n − r) =

|F |(n − log2 k).

Here then, as opposed to the case of the hypercube, we see that the optimal sets are not given

by lower dimensional permutahedra, as perhaps might be expected at first glance. Indeed, subsets

of the form Perm(r) ⊆ Perm(n) of size (r+ 1)! = k have an expansion factor of n− r ≈ n− log k
log log k ,

which is significantly larger than the bound given by Theorem 1.8.

The point here is that Perm(n) contains faces of much higher density than Perm(r), and in

particular the densest faces are copies of the hypercube, the largest of which has dimension n
2 .

It seems likely that, at least for k 6 2
n
2 , the optimal sets for the edge-isoperimetric problem

are precisely those which optimise the edge boundary inside a copy of the hypercube, and so in

particular can be chosen to be nested.

For larger k it becomes less clear what structure the minimising sets should have. If we restrict

ourselves to looking at subsets of faces, then the expansion ratio ‘outside’ the face is smallest when

the face is as dense as possible. So, given k ∈ N we might want to choose a face F of size at least k,

which is as dense as possible given this restriction, and choose a subset of a face F of size k which

minimises the boundary inside F .

Since each face of dimension d induces a regular subgraph of degree d, and each face is product

of lower dimensional permutahedra, it is relatively clear that for a fixed dimension d, the largest

faces are those in which the dimension of the factors are as evenly split as possible. In particular, if

k = 6
n+1

3 this heuristic would suggest an optimal set is a face which arises as the cartesian product

of n+1
3 6-cycles, which has an edge-boundary of order k

(

n+1
3 − 1

)

.

Conjecture 3.3. Let k = 6
n+1

3 . Then ik(Perm(n)) = n+1
3 − 1.

However, since the largest face in Perm(n) has order n!, this intuition cannot extend to larger

subsets of Perm(n), for example linear sized sets. By Lemma 3.1 and the discussion following it we

know that
2

n + 1
> i(Perm(n)) = Ω

(

1

n2

)

and it would be very interesting to determine what the correct order polynomial dependence on n

is, and if the optimal sets in the range from n! to (n + 1)! are also given, as in the example, by

appropriate unions of faces.

Question 3.4. What is the minimal c ∈ R such that

i(Perm(n)) = Ω
(

n−c
)

?

4. The projection lemma and projection-first search

A key property of the permutahedron that will form the basis of our analysis is that it has a

certain type of fractal self-symmetry. Roughly, given a small set X of vertices, we can cover X with

a family of disjoint subgraphs each of which is in some way a lower-dimensional graph with similar

properties to the permutahedra. Similar results have been key to the analysis of percolation in the
9



hypercube and other high-dimensional product graphs [20, 24, 26, 28] and have been shown to hold

in a variety of graphs with high-dimensional geometric structure [20].

A key difference here is that we cannot necessarily cover the set X with disjoint copies of

lower dimensional permutahedra, but must allow ourselves more freedom in what we take as our

projections, working instead with the more general concept of a face graph.

Lemma 4.1 (Projection Lemma). Let H be a face graph of dimension m and let X ⊆ V (G) have

size |X| = k 6 m. Then there a disjoint family of subgraphs {H(x) : x ∈ X} of H such that

• Each H(x) is a face graph of dimension at least m + 1 − k;

• x ∈ V (H(x)) for all x ∈ X.

We will often refer to the face graphs guaranteed by Lemma 4.1 as projections of the graph H.

We in fact can prove a more genereal statement for zonotopes, but only when the polytope is

simple, i.e., every vertex figure is a simplex4, which may be of independent interest.

Lemma 4.2. Let Z be a zonotope which is a simple polytope and let S ⊆ V (Z) have size |S| = s.

Then there exists a disjoint family of faces {F (x) : x ∈ S} such that

• F (x) has codimension at most s− 1 for all x ∈ S;

• x ∈ F (x) for all x ∈ X.

Proof. If Z =
∑k

i=1[−vi,vi], then it can be seen that every vertex x ∈ V (Z) has a unique repre-

sentation of the form

x =

k
∑

i=1

εivi (2)

where εi ∈ {−1, 1}, where (ε1, . . . , εk) = π−1(x) for the map π from Remark 2.1.

However, the analogue of Lemma 4.1 for the hypercube has already been established, see for

example [28, Claim 2.2] or an alternative proof will follow shortly in Lemma 4.3. Applying this to

the subset π−1(S) of V
(

Qk
)

of size s, we can conclude the existence of a family {Q(x) : x ∈ S} of

vertex-disjoint subcubes of codimension at most s− 1 such that π−1(x) ∈ Q(x) for each x ∈ S. Let

I(x) ⊆ [k] be the set of free coordinates in this subcube, where |I| > k − s + 1.

Since Z is simple, there is a set J(x) ⊆ [k] of size |J(x)| = d such that {x, x− 2εjvj} is an edge

of Z if and only if j ∈ J(x). Since I(x), J(x) ⊆ [k], it follows that |I(x) ∩ J(x)| > d− s + 1. Using

again that Z is simple, the vertex figure at x is a simplex, and therefore

F (x) := x +
∑

i∈I(x)∩J(x)

[−2εivi, 0]

is a face of Z of codimension at most s − 1. These faces are disjoint by construction – indeed,

if F (x) ∩ F (y) meet, they must share some vertex z. By construction, π−1(z) must agree with

π−1(x) outside of the coordinates in I(x) ∩ J(x) and agree with π−1(y) outside of the coordinates

in I(y) ∩ J(y), however this implies that π−1(z) ∈ Q(x) ∩Q(y), a contradiction. �

Using the description in Section 2 of the faces of the permutahedron, it is easy to see that each

d-dimensional face graph is the skeleton of some d-dimensional zonotope, and the skeleton of every

k-dimensional face of this zonotope is a k-dimensional face graph. In this way Lemma 4.1 follows

from Lemma 4.2.

4Not to be confused with a simple zonotope, which is a zonotope where no generators or parallel or zero.
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We suspect that the restriction to zonotopes which are simple polytopes in Lemma 4.2 is not

necessary, at least in a qualitative manner, and a similar statement, with perhaps a worse bound

on the co-dimension of the faces should hold for general zonotopes.

For the specific case of the permutahedron we can also give the following simpler proof using its

representation as a Cayley graph of Coxeter group.

Lemma 4.3. Let (Γ, {r1, . . . , rm}) be a Coxeter system and let S ⊆ Γ have size |S| = s. Then

there is a family of subsets {I(x) : x ∈ S} of [n] and a disjoint family of cosets {w(x)ΓI(x) : x ∈ S}
such that

• |I(x)| 6 s− 1 for all x ∈ S;

• x ∈ w(x)ΓI(x) for all x ∈ S.

Proof. We induct on s and m, where the case s = 1 is trivial. For each i the cosets of Γi partition Γ

and by Lemma 2.2 the intersection of any family of cosets
⋂n

i=1 wiΓi has size at most one. It follows

that there must be some i such that the partition of X induced by the cosets of Γi is non-trivial.

However, since Γi is isomorphic to the Coxeter system (Γi, {r1, . . . , ri−1, ri+1, . . . , rm}), and each

coset contains at most s− 1 points, the claim follows by induction. �

We note however, that it can be shown (see for example [12, Section 2.3]) that every reflection

arrangement is simplicial, and so the skeleton of its polar dual, which is isomorphic to the Cayley

graph of the Coxeter group corresponding to the reflection arrangement, is a zonotope which is a

simple polytope. Hence, Lemma 4.2 implies Lemma 4.3.

To see that Lemma 4.1 follows from Lemma 4.3, we note that Perm(n) is the Cayley graph of

Sn+1 with respect to a generating set S where (Sn+1, S) is a Coxeter system, and that there is a

one-to-one correspondence between faces of Perm(n) of codimension k and cosets of the subgroups

of Sn+1 formed by omitting some set of k generators from S, where the skeleton of the face is

isomorphic to the Cayley graph of the coset, which is also a Coxeter group.

4.1. Projection-first search. A classic technique in the study of percolated subgraphs is to ex-

plore the component (cluster) Cv in Gp containing a vertex v using breadth-first search (BFS).

When the host graph G is n-regular, then, at least in the early stages, before we have discovered

Θ(n) many vertices, this process behaves like a Galton-Watson branching process with child dis-

tribution Bin(n, p). In this way, we can relate the probability that v lies in a ‘large’ cluster to the

survival probability of this branching process.

In G(n, p) this intuition can be used to show that in the supercritical regime whp the correct

proportion of vertices lie in components of linear order, and a simple sprinkling argument shows

that these linear components all merge into a unique giant component. However, when the order

of the host graph is much larger than its regularity, as in many high-dimensional geometric graphs

such as the hypercube or permutahedron, we cannot necessarily guarantee that the clusters will

grow larger than Θ(n) with positive probability in this manner, which causes difficulties in the

merging step.

In this section, we describe a variant of the depth-first search algorithm, which we call projection-

first search (PFS), which grows significantly larger percolation clusters. The idea here is to avoid

‘backtracking’ by carefully separating the vertices of the BFS tree into disjoint parts using the

projection lemma. In this way, we can guarantee that the number of explored neighbours of a

vertex will decrease much more slowly during the process: linearly in the depth of the BFS tree,
11



rather than linearly in the size of the tree. This will ensure that the process can be approximated

by a Bin(n, p) branching process until the tree grows to depth Θ(n), rather than size Θ(n). Since, in

the supercritical regime, we expect the layers of the BFS tree to be growing exponentially quickly,

we should then be able to build exponentially large clusters in this manner.

Formally, we will run this algorithm on some face graph H of dimension m, and we will keep

track of a number of different subsets and subgraphs of H. The algorithm will run in a number of

rounds, and in the t-th round of the algorithm we will have

• A set W (t) ⊆ V (G) of explored vertices, such that all edges exposed before the t-th round

are incident to W (t);

• A set U(t) = V (G) \W (t) of unexplored vertices;

• A frontier A(t) ⊆ W (t), such that no edge from A(t) to U(t) has been exposed before the

t-th round;

• A (vertex-)disjoint family {H(x) : x ∈ A(t)} of face subgraphs of H, such that H(x)∩W (t) =

{x} for all x ∈ A(t).

We initialise by setting A(1) = W (1) = {v}, H(v) = H and U(1) = V (H) \ {v}.

In the t-th round, for each vertex x ∈ A(t) we expose the neighbours Nt(x) of x in H(x). Note

that since H(x) ∩W (t) = {x}, the edges incident to x in H(x) have not yet been exposed in the

exploration process. We then apply Lemma 4.1 to the set Nt(x) ∪ {x} inside the face graph H(x)

to obtain a disjoint family of projections, and for each y ∈ Nt(x) we set H(y) to be the projection

which contains y, where we note that each H(y) has dimension at least d(Ht(x)) − |Nt(x)|. We

now update

U(t + 1) = U(t) \
⋃

x∈A(t)

Nt(x),

W (t + 1) = W (t) ∪
⋃

x∈A(t)

Nt(x),

A(t + 1) =
⋃

x∈A(t)

Nt(x).

Note that, since the family {H(x) : x ∈ A(t)} is disjoint by assumption and for all y ∈ Nt(x),

H(y) ⊆ H(x), it then follows that {H(y) : y ∈ A(t + 1)} is a disjoint family by construction.

Furthermore, for any x ∈ A(t) and any y ∈ Nt(x), since H(y) ⊆ H(x) and H(y) ∩ (Nt(x) ∪ {x}) =

{y}, it follows that H(y) ∩W (t + 1) = {y}.

Let us note some basic facts about the algorithm:

(a) For each t, W (t) spans a tree T = T (t) in H;

(b) For each x ∈ A(t), |Nt(x)| is distributed as a binomial random variable Bin(d(H(x)), p);

(c) For each x ∈ A(t), the dimension of H(x) is given by d−w(x) where, writing v = v1v2 . . . vt = x

for the path vTx from v to x in T ,

w(x) :=
t−1
∑

i=1

|Ni(vi)| = dT (v1) +
t−1
∑

i=2

(dT (vi) − 1). (3)

12



Lemma 4.4. Let H be a face graph of dimension m ∈ N, let β > 0 and let p >
1+β
m . Then for all

v ∈ V (H)

P

(

|Cv| = exp

(

Ω

(

m

log3m

)))

> γ(1 + β) − om(1)

Proof. Let v ∈ V (H). We first note that, since the event that |Cv| is large is an increasing event,

we may assume that p = 1+β
m . We run the PFS algorithm starting at v for τ = m

log3 m
rounds.

Deterministically, |W (τ)| 6 mτ = exp
(

m
log2 m

)

and by (b) for each t 6 τ and each x ∈ A(t), the

size of the neighbourhood Nt(x) is stochastically dominated by a Bin(m, p) random variable, and

hence, by (3) and the Chernoff bound (Lemma 2.7), whp w(x) 6 m
logm for all x ∈ A(τ).

In particular, since w(y) 6 w(x) for all y ∈ vTx, for every y ∈ W (τ) the dimension of H(y) is

at least m− m
logm . Hence, for each t 6 τ and each x ∈ A(t), the size of the neighbourhood Nt(x)

stochastically dominates a Bin
(

m− m
logm , p

)

random variable, which has expectation

(

m− m

logm

)

p > 1 + β + om(1).

Hence, we can couple the exploration process from below with a Galton-Watson tree with a binomial

child distribution with expectation at least 1 + β + om(1), and so by Lemma 2.6(v) by the τ -th

round this process grows to size

(1 + β + om(1))τ = exp

(

Ω

(

m

log3m

))

with probability at least γ(1 + β) + om(1). �

In the above, we have focused on giving a particularly straightforward proof, emphasising the

natural coupling with a branching process, without attempting to optimise the size of the clusters,

and it is natural to ask about the limit of these methods.

On a heuristic level, each time we project we expect the dimension of the projection to decrease

by a constant, and so we expect the process to remain supercritical until we’ve discovered Θ(m)

many layers. Furthermore, whilst the process remains (strictly) supercritical, for example whilst

p ·d(H(x)) > 1+ β
2 for all x ∈ A(t), we expect the size of the frontier to grow exponentially quickly,

with rate at least
(

1 + β
2

)

.

In particular, if we are more careful in our analysis, we might hope to build clusters of exponential

size in this manner. For example, if we naively truncate our exploration process in each round,

to ensure that we only uncover at most K neighbours of each vertex, so that the dimension never

reduces by more than K in each step, we can choose K = K(β) large enough that this process

still stochastically dominates a supercritical branching process for at least Θ(m) layers. However,

the expected number of children in the coupled branching process is then smaller, and hence the

probability that the branching process percolates is slightly smaller, leading to a suboptimal bound

on the probability that a vertex is contained in a large cluster.

However, if instead we first run a standard BFS process for ω(1) rounds, then by Lemma 2.6

with probability γ(1 + β) + o(1) not only does the process survive, but the frontier has size ω(1).

At this point we can switch to the truncated PFS process described above, which ensures that the

dimension does not drop too much between the layers, which will then remain supercritical for at
13



least Θ(m) layers. If we carefully implement this modified process, which we denote by PFS′, we

obtain the following strengthening of Lemma 4.4, whose proof we defer to the appendix.

Lemma 4.5. Let H be a face graph of dimension m ∈ N, β > 0 and let p >
1+β
m . Then for all

v ∈ V (H)

P
(

|Cv | = exp
(

Ω(m)
))

> γ(1 + β) − om(1)

We note further that we can apply this method to any class of graphs where a quantitatively

similar projection lemma holds, for example the hypercube, arbitrary product graphs [24, Lemma

4.1] or the middle layers or odd graph [20]. We can then compare the strength of this method to

previous results on the phase transition in such models.

In the first proof of the existence of a giant component in Qn
p given by Ajtai, Komlós and

Szemerédi [2], they use a two step argument to show that each vertex is contained in a cluster

of size Ω(n2) with some constant probability c(β), although their methods can easily be used

inductively to show that the same holds for clusters of size nk for arbitrary k ∈ N, and with careful

bookkeeping one can take c(β) = γ(1 + β) − o(1). The later work of Bollobás, Kohayakawa and

 Luczak [15] avoids having to estimate the probability that a vertex lies in a large cluster by instead

demonstrating a gap in the order of the components and estimating the number of vertices contained

in small clusters. However, their proof method relies on particular strong and explicit bounds on

the isoperimetric profile of the hypercube, and so cannot be applied in other contexts. In the work

of Diskin, Erde, Kang and Krivelevich [24, 25], an inductive argument is used together with a

projection lemma to show that each vertex is contained in a cluster of size nr for any r = o
(

n1/3
)

with probability γ(1 + β) − o(1), and a natural limit to their method seems to be r = n1/2.

In comparison, using for example [24, Lemma 4.1] as a projection lemma, the proof of Lemma 4.5

shows that each vertex in Qn
p is contained in a cluster of size 2Θ(n) with probability at least γ(1+β)−

o(1). This strengthening seems to have a few uses – beyond improving some quantitative aspects

of previous work (for example, it should be possible to improve the bound on the isoperimetric

constant in [25, Theorem 2] from t−t1/4 to something closer to 2−Θ(t)), an immediate application

is to percolation in irregular product graphs. In [25] it was observed that, whilst all regular

product graphs undergo a quantitatively similar phase transition around the percolation threshold

as G(n, p), the same is not necessarily true in the irregular case. In particular, if we consider the

product of a number of copies of a star, a third regime in the phase transition appears, where

there is still no giant component, but there are components of (almost linear) polynomial size. The

authors asked whether this holds in fact for any irregular product graph.

Question 4.6 ([25, Question 5.5]). For all i ∈ [t], let G(i) be an irregular connected graph of order

at most C > 0. Let G = �t
i=1G

(i). Let ε > 0 be a small enough constant, and let p = 1−ε
d . Does

there exist a c(ε, C) such that whp the largest component in Gp has order at least |G|c?

Using the projection lemma from [24, Lemma 4.1], it is relatively straightforward to use the

methods of Lemma 4.5 to show that Question 4.6 has a positive answer. As an explicit example,

this implies that the phase-transition in a high-dimensional grid [3]n is qualitatively different to the

phase-transition on a high-dimensional torus Zn
3 . It would be very interesting to determine more

precisely the size of the largest components in this intermediary regime, and we hope to study this

problem in more detail in future work.
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4.2. Consequences of PFS for percolation. Given a graph G and r ∈ N, let us write V>r(G)

for the set of vertices in G contained in a component of size at least r. For our application to the

permutahedron it will be convenient to fix

r := n19

for the rest of the paper.

The first application of Lemma 4.4 is to conclude that the vertices in large clusters are relatively

well-distributed throughout Perm(n), in the sense that every vertex is within distance two of a

vertex contained in a large cluster.

Lemma 4.7. Let β > 0 and let p >
1+β
n . Then whp every vertex in Perm(n)p is within distance

two (in Perm(n)) of V>r(Perm(n)p).

Proof. Let s = n
logn . Given a vertex v ∈ V (Perm(n)), let W = {w1, . . . , ws} ⊆ NPerm(n)(v)

be an arbitrary subset of the neighbours of v. We apply Lemma 4.1 to W ∪ {v} to obtain a

family {H(wi) : i ∈ [s]} of disjoint face graphs of dimension at least
(

1 − 1
logn

)

n. For each wi, let

{wi,1, . . . , wi,s} ⊆ NH(wi)(wi) be an arbitrary subset of the neighbours of wi in H(wi). Note that

each wi,j is at distance two from v. Again, by Lemma 4.1 we can find a family {H(wi,j) : i, j ∈ [s]}
of disjoint face graphs of dimension at least m :=

(

1 − 2
logn

)

n.

For each i, j ∈ [s], since the dimension of each H(wi,j) is at least m and p = 1+β
n >

1+β+o(1)
m ,

by Lemma 4.4 the probability that wi,j is contained in a component of order r in H(wi,j)p is at

least γ(1 + β) − o(1), and since the H(wi,j) are disjoint, these events are independent for different

i, j ∈ [s]. Hence, the probability that no wi,j lies in V>r(Perm(n)p) is at most

(1 − γ(1 + β) + o(1))s
2

= o

(

1

(n + 1)!

)

,

and the result follows by taking a union bound. �

The second consequence is a slightly more technical notion of density, which will be useful later. It

implies that whp every large connected set of vertices contains many vertices with many neighbours

contained in large clusters.

Lemma 4.8. Let β > 0, β′ = min{β, 1}, α 6 2−5(β′)2 and let p >
1+β
n . Then whp every connected

subset M ⊆ Perm(n) of size at most n3/2 contains at most αn vertices with at most αn neighbours

in V>r(Perm(n)p).

Proof. It clearly suffices to consider connected sets M ⊆ Perm(n) of size exactly m = n3/2. For

any such set M , and any subset X ⊆ M of size αn, we will upper bound the probability that every

x ∈ X has fewer than αn neighbours in V>r(H(x)p). To do so, we start by applying Lemma 4.1

to find a family {H(x) : x ∈ X} of disjoint projections of dimension at least (1 − α)n such that

x ∈ H(x) for each x ∈ X.

We now fix a particular x ∈ X and choose a subset W = {w1, . . . , ws} of s = 8αn/β′ neighbours of

x in H(x). Applying Lemma 4.1 again inside H(x), we may find a family {H(x, i) : i ∈ [s]} of disjoint

projections of dimension at least (1−α−8α/β′)n such that wi ∈ H(x, i). Since α+8α/β′ 6 β′/2, by

Lemma 4.4 each of these neighbours is contained in V>r(H(x, i)p) independently with probability

at least

γ

(

1 + β

1 − β′

2

)

+ o(1) > γ

(

1 +
β′

4

)

+ o(1) >
β′

4
.
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Therefore, we expect that at least β′

4 · s = 2αn elements of W are in V>r(H(x)p). By Chernoff’s

inequality (Lemma 2.7), the probability that a particular x ∈ X has at most αn neighbours in

V>r(H(x)p) is exp(−Ω(n)).

Since the H(x) are disjoint, the probability that every x ∈ X has fewer αn neighbours in

V>r(H(x)p) is exp(−Ω(n|X|)) = exp(−Ω(n2)). It only remains to apply the union bound. By

Lemma 2.3 there are at most (n + 1)!(en)m connected subsets of Perm(n) of size m, and given a

fixed such subset M there are at most
(m
αn

)

many choices for the subset X. Hence, the probability

that the lemma fails to hold is at most

(n + 1)!(en)m
(

m

αn

)

exp(−Ω(n2)) = o(1),

as claimed. �

A third application, of a slightly different flavour, concerns counting small subgraphs. In G(n, p)

and Qn
p , a matching lower bound on the size of the largest component in the subcritical regime and

the second largest component in the supercritical regime can be given by using Lemma 2.3 and

a second moment argument. However, the lower bound in Lemma 2.3 is ineffective once we start

considering trees whose order is linear in n. Using PFS we can give an asymptotically matching

lower bound for trees of almost quadratic size.

Lemma 4.9. Let 1 ≪ m ≪
(

n
logn

)2
and let tm(G) be the number of rooted m-vertex trees in

Perm(n). Then,

tm(G) > (1 − o(1))m(n + 1)!
mm−2nm−1

(m− 1)!
= eo(m)(n + 1)!(en)m−1

Proof. We follow the proof of [11, Lemma 2], replacing their use of BFS with PFS. Call a m-vertex

rooted, labelled tree typical if its maximum degree is at most 2 logm
log logm and its depth is at most√

m log logm.

We first note that by Lemmas 2.4 and 2.5, almost every spanning tree of Km is typical. Therefore,

by Cayley’s formula, the family T of typical spanning trees on vertex set [m] rooted at m satisfies

|T | = (1 + o(1))mm−2.

Fix a vertex v of Perm(n). We count the number of pairs (T, φ) where T ⊂ Perm(n) is a typical

m-vertex tree rooted at v and φ : [m] → V (T ) is a bijection with φ(m) = v. Clearly each typical

tree rooted at v is contained in precisely (m − 1)! such pairs, and each pair (T, φ) determines a

typical tree T ′ ⊂ Km such that (x, y) ∈ E(T ′) if and only if (φ(x), φ(y)) ∈ E(T ).

We will now fix a typical tree T ′ with vertex set [m] and construct many pairs (T, φ) corresponding

to T ′. To do so, we will define the map φ by exploring the tree T ′, starting at the root m, layer by

layer using projection-first search.

Suppose we have a partial embedding φ of the first i layers of T ′ into Perm(n), where Fi ⊆ V (T ′)

is the i-th layer, and furthermore we have a disjoint family {Q(x) : x ∈ Fi} of faces of Perm(n)

whose dimension is at least n − w(v), where w(v) is defined as in (3). For the initial step we can

take φ(m) = v and Q(m) = Perm(n).

For each vertex y ∈ Fi+1 which is adjacent to x ∈ Fi, we choose an arbitrary neighbour of φ(x)

in Q(x) to assign as φ(y). Then, for each x ∈ Fi, we apply Lemma 4.1 to find an appropriate family

of projections {Q(y) : y ∈ N(x) ∩ Fi+1}.
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At end of this process we see that for each vertex apart from the root we had at least n −
maxv∈T w(v) > n − 2

√
m logm = (1 − o(1))n choices for the embedding, and hence the total

number of pairs we can build in this way is at least

|T | ·
(

(1 − o(1))n
)m−1

> (1 − o(1))mmm−2nm−1.

The claim follows then by summing over all choices of v ∈ V (Perm(n)). �

5. The percolation threshold

We first note that the upper bound on the order of the largest component in the subcritical

regime follows directly from known results on percolation on regular graphs, see [52, Proposition

1] or [24, Theorem 1]. We now show that, in both regimes, it follows from Lemma 4.9 that there

are tree components of order Ω(n log n).

Lemma 5.1. For every c > 0 there exists α > 0 such that the following holds. For p = c
n , whp

Perm(n)p contains a tree component of order αn log n.

Proof. The proof follows by a standard second moment calculation. Indeed, letting X be the

number of tree components of order m = αn log n ≪
(

n
logn

)2
, by Lemma 4.9 for any α ∈ (0, 1)

E(X) > tm(G)pm−1(1 − p)nm

> (n + 1)!(ec)m−1 exp
(

−cm

2
+ o(m)

)

= exp
(

n log n
(

1 + α
(

1 + log c− c

2

)

+ o(1)
))

.

In particular, we can choose α > 0 sufficiently small such that α
(

1 + log c− c
2

)

> −1
4 and so

E(X) > exp

(

3

4
n log n

)

.

On the other hand, if we consider X as a sum of indicator random variables, the only pairs

(T1, T2) of trees with non-zero covariance are those with V (T1) and V (T2) disjoint, but connected

by an edge in Perm(n). In particular, V (T1) ∪ V (T2) is a connected set of order 2m and hence by

Lemma 2.3 the variance is at most

(n + 1)!(en)2m−1 6 exp ((1 + 2α)n log n) = o
(

E(X)2
)

,

and the result follows by Chebyshev’s inequality. �

In particular, to prove Theorem 1.6 it remains to show the existence of a unique component of

order ω(n log n) in the supercritical regime, and to estimate its order. To this end, let us fix c > 1,

ε = c− 1 and p = c
n = 1+ε

n . We will argue using a multi-round exposure, or sprinkling, argument.

Let p1 = 1+ε/2
n , p2 = ε

2n and p3 be such that (1 − p1)(1 − p2)(1 − p3) = 1 − p. It is easy to check

that p3 = Ω
(

n−2
)

and that (1 − p1)(1 − p2) = 1 − c+o(1)
n . Let us define

G1 = Perm(n)p1 , G2 = G1 ∪ Perm(n)p2 and G3 = G2 ∪ Perm(n)p3 ,

so that G3 ∼ Perm(n)p. Recalling that r = n19, let us further define Wi = V>r (Gi) and note that

W1 ⊆ W2 ⊆ W3.

To prove Theorem 1.6 in the supercritical regime, we will show that W3 has the correct order

and is connected, and that all other components of G3 have size O(n log n). The first step is the

lemma below.
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Lemma 5.2. With high probability, |W3| = (γ(c) − o(1))(n + 1)!.

Proof. Since G3 ∼ Perm(n)p, we may apply Lemma 4.4 and obtain that, for v ∈ V (Perm(n)),

P(v ∈ W3) > γ(c) − o(1).

Conversely, since Perm(n) is n-regular, for every v ∈ V (Perm(n)) we can couple a BFS exploration

process in G3 from above with a Galton-Watson tree with offspring distribution Bin(n, p). In

particular, Lemma 2.6 iv implies that for every v ∈ V (G), P(v ∈ W3) 6 γ(c) + o(1). Hence

E[|W3|] = (γ(c) − o(1))(n + 1)!.

It remains to show that |W3| is well concentrated about its mean. To this end, let us consider the

indicator random variables {Xe : e ∈ E(Perm(n))} for each edge in G3. Clearly |W3| is a function

of this set of random variables, and it is clear that changing a single one of the Xe can change |W3|
by at most 2r. Hence, by the Azuma–Hoeffding inequality (Lemma 2.8),

P
(

∣

∣|W3| − E
[

|W3|
]
∣

∣ > ((n + 1)!)2/3
)

6 2 exp

(

− ((n + 1)!)4/3

8|E(Perm(n))|r2

)

.

Since |E(Perm(n))| = n(n+ 1)!/2 and r = n19, the right-hand side tends to zero, proving that |W3|
is concentrated around its expected value and finishing the proof of the lemma. �

It remains to show that W3 is connected in G3. We start by proving that the last sprinkling

step merges all large components of G2, that is, that G3[W2] is connected. Given a graph G, we

say a partition {A1, A2} of a set X ⊆ V (G) with A1 6= ∅ 6= A2 is G-component respecting if no

component of G meets both A1 and A2.

Lemma 5.3. Whp for every G2-component respecting partition {A1, A2} of W2 there is a path in

G3 between A1 and A2.

Proof. We first expose G2 and note that by Lemma 4.7 whp every vertex in Perm(n) is within

distance two of W2. We will assume in what follows that this holds deterministically.

Let us fix a G2-component respecting partition {A1, A2} of W2, where without loss of generality

a := |A1| 6 |A2|. Note that, since all components of G2[W2] have size at least r, it follows that

a > r. By our assumption, we can extend {A1, A2} to a partition {A′
1, A

′
2} of V (Perm(n)) such

that every vertex in A′
i is within distance two of Ai for i = 1, 2, where we note that |A′

i| > |Ai| > r

for i = 1, 2.

By Proposition 1.9 there are at least

Ω

(

min{|A′
1|, |A′

2|}
n2

)

= Ω
( a

n2

)

edges in Perm(n) between A′
1 and A′

2. By construction we can extend these edges to a (not

necessarily disjoint) family of A1 − A2 paths of length at most five. Then, since ∆(Perm(n)) = n,

each path shares an edge with at most 5n4 other paths and so we can naively thin this family out

to an edge-disjoint family of size Ω
(

a
n6

)

. In particular, since p53 = Ω
(

n−10
)

, the probability that

none of these paths are contained in Perm(n)p3 is at most

(1 − p53)
Ω(a/n6) = exp

(

−Ω
( a

n16

))

.
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Since W2 contains at most (n+ 1)! components, and A1 is the union of at most a
r of them, there

are at most

((n + 1)!)a/r 6 exp

(

an2

r

)

G2-component respecting partitions {A1, A2} of W2 with |A1| = a. Hence, since r = n19, by the

union bound the probability that the statement holds is at most

|W2|/2
∑

a=r

exp

(

an2

r

)

exp
(

−Ω
( a

n16

))

6
∑

a>r

exp
(

−Ω
( a

n16

))

= o(1). �

Recall that we also want to show that the second largest component has size O(n log n). In

principle, there could exist components larger than that in G3[W c

1 ], either created by the sprinkling

steps or pre-existing. However, since p2 is large, the sprinkled edges on the boundary of W1 will

necessarily merge these with components of W1. This is made precise by the lemma below.

Lemma 5.4. There exists a constant C = C(ε) such that whp every component of G3 of size at

least Cn log n meets W1.

Proof. We first expose G1, choose C = C(ε) sufficiently large and α ≪ ε sufficiently small. Let

W c

1 = V (Perm(n)) \W1 and

X =
{

v ∈ W c

1 :
∣

∣W1 ∩NPerm(n)(v)
∣

∣ > αn
}

.

By Lemma 4.8 whp every subset M ⊆ W c

1 of size Cn log n which is connected in Perm(n) is such

that |M \X| 6 αn. In particular, if M ⊆ W c

1 is a connected subset of Perm(n) of order at least

Cn log n then
∣

∣EPerm(n)(M,W1)
∣

∣ > (Cn log n− αn) · αn >
C

2
αn2 log n. (4)

We assume in what follows that this holds deterministically.

We now expose Perm(n)p2 and Perm(n)p3 on W c

1 . We note that any component of G3 which

avoids W1 is then a component M of G3[W c

1 ] which is not adjacent to W1, and we have yet to

expose the edges between M and W1 in Perm(n)p2 and Perm(n)p3 .

In particular, for each component M of G3[W c

1 ] of size at least Cn log n, since M spans a

connected subset of Perm(n), by (4) the probability that there are no edges from M to W1 in G2

is at most

(1 − p2)
(Cαn2 logn)/2 6 exp

(

−Cαε

4
· n log n

)

.

However, there are at most (n+1)! components of G3[W c

1 ], and so by the union bound the probability

that the conclusion of the lemma fails to holds is at most

(n + 1)! exp

(

−Cαε

4
n log n

)

= o(1),

as long as C = C(ε) is sufficiently large. �

We now have all the tools to prove Theorem 1.6 in the supercritical case.

Proof of Theorem 1.6 (ii). By Lemma 5.3, whp G3[W2] is connected. But by Lemma 5.4 whp every

component in W3 meets W1 ⊆ W2, and hence contains a component of W2. Therefore, L1 := G3[W3]

is connected. By Lemma 5.2, whp |L1| = |W3| = (γ(c) + o(1))(n + 1)!.
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Furthermore, by Lemma 5.1 whp G3 contains a component of order αn log n, whereas by Lemma

5.4 whp there are no components of G3 of order at least Cn logn which do not meet W1 ⊆ W3 =

V (L1), and hence the second largest component of G3 has order Θ(n log n). �

Remark 5.5. We note that in fact, since the proofs of Lemmas 5.3 and 5.4 only require a lower

bound on p3, the same argument will show that for any (potentially growing) c > 1 and any p > c
n

whp Perm(n)p has a unique component of order at least Cn log n.

6. The connectivity threshold

We move on to determining the connectivity threshold in Perm(n)p. We begin by showing that,

already well before the threshold in Theorem 1.7, all components in Perm(n)p are either isolated

vertices, or exponentially large.

Lemma 6.1. Let p > 1 − 3
n . Then whp Perm(n)p has no components of order 2 6 k 6 2n/4.

Proof. If K is a component of size k 6 2n/4, then K contains a tree T of order k, all of whose edges

are present in Perm(n)p and such that each edge in ∂(V (K)) is not present in Perm(n)p. Note

that, by Proposition 1.9

|∂(V (K))| > k(n− log k) >
3kn

4
.

Hence, by Lemma 2.3, the probability that there is a component of order k with 2 6 k 6 2n/4 is

at most

2n/4
∑

k=2

(n + 1)!(en)k−1pk−1(1 − p)3kn/4 6

2n/4
∑

k=2

(n + 1)!(en)k
(

3

n

)3kn/4

It is easy to check that summand on the right-hand side is decreasing in k. Therefore, since n! 6 nn,

the right-hand side is at most

exp

(

n log n− 6n

4
log n + O(n)

)

,

which tends to zero. �

Proof of Theorem 1.7. We note first that, by Lemma 6.1 and Remark 5.5 whp there is a unique

component of order at least 2. In particular,

P(Perm(n)p is connected) = P(Perm(n)p contains no isolated vertices) + o(1).

If we let X be the number of isolated vertices in Perm(n)p, it is a simple exercise to estimate

the moments of X. Indeed, given any r ∈ N and a subset S ⊆ Perm(n) of size r, by Proposition

1.9 there are at most rn and at least r(n− log r) edges meeting S. Furthermore, there are at most

((n + 1)!)r−1 · rn sets of size r meeting fewer than rn edges, where xr = x(x− 1) · · · (x− r + 1) is

the r-th falling factorial. It follows that

((n + 1)!)r(1 − p)rn 6 E[Xr] 6 ((n + 1)!)r(1 − p)rn + ((n + 1)!)r−1rn(1 − p)r(n−log r).

Recalling that λ = (n + 1)!(1 − p)n, elementary estimates lead to

(1 − o(1))λr = λr

(

1 − r2

(n + 1)!

)

6 E[Xr] 6 λr

(

1 +
rn

(n + 1)!(1 − p)r log r

)

= (1 + o(1))λr .
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In particular, if λ → c ∈ R, then by the method of moments (see for example [41]) X tends in

distribution to a Poisson distribution with mean c and so

P(Perm(n) is connected) = P(X = 0)
n→∞−−−→ P(Po(c) = 0) = e−c.

Otherwise, in the case limn→∞ λ = ∞ or limn→∞ λ = 0, the result follows by a simple first or

second moment argument, respectively. �

It is relatively straightforward to use these ideas to give a corresponding hitting time result for

the random graph process on Perm(n). That is, if we build a random subgraph of Perm(n) by

adding one edge at a time, each time choosing uniformly at random from the remaining edges, then

whp this subgraph will become connected precisely when the last isolated vertex disappears.

7. Discussion

As we saw in Sections 3 and 4, much of the work in this paper generalises to the case of Cayley

graphs of Coxeter groups or zonotopes. However, a key missing part is some control over the

large scale isoperimetric properties of these graphs, as in Proposition 1.9. In the case of the

permutahedron, spectral methods give a close to optimal bound on the Cheeger constant, up to a

small polynomial factor in the dimension/regularity. This is then a key ingredient to the proofs

of Theorems 1.6 and 1.7, allowing us to merge the large clusters we grow in a sprinkling step.

However, a much weaker bound on the Cheeger constant, for example anything sub-exponential,

would be sufficient in this argument.

It is therefore interesting to ask if we can give any general bounds on the Cheeger constant of

these classes of graphs. In the case of zonotopes, we make a rather bold conjecture.

Conjecture 7.1. Let Z =
∑k

i=1 vi be a zonotope and let G be its skeleton. Then i(G) is at worst

inverse polynomial in k.

Here, it would seem that the ‘worst’ examples should come from cycles of length 2k, which have

Cheeger constant around 2
k . There is a similar, well-known conjecture of Mihail and Vazirani [50]

on the expansion of 0/1 polytopes, where Qd is conjectured to have the worst expansion. The

specific case of matroid basis polytopes was solved in a breakthrough result very recently [6].

More generally, it would be interesting to know how the phase transition at the percolation

threshold develops in other classes of polytopes – how the critical probability relates to the degree

distribution and the largest cluster sizes in the sub- and super-critical regimes. If we consider the

cartesian powers of some fixed low-dimensional polytope with an irregular 1-skeleton, the negative

answer to Question 4.6 shows that we do not always have this dichotomy between logarithmic and

linear sized clusters. However, it would be very interesting to know if the quantitative behaviour

in Theorems 1.1, 1.2 and 1.6 was perhaps universal to simple polytopes.

In [26, 31], similar methods to those in Section 5 are used to not only show the existence of a giant

component in the supercritical percolated graphs, but to demonstrate that this giant component

likely has good expansion properties, from bounds on various structural parameters of the giant

component such as its diameter, circumference and mixing time can be derived.

Question 7.2. What can we say about the structural properties of the giant component L of a

supercritical percolated permutahedron?

(1) Does L whp contain a path of length Θ((n + 1)!)?
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(2) What is the likely diameter of L?

(3) What is the likely mixing time of a lazy random walk on L?

Using the methods of [26, 31], it should be relatively straightforward to obtain some lower bound

on the expansion of the giant component in Perm(n) using these methods, in particular one which

is inverse polynomial in n, which would give answers to Question 7.2 (1)–(3) which are tight up

to some power of n. However, it seems unlikely that one could obtain an optimal bound (even

up to polylogarithmic factors) as in [26] via these methods without first understanding better the

isoperimetric properties of Perm(n), in particular for large sets. For this reason, we have not made

much attempt to optimise the quantitative aspects of the arguments in Section 5. Furthermore,

for the diameter and mixing time, it is not obvious what natural lower bounds there are for these

quantities. In the case of G(n, p) and Qn
p , similar arguments as in Lemma 5.1 show the likely

existence of a bare path of length Ω(log n) and Ω(n) respectively, leading to natural lower bounds

on the diameter and mixing time in these cases. However, the methods of Lemma 5.1 only apply

to trees with small depth and maximum degree, and so in particular are not effective for counting

paths in Perm(n). For this reason, it would be interesting to know what the length of the longest

bare path in Perm(n)p is, and to this end to effectively estimate the number of paths of length

Θ(n log n) in Perm(n). From the other side, the diameter of Perm(n) is clearly
(

n
2

)

and the mixing

time of the lazy random walk on Perm(n) is known to be Θ(n2 log n) [44, 56]. Whilst neither

parameter is increasing under taking subgraphs, analogues to the case of G(n, p) and Qn
p suggest

that in the supercritical regime we should expect the giant component to have a diameter and

mixing time which is slightly larger (by a logarithmic factor) than that of the host graph.

As mentioned above, whilst we can determine quite precisely the expansion of small sets in

Perm(n), the isoperimetric properties of Perm(n) in general seem to not be very well-understood.

We discussed the edge-isoperimetric problem in Section 3, but the vertex-isoperimetric problem

in Perm(n) is also very interesting. A reasonably natural conjecture here would be that vertex-

boundary is minimised by Hamming balls in Kendall’s τ -metric (the distance metric on Sn+1

induced by Perm(n)).

Moving on to the connectivity threshold, in both G(n, p) and Qn
p , it has been shown that the

connectivity threshold is asymptotically the same as the threshold for containing a perfect matching

and Hamiltonian cycle. In the case of the hypercube, both the connectivity threshold and the

threshold for the existence of a perfect matching can be shown using quite delicate but elementary

first moment method arguments, which rely on strong and explicit isoperimetric inequalities for

the hypercube, in particular Theorem 1.8. On the other hand, the threshold for containing a

Hamiltonian cycle in this model was only recently resolved, in groundbreaking work by Condon,

Espuny Dı́az, Girão, Kühn and Osthus [21].

However, in the case of the permutahedron, even the existence of a Hamiltonian cycle in the host

graph is non-trivial (see, e.g., [42]).

Question 7.3. What is the threshold for the existence of a perfect matching or Hamiltonian cycle

in Perm(n)p? Do they coincide with the connectivity threshold?

Finally, viewing the permutahedron as a V-polytope rather than as a graph, there is perhaps

another natural notion of a random substructure of Perm(n) given by taking a random subset

of the permutations, given by including each permutation independently and with probability

p, and considering the convex hull of these points, which we denote by P (n, p). From the other
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direction, considering the permutahedron as a H-polytope, we could equally consider the constraints

determining the permutahedron as an intersection of hyperplanes and choose a random subset of

these constraints.

Question 7.4. Let p ∈ (0, 1).

(1) What is the likely volume of P (n, p)?

(2) What is the likely number of lattice points inside P (n, p)?

(3) What is the likely number of facets of P (n, p)?

(4) What is the likely number of edges of P (n, p)?

In the case of P (n) = P (n, 1) these parameters have simple combinatorial interpretations, and it

would interesting to see if there are combinatorial, or stochastically combinatorial, interpretations

of the corresponding parameters in P (n, p). The model is also closely related to the model of

random 0/1 polytopes considered in [45], where they showed that a weaker form of Mihail and

Vazirani’s conjecture holds for almost all 0/1 polytopes. It would interesting to know if the typical

expansion in P (n, p) is always smaller than that of P (n), or even just if it can be bounded as an

inverse polynomial in n.
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Appendix A. Proof of Lemma 4.5

We start with a simple lemma about the expectation of a truncated binomial random variable,

which follows for example from [30, Lemma 10].

Lemma A.1. Let β > 0 be sufficiently small, let K = 4 ln 1
β , let m

′ >

(

1 − β
2

)

m and let p = 1+β
m .

If X ∼ Bin(m′, p) is a binomial random variable and Y = min{X,K}, then

E[Y ] > 1 +
β

4
.

The algorithm PFS′ can then be described as follows: We first run the PFS exploration process

starting at v for τ1 := log logm many rounds and let A(τ1) be the frontier.

As in the proof of Lemma 4.4, whp for each x ∈ A(τ1), w(x) 6 log2 m and hence we can couple

this process from below with a Galton-Watson tree with child distribution Bin(m − log2 m, p). In

particular, by Lemma 2.6, |A(τ1)| = (c + o(1))log logm > log logm with probability γ(1 + β) + o(1).

We now continue with a slightly modified PFS process, starting with frontier A(τ1), except

when we expose the neighbourhood Nt(x) of a vertex x we stop after we have found K := 4 ln 1
β

neighbours.

Let us suppose we run this latter step for a further τ2 := β2m rounds. For each x ∈ A(τ1 + τ2),

we have w(x) 6 log2m + Kτ2 6 2Kβ2m 6
β
2m, since β is small. Hence, during this second round,

whenever we exposed the neighbourhood of a vertex y, the size of the neighbourhood Nt(y) we

discovered stochastically dominates a random variable distributed as min{Bin
((

1 − β
2

)

m, p
)

,K},

which by Lemma A.1 has expectation at least 1 + β
4 .

In particular, for any τ1 6 t < τ1 + τ2, |A(t + 1)| stochastically dominates the sum of |A(t)|
independent variables, each with mean 1 + β

4 and bounded by K. Therefore, if we let α := 1 + β
8 ,

we obtain by the Azuma-Hoeffding inequality (Lemma 2.8) that

P
(

|A(t + 1)| 6 αk
∣

∣

∣
|A(t)| = k

)

6 exp (−Ω(k)) .

We may therefore bound

P
(

|A(τ1 + τ2)| 6 (log logm)ατ2
)

6

τ2−1
∑

t=0

P
(

|A(t + τ1 + 1)| 6 (log logm)αt+1
∣

∣

∣
|A(t + τ1)| > (log logm)αt

)

6

τ2−1
∑

t=0

exp
(

−Ω
(

(log logm)αt
))

= o(1).

Therefore, whp

|Cv| > |A(τ1 + τ2)| > (log logm)ατ2 = exp (Θ(m)) ,
26



finishing the proof. �
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