
ar
X

iv
:2

40
4.

17
30

1v
1 

 [
m

at
h.

SG
] 

 2
6 

A
pr

 2
02

4

SYMPLECTIC COHOMOLOGY OF cAn SINGULARITIES

NIKOLAS ADALOGLOU 1, FEDERICA PASQUOTTO 2, AND ALINE ZANARDINI 3

Abstract. We compute the symplectic cohomology of Milnor fibers of
isolated quasihomogeneous cAn singularities. As a by-product of our
computations we distinguish their links as contact manifolds and we also
provide further evidence to a conjecture of Evans and Lekili.
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1. Introduction

Symplectic cohomology is a Floer-type invariant of certain open symplectic
manifolds which exhibit a particular type of geometry at infinity. It is an invariant
that has a rich algebraic structure, encoding information about the Reeb dynamics
on the manifold, and it is usually quite difficult to compute.

Milnor fibers of isolated hypersurface singularities provide an important class of
examples of such open symplectic manifolds. They always carry an exact symplectic
form, and one can attach a cylindrical end to their contact boundary, the link of
the singularity, to obtain a so-called (non-compact) Liouville manifold.

In fact, these objects have been extensively studied from many different
perspectives and they play a prominent role in both symplectic and algebraic
geometry, as they naturally appear within the realm of homological mirror
symmetry.

In this paper, we compute the symplectic cohomology of Milnor fibers of a
plethora of examples of isolated compound Du Val (cDV) singularities of type cAn

(Definition 2.1) using the practical algorithm outlined in [8]. All the examples we
consider arise from polynomials that can be written as a sum of four monomials in
four variables and which are called invertible (Definition 2.10).

For a large class of invertible polynomials, say w, Evans and Lekili proved [8,
Theorem 2.6] (see also Theorem 2.13) that there is an isomorphism of Gerstenhaber
algebras between the symplectic cohomology of the Milnor fiber F of the singularity
defined by the dual polynomial w̌ (Definition 2.11) and the Hochschild cohomology
of a certain dg-category one can associate to w. As a consequence, if one knows
how to compute the latter, then one can determine the symplectic cohomology
SH∗(F ) for explicit examples of singularities, as done in [8], leading to the following
conjecture:

Conjecture 1 ([8, Conjecture 1.4]). Let F be the Milnor fiber of an isolated cDV
singularity. Then the singularity admits a small resolution (Definition 2.3) such
that the exceptional set has ℓ irreducible components if and only if SH∗(F ) has rank
ℓ in every negative degree.

With this in mind, our goal in this paper is twofold: On the one hand, we want to
compute SH∗(F ) for further examples of isolated cDV singularities, thus providing
additional evidence supporting the Conjecture 1; and, on the other hand, we also
want to use these computations to distinguish infinitely many different contact
structures on the associated links.

It is a result of Miles Reid [26, Theorem 1.1] that the isolated cDV singularities
are precisely the Gorenstein terminal threefold singularities. In particular, the
links of these singularities are index positive by [23] and, therefore, the symplectic
cohomology of their Milnor fibers in negative degrees are contact invariants (see
e.g. Theorem 5.11 or Appendix A).

While this manuscript was in preparation, we learned that M. Habermann and
J. Asplund are also working on a similar project. Their work, however, differs
from ours, in that they are trying to find an intrinsically symplectic approach to
computing symplectic cohomology of Milnor fibers of cAn singularities, which does
not rely on mirror symmetry arguments.

1.1. Main results. We consider isolated cDV singularities arising as the double
suspension of invertible curve singularities. That is, we consider singularities that
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are described by invertible polynomials of the form x2
1 + x2

2 + g(x3, x4), where g
itself is an invertible polynomial which is of either chain, loop or Fermat type (see
e.g. [14] for the terminology).

More precisely, we study polynomials that belong to one of the following families
(where a, b, c, d, e, f > 1):

(1) wa,b
chain := x2

1 + x2
2 + xa

3x4 + xb
4

or

(2) wc,d
loop := x2

1 + x2
2 + xc

3x4 + x3x
d
4

or

(3) we,f
Fermat := x2

1 + x2
2 + xe

3 + xf
4

By [22, Proposition 1.3] (see also [18, Theorem 2.8] and [32]), any (isolated)
quasihomogeneous cAn singularity is formally equivalent to the singularity
determined by an invertible polynomial in one of the above families. In particular,
throughout the paper we will adopt the following three conventions:

Convention 1. A singularity defined by the dual of a polynomial as in (1), (2) or
(3) will be called an invertible cAn singularity.

Convention 2. An invertible polynomial as in (1), (2) or (3) will be called
suspended.

Convention 3. Moreover, we will also abuse the terminology and we will often
refer to a polynomial w as in (1), (2) or (3) as being of chain, loop or Fermat type,
respectively.

When w = wa,b
chain is of chain type we prove Theorem A below:

Theorem A (= Theorem 4.1 + Corollary 4.3.1). Let w = wa,b
chain be as in (1) and

let F denote the Milnor fiber of the singularity defined by the dual polynomial w̌.
Then for any integer k ≤ 0 we have:

dimSH2k(F ) = dimSH2k+1(F ) =

=











gcd(a− 1, b) if q = 0 or if q = (a− 1 + b)− 1

q if 1 ≤ q ≤ min{a− 1, b}

min{a− 1, b} if min{a− 1, b} < q < (a− 1 + b)− 1

,

where 0 ≤ q < a− 1 + b is such that (a− 1)(1− k) ≡ q mod (a− 1 + b).

Similarly, when w = wc,d
loop is of loop type we prove:

Theorem B (= Theorem 4.6 + Corollary 4.8.1). Let w = wc,d
loop be as in (2) and let

F denote the Milnor fiber of the singularity defined by the dual polynomial w̌ = w.
Then for any integer k ≤ 0 we have:

dimSH2k(F ) = dimSH2k+1(F ) =

=











gcd(c− 1, d− 1) + 1 if q = 0 or if q = (c+ d− 2)− 1

q + 1 if 1 ≤ q ≤ min{c, d} − 1

min{c, d} if min{c, d} − 1 < q < (c+ d− 2)− 1

,

where 0 ≤ q < c+ d− 2 is such that (c− 1)(1− k) ≡ q mod (c+ d− 2).
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And when w = we,f
Fermat is of Fermat type we prove Theorem C below, which

extends the computations in [8, Section 3.1] to the case where f is not necessarily
a multiple of e (or e is not a multiple of f).

Theorem C (= Theorem 4.10 + Corollary 4.12.1). Let w = we,f
Fermat be as in (3)

and let F denote the Milnor fiber of the singularity defined by the dual polynomial
w̌ = w. Then for any integer k ≤ 0 we have:

dimSH2k(F ) = dimSH2k+1(F ) =

=











gcd(e, f)− 1 if q = 0 or if q = (e + f)− 1

q − 1 if 1 ≤ q ≤ min{e, f}

min{e, f} − 1 if min{e, f} < q < (e+ f)− 1

where 0 ≤ q < e+ f is such that e(1− k) ≡ q mod (e+ f).

For the three types of invertible polynomials addressed in this paper, the dual
w̌ defines an isolated cAn singularity at the origin (see Definition 2.1) and we can
make use of the criterion given by Lemma 2.5, which says that such singularity
admits a small resolution if and only if the curve singularity defined by w̌ restricted
to x1 = x2 = 0 is a product of n + 1 distinct smooth curves. Therefore, as a
by-product of our computations, we conclude:

Theorem D (= Propositions 4.5, 4.9 and 4.13 combined). Conjecture 1 holds for
(the duals of) all the polynomials as in (1), (2) or (3).

In particular, we establish the following:

Corollary D.1. Let F be the Milnor fiber of an isolated cAn singularity which is
described by an invertible polynomial and which admits a small resolution. Then
dimSHr(F ) = n for all r ≤ 1.

At the same time, we are also able to achieve the second goal of this paper. We
classify the contact structures on the links of invertible cAn singularities making
use of the computations in the proofs of the above theorems. They allow us
to systematically keep track of the bigrading on SH≤1(F ) that comes from the
Gerstenhaber bracket, which is a contact invariant of the link. For this we rely on
the techniques first introduced in [8, Section 4] and we refer the reader to Section
5 for more details.

When comparing the links of two invertible cAn singularities, say w̌1 and w̌2, it
is useful to remember that Gray’s stability ensures that, whenever w̌1 and w̌2 are
deformation equivalent (Definition 5.1), their links are contactomorphic.

In fact, using the aforementioned bigrading on the symplectic cohomology of
their Milnor fibers we show:

Theorem E (= Proposition 5.30). Any two invertible cAn singularities have
contactomorphic links if and only if, up to a holomorphic change of variables, their
defining polynomials are deformation equivalent (as in Definition 5.1).

In particular, this can only happen if both singularities admit a small resolution
with the same number of exceptional curves.

Since smooth deformations, as well as holomorphic change of coordinates,
preserve all the classical topological invariants of an isolated hypersurface
singularity, we further obtain the following:
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Corollary E.1 (= Corollary 5.30.1). Two invertible cAn singularities with
contactomorphic links must have the same Milnor number.

Note that Theorem E can be used as a means of distinguishing different
contact structures on the same underlying smooth 5-manifold. For example, the

singularities coming from Fermat-type polynomials we,f
Fermat all have links which

are diffeomorphic to #ℓ(S
2 × S3), where ℓ = gcd(e, f) − 1 and, by convention,

#0(S
2 × S3) = S5. Therefore, we can distinguish infinitely many different contact

structures on #ℓ(S
2 × S3):

Corollary E.2 (Computations in Subsections 5.4 and 5.5). Two invertible cAn

singularities coming from two suspended polynomials of Fermat type define the same
contact structure on #ℓ(S

2 × S3) if and only if they both admit a small resolution
and they both have the same Milnor number.

In particular, any two contact structures on S5 coming from distinct suspended
Fermat-type polynomials are never contactomorphic.

Viewing smooth manifolds as links of singularities to produce new contact
structures on them goes back to [30]. Closer to our setting is the beautiful work of
Uebele in [28], where he distinguished the contact structures coming from Fermat
type polynomials for e = 2, where the links are diffeomorphic to either S5 or
S2 × S3. This was generalized in [8] in various directions, but only in the case
where the singularities considered admit a small resolution.

1.2. Organization of the paper. The paper is organized as follows: In Section
2 we introduce the notation and we recall the necessary background notions and
results on the algebraic geometry of cDV singularities and on the smooth and
symplectic topology of their links. We also include a self-contained discussion of the
relevant mirror symmetry setup for invertible polynomials. Section 3 contains the
necessary preliminary lemmas and propositions for our computations. In Section
4 we prove Theorems A, B and C and we explain how one can use these to
prove Theorem D, thus confirming that Conjecture 1 holds for all invertible cAn

singularities. Finally, in Section 5 we describe how to use the bigrading on SH∗(F )
to prove Theorem E.

We also include two appendices: In Appendix A we present some generalities
on symplectic cohomology of Liouville domains with an emphasis on index
positivity. Appendix B, in turn, contains a few explicit examples that illustrate
the applicability of our formulas from Section 4. In particular, we explain how to
recover [8, Theorem 3.13].

Acknowledgments

We would like to thank Jonny Evans, Matthew Habermann and Chris Peters
for insightful conversations and their valuable comments. This project originated
from a seminar we organized in Leiden during Fall 2022 and another outcome of
this seminar are the comprehensive lecture notes written by Chris Peters currently
available via his website [25].

2. Background

In this section, we present the relevant background material that will be needed
for our exposition.
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2.1. Compound Du Val singularities and small resolutions. We start with
a brief overview of a class of threefold singularities, which are known as compound
Du Val singularities, as well as their connection to small resolutions.

Definition 2.1. A compound Du Val singularity, or cDV for short, is a
germ of an algebraic variety (or of an analytic space) (X, p) which is analytically
equivalent to the germ of a threefold hypersurface singularity ({f = 0}, 0) in the
affine space A4 given by an equation of the form

(4) f(x1, x2, x3, x4) = gXn
(x1, x2, x3) + x4g̃(x1, x2, x3, x4)

where gXn
= 0 is the equation of a Du Val (surface) singularity (also known as

ADE) and g̃ is an arbitrary polynomial.

In other words, a cDV singularity is a threefold singularity such that a generic
hyperplane section is a Du Val singularity. In particular, borrowing the notation
from [22], in (4) Xn stands for An, Dn or En and the polynomial gXn

is one of the
following polynomials:

gAn
= x2

1 + x2
2 + xn+1

3 (n ≥ 1)

gDn
= x2

1 + x2
2z + xn−1

3 (n ≥ 4)

gE6
= x2

1 + x3
2 + x4

3

gE7
= x2

1 + x3
2 + x2x

3
3

gE8
= x2

1 + x3
2 + x5

3

Moreover, we then say:

Definition 2.2. A cDV singularity (X, p) is of type cXn if Xn is minimal in a
representation of (X, p) by equation (4), where the ordering is as in [22].

It turns out that, in dimension three, cDV singularities are the only Gorenstein
singularities that can admit a so-called small resolution.

Small resolutions are always crepant, meaning they do not affect the canonical
class, and they are characterized by the property of having a small exceptional
locus. The precise definition is as follows:

Definition 2.3. A resolution of singularities is called small if the exceptional locus
has codimension at least two.

A basic and well-known example of an isolated cDV singularity that admits a
small resolution is given by the conifold singularity:

Example 2.4 ([1]). Consider X : {x1x2−x3x4 = 0} in A4. Then X has an isolated
cDV singularity at the origin of type cA1. The blow-up Y → X along the plane
x1 = x4 = 0 is a small resolution having an irreducible exceptional curve whose
normal bundle (in Y ) is O(−1)⊕O(−1). The blow-up along the plane x2 = x3 = 0
is another small resolution, and the two are related by a so-called Atiyah flop.

In general small resolutions of cDV singularities do not always exist, and for
(isolated) cAn singularities one has the following criterion:

Lemma 2.5 ([15, Theorem 1.1] and [9, p. 676]). Any isolated cAn singularity
admitting a small resolution is given by an equation x2

1 + x2
2 + g(x3, x4) = 0 where

the germ of the plane curve g = 0 at the origin has n+1 distinct smooth branches.
And, conversely, any such singularity admits a small resolution.
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Moreover, as Example 2.4 already shows, when small resolutions do exist, they
are not unique. Nonetheless, their exceptional sets are isomorphic and, therefore,
it makes sense to talk about the number of its irreducible components.

In fact, it is well known that whenever an isolated cDV singularity admits a
small resolution such that the exceptional curve has ℓ irreducible components, then
its link L is diffeomorphic to #ℓ(S

2 × S3). In particular, H2(L) ≃ H3(L) and
H2(L) ≃ H3(L) are both free of rank ℓ. The converse, however, is not true.

For example, any cDV singularity that is given by x2
1 + x2

2 + xe
3 + xf

4 = 0, with
gcd(e, f) > 1, is such that H2(L) ≃ H3(L) is free of rank ℓ = gcd(e, f)− 1 and L
is diffeomorphic to #ℓ(S

2 × S3) [4, Theorem 10.3.3]. But, as Lemma 2.5 tells us,
such singularities do not always admit a small resolution.

In general, the link of an isolated hypersurface singularity (X, p) is defined as the
intersection of X with a small sphere centered at p. If X has (complex) dimension
n− 1, then the link is a smooth and compact manifold of (real) dimension 2n− 3,
which is n− 3 connected.

For the convenience of the reader, we recall next some generalities about links
of hypersurface singularities as well as their natural contact structures.

2.2. The link of a singularity and its contact structure. For simplicity, we
may assume X ⊂ An is given by the zero set of a polynomial function and the
(isolated) singular point p is the origin. That is, we consider singular algebraic
varieties of the form V (f) = {x ∈ Cn : f(x) = 0}, where f ∈ C[x1, . . . , xn].

We then define the Milnor number of the singularity to be the dimension of
the algebra of functions modulo the Jacobian ideal of f , namely the number

µ(f) = dimC

C[x1, . . . , xn]
〈

∂f
∂x1

, . . . ∂f
∂xn

〉 .

And, moreover, we view each V (f) as a limit (degeneration) of a family of
varieties

Vt(f) = {x ∈ Cn : f(x) = t}

The topology of such families was extensively studied by Milnor ([24]), who showed
the following:

Proposition 2.6. The preimage of each sufficiently small complex number t
intersects a small open ball of radius δ in a smooth, parallelizable (2n−2)-manifold

Ft = B2n(δ) ∩ f−1(t),

called the Milnor fiber of the singularity. Moreover, Ft has the homotopy type of
a bouquet of (n − 1)-spheres, where the number of spheres is given by the Milnor
number of the singularity:

Ft ≃
∨

µ(f)

Sn−1.

The link of the singularity is then defined precisely as the boundary of the Milnor
fiber:

Definition 2.7. For sufficiently small δ > 0, the intersection

Lf := V (f) ∩ S2n−1(δ)
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of V (f) with the sphere of radius δ centered at 0 is a smooth manifold, whose
diffeomorphism type does not depend on δ. We call this manifold the link of the
isolated singularity.

Now, it turns out that considering at each point of Lf the subspace of the tangent
space which is invariant under complex multiplication, we get a codimension one
subbundle of the tangent bundle, also called the field of complex tangencies. These
subspaces form a contact distribution on Lf , which is compatible in a suitable sense
with the symplectic (in fact, Stein) structure of the Milnor fiber. In other words,
we have:

Lemma 2.8. Let Lf be the link of an isolated hypersurface singularity. The complex
tangencies distribution defines a contact structure on Lf , which is symplectically
fillable.

Proof. Notice that Lf is a level set of the function q(x) = |x|2, viewed as a
function on V (f). Now, if J : Cn → Cn denotes multiplication by i on each
component and we set β = −dq ◦ J , then we have that the restriction of the form
β to Lf defines a contact structure ξ on Lf such that ξp = TpLf ∩ JTpLf . To
prove symplectic fillability one argues as follows: for t sufficiently small, Vt(f) is a
symplectic (in fact, Stein) filling of the contact manifold Vt(f) ∩ S2n−1(δ), which
in turn is contactomorphic to Lf , the link of the singularity. �

2.3. Symplectic cohomology and its algebraic structure. As stated in the
introduction, our goal is to compute the symplectic cohomology of Milnor fibers of
some examples of isolated cDV singularities. With this in mind, we recall below
the definition of symplectic cohomology in the general setting of Liouville domains.
We explain in Appendix A how, in the examples we are interested in, this invariant
only depends on the contact structure of the link.

We are going to discuss the definition of symplectic cohomology for a class of non-
compact manifolds that arise as the completion of compact symplectic manifolds
with contact boundary.

Definition 2.9. A Liouville domain is a compact symplectic manifold (W,ω)
with boundary, together with a globally defined Liouville vector field Y (meaning
LY ω = ω) which points transversely out of the boundary.

In particular, λ = ιY ω is a primitive for ω (in other words, dλ = ω) and (M,ω)
is an exact symplectic manifold) and α = λ|∂W is a contact form. An important
observation is that Milnor fibers and links of isolated singularities fall into this
framework: a Liouville vector field is given by the gradient of the function q(x) =
‖x‖2 with respect to the standard Kähler metric (cf. Lemma 2.8).

A Liouville domain (W,ω) can be completed to a non-compact Liouville manifold

Ŵ = W ∪Σ Σ× [0,+∞),

by attaching a copy of Σ × [0,+∞) to W along a collar neighbourhood of the
boundary, as prescribed by the flow of the Liouville vector field.

If Ŵ is the completion of a Liouville domain, then SH∗(Ŵ ), the symplectic

cohomology of Ŵ , is the cohomology of a chain complex SC∗(Ŵ , α) with generators:

• C∗(W ), the cochain complex of M ;
• periodic orbits of the Reeb vector field of α (two for each orbit).
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For more details on the definition of this invariant, we refer the reader to Seidel’s
lecture notes [27].

What we would like to point out here, is that symplectic cohomology is endowed
with a rich algebraic structure: whenever c1(W ) = 0, SH∗(Ŵ ) admits the structure
of a Gerstenhaber algebra.

A Gerstenhaber algebra is a graded complex vector space A∗ =
⊕

k

Ak equipped

with an associative, graded commutative product and a graded Lie algebra bracket
[ , ] of degree −1 satisfying a mutual compatibility condition.

An example is given by the Hochschild cohomology of any associative algebra.
It has a Gerstenhaber bracket which, together with the cup product, forms a
Gerstenhaber algebra structure [13].

In general, if A∗ is a Gerstenhaber algebra, the subspace A1 is a Lie algebra
over C whose Lie bracket gives representations A1 → gl(Ak) of A1 on Ak for each
k. Now, if h is a 1-dimensional Cartan subalgebra of A1 (this always exists and is
unique up to automorphism) and we choose an identification of h∗ with C, then the
adjoint representation induces a Z×C bigrading – a weight space decomposition of
each graded piece

Ak ∼=
⊕

τ∈C

Bτ .

It turns out that whenever W is a Liouville domain satisfying c1(W ) = 0, the

symplectic cohomology SH∗(Ŵ ) carries a Gerstenhaber bracket

[·, ·] : SHm × SHn → SHm+n−1.

and hence we get a decomposition of each SHr parametrized by C, with the
parametrization depending on the identification of h ≃ C. More details on the
definition of the bracket can be found in [8, Section 4.3].

The bigrading coming from this Gerstenhaber algebra structure will play an
important role in Section 5.

2.4. Mirror symmetry for invertible polynomials. We now end this
background section with a brief discussion on a version of homological mirror
symmetry for invertible polynomials. In our context, it consists of a conjecture
relating the symplectic topology and the algebraic geometry of two polynomials
which are mirrors via matrix transposition. Moreover, it provides a method for
tackling the computations we are interested in.

We first recall the definition of an invertible polynomial:

Definition 2.10. We say a polynomial

(5) w = w(x1, . . . , xn) :=

n
∑

i=1

n
∏

j=1

x
aij

j ∈ C[x1, . . . , xn]

is invertible if and only if the three conditions below hold:

(i) The n× n matrix Aw = (aij) is invertible (over Q);
(ii) w is quasi-homogeneous, meaning, there exists a (uniquely determined) weight

system (d1, . . . , dn;h), satisfying gcd(d1, . . . , dn, h) = 1, such that

n
∑

j=1

djaij = h ∀ i = 1, . . . , n
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In particular, w(λd1x1, . . . , , λ
dnxn) = λhw(x1, . . . , xn) for all λ ∈ C ; and

(iii) w is quasi-smooth, i.e. the hypersurface Hw : {w = 0} ⊂ An has a (unique)
isolated singularity at the origin.

Next, we recall the definition of the so-called Berglund-Hübsch mirror (or dual)
[3] to an invertible polynomial. Given w as in Definition 5, its mirror, denoted by
w̌, is defined as follows:

Definition 2.11. If w is an invertible polynomial as in (5), we define w̌ to be the
invertible polynomial associated to AT

w, the transpose of Aw. That is,

w̌ :=

n
∑

i=1

n
∏

j=1

x
aji

j

Homological mirror symmetry for invertible polynomials predicts that the
Fukaya-Seidel category of the mirror polynomial w̌ is equivalent to the category
of matrix factorizations associated to a certain group action on the affine space An

that preserves the polynomial w.
More precisely, given w as above, one considers its maximal symmetry group,

which is the following finite extension of Gm (the multiplicative torus)
(6)

Γw :=







t = (t0, t1, . . . , tn) ∈ (Gm)n+1;
n
∏

j=1

t
aij

j = t0 · t1 · . . . · tn ∀ i = 1, . . . , n







that acts on An (preserving w) via (x1, . . . , x4) 7→ (t1x1, . . . , tnxn). Then, to
this data, one associates the dg-category mf(An,Γw, w) of Γw-equivariant matrix
factorizations and one postulates the following:

Conjecture 2 ([21, Conjecture 1.2]). Let w ∈ C[x1, . . . , xn] be an invertible
polynomial and write w̌ for the dual polynomial. Then there exists a quasi-
equivalence of idempotent complete A∞-categories F(w̌) ≃ mf(An,Γw, w), where
F(w̌) denotes the Fukaya-Seidel category of a Morsification of w̌.

As shown in [8], such conjecture, when it holds, provides a tool for computing
the symplectic cohomology of Milnor fibers of isolated hypersurface singularities
defined by certain classes of invertible polynomials. In fact, the conjecture has
been established in many cases, including:

Theorem 2.12. ([10], [11], [14]) Conjecture 2 holds for suspended polynomials.

Since Γw also acts naturally on An+1, one can also consider the corresponding
category of equivariant matrix factorizations mf(An+1,Γw, w), which from now on
we will denote by Cw . Then one can prove the following:

Theorem 2.13 ([8, Theorem 2.6]). Let w ∈ C[x1, . . . , xn] be an invertible
polynomial and, as before, write w̌ for the dual polynomial. If HH2(Cw) = 0,

d0 := h −
4

∑

i=1

di 6= 0 and Conjecture 2 holds, then there exists an isomorphism of

Gerstenhaber algebras SH∗(F ) ≃ HH∗(Cw), between the symplectic cohomology of
the Milnor fiber F of the singularity defined by w̌ and the Hochschild cohomology
of Cw := mf(An+1,Γw, w).
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We will show later, in Proposition 3.5, that all the hypotheses of Theorem 2.13
are indeed satisfied for the polynomials we are interested in. In particular, we can
compute SH∗(F ), together with its Gerstenhaber algebra structure, by computing
HH∗(Cw) instead.

We will come back to this Gerstenhaber algebra structure, and the bigrading
one can extract from it, in subsection 5.2.

3. The general framework for the computations

In this section, we explain how to computeHH∗(Cw) for an invertible polynomial
w of either chain, loop of Fermat type using the formula in [2, Theorem 1.2] and
the practical algorithm outlined in [8, Section 2.4]. That is, we consider suspended
polynomials w, as in Convention 2, which belong to one of the families (7), (8) or
(9) below, respectively.

(7) wa,b
chain := x2

1 + x2
2 + xa

3x4 + xb
4 (a, b ≥ 2)

or

(8) wc,d
loop := x2

1 + x2
2 + xc

3x4 + x3x
d
4 (c, d ≥ 2)

or

(9) we,f
Fermat := x2

1 + x2
2 + xe

3 + xf
4 (e, f ≥ 2)

3.1. Setting and notation. We start by introducing the notations which will be
used throughout the rest of the paper. We follow [8] closely and refer the reader to
it for more details.

N1 We let χw : Γw → Gm be the character defined by

t := (t0, . . . , t4) 7→ t0t1t2t3t4

where Γw is the maximal symmetry group of w, as in (6).

Then, given γ ∈ ker(χw), we consider its diagonal action on A5 ≃
Spec(C[x0, . . . , x4]), and we let:

N2 I := {1, 2, 3, 4} = Iγ ∪ Iγ , where
• i ∈ Iγ ⇐⇒ xi is fixed under the action of γ,
• i ∈ Iγ ⇐⇒ xi is not fixed under the action of γ;

N3 wγ denote the restriction of w to
⋂

i∈Iγ

{xi = 0};

N4 Jγ denote the Jacobian ring of wγ

N5 and Mγ be the subset of C[x0, x1, x2, x3, x4] given by Aγ ∪Bγ ∪ Cγ , where

• Aγ is the set of monomials of the form xβ
0p

∏

i∈Iγ

x∗
i if x0 is fixed by γ;

otherwise, we put Aγ = ∅. Where, here, β ≥ 0 and p ∈ Jγ

• Bγ is the set of monomials of the form xβ
0px

∗
0

∏

i∈Iγ

x∗
i if x0 is fixed by γ;

otherwise, we put Bγ = ∅. And, again, β ≥ 0 and p ∈ Jγ
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• Cγ is the set of monomials of the form px∗
0

∏

i∈Iγ

x∗
i if x0 is not fixed by γ;

otherwise, we put Cγ = ∅. And, once more, p ∈ Jγ .

We then say an element m ∈ Mγ is a γ-monomial and we write bk for the
total exponent of xk in m, with the convention that x∗

k contributes −1 to bk. In

particular, we writem = xb0
0 xb1

1 xb2
2 xb3

3 xb4
4 and eachm ∈ Mγ then defines a character

χm : Γw → Gm given by

χm : t 7→ tb00 tb11 tb22 tb33 tb44 ,

which allows us to further introduce the notion of good pairs:

Definition 3.1. We say a pair (γ,m) ∈ ker(χw)×Mγ is a good pair if and only if

χm = χ⊗N
w for some integer N .

Remark 3.2. Elements m ∈ Mγ actually lie in C[x0, x1, x2, x3, x4]⊗ΛdimNγ (Nγ)
∨,

where Nγ is the vector space spanned by the non-fixed variables xi and the generators
of (Nγ)

∨ are denoted by x∗
i . But we then adopt the convention that x∗

i contributes
−1 to bi as above.

Remark 3.3. Note that given any m = xb0
0 xb1

1 xb2
2 xb3

3 xb4
4 ∈ Mγ we have b0 ≥ −1.

We then have:

Theorem 3.4 ([8, Theorem 2.14]). The only contributions to HH∗(Cw) come
precisely from good pairs (γ,m). Moreover, a good pair (γ,m) contributes to:

• HH2N+3−α+1 if m ∈ Aγ

• HH2N+3−α+2 if m ∈ Bγ

• HH2N+3−α+2 if m ∈ Cγ

where α := |Iγ |.

In particular, we are now in a position to prove that all invertible polynomials
we are interested in do satisfy the hypotheses of Theorem 2.13, hence we have an
isomorphism between HH∗(Cw) and SH∗(F ) – the symplectic cohomology of the
Milnor fiber of the singularity defined by w̌.

Concretely, we can now prove:

Proposition 3.5. If w is a suspended polynomial, then HH2(Cw) = 0 and
Conjecture 2 holds (Theorem 2.12). Moreover, if w has weights (d1, d2, d3, d4;h),

then the integer d0 := h−
4

∑

i=1

di is not equal to zero.

Proof. First, we observe HH2(Cw) = 0 (see also Lemma A.4). In fact, by Theorem
3.4, contributions to HH2(Cw) can only come from pairs (γ,m) such that α =
|Iγ | = 4 and χm = χw (i.e. N = 1). Therefore, potentially, γ ∈ ker(χw) could
only be the identity element and m could only be the monomial = x0x1x2x3x4.
However, looking at the ring Jγ we see that m /∈ Mγ .

Finally, we note that for a polynomial w as in the statement we have that
d1 = d2 = h/2, hence 0 < d3 + d4 = −d0. �

In practice, to carry out the computations of HHr(Cw), for r 6= 2 and for the
polynomials we are interested in, one actually needs a more functional description
of the group ker(χw).
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Therefore, if w is as in (1) or (2), let G = µdw
with dw := (detAw)/4; and if w

is as in (3), let G = µe × µf . We obtain such functional description by considering
a covering homomorphism

Ψ : µ2 × µ2 ×G×Gm → Γw,

where throughout µ• denotes the cyclic group of roots of unity of order •, which
we view as a subgroup of Gm.

Moreover, we can then make use of Lemma 3.6 below, repeatedly and implicitly,
to describe the corresponding good pairs:

Lemma 3.6. A character ξ : Γw → Gm is of the form χ⊗N = ξ if and only if
(χ ◦Ψ)⊗N = ξ ◦Ψ.

Proof. If χN = ξ, then χN ◦Ψ = ξ ◦Ψ and it suffices to observe we have (χ◦Ψ)N =
χN ◦ Ψ. Conversely, if (χ ◦ Ψ)N = ξ ◦ Ψ, then we obtain χN ◦ Ψ = ξ ◦ Ψ, where
again we use the equality (χ ◦Ψ)N = χN ◦Ψ. Now, because Ψ is surjective, it has
a right inverse, and χN ◦Ψ = ξ ◦Ψ implies that χN = ξ. �

3.2. Determining the good pairs. Let us now describe, in great detail, how to
determine the good pairs contributing to HH∗(Cw) for a polynomial w as in (1) or
(2). For Fermat type polynomials the procedure has already been elaborated in [8,
Section 3.1] and the description can be summarized in the following proposition:

Proposition 3.7 ([8, Section 3.1]). If w = we,f
Fermat is as in (3), then

(i) the contributions to HH3(Cw) come precisely from good pairs (γ,m) such
that m has total exponent b0 = −1, hence m ∈ Bγ ∪ Cγ . Furthermore,

dimHH3(Cw) = (e − 1)(f − 1).
(ii) for any r ≤ 1 the contributions to HHr(Cw) come precisely from good pairs

(γ,m) such that m has total exponent b0 ≥ 0 and γ is of the form (1, 1, ζ, ξ)
or (−1,−1, ζ, ξ), where ζ ∈ µe and ξ ∈ µf are such that ζ · ξ = 1 ∈ Gm (i.e. γ
fixes the variable x0). And, conversely, any such good pair can only contribute
to HHr(Cw) for some r ≤ 1

(iii) it follows from the previous point that HHr(Cw) vanishes for all r > 3.

Our main goal here will thus be to prove an analogous statement when w is either
of chain or of loop type. Concretely, we will prove Proposition 3.10 (the analogue
of (i)) and Proposition 3.12 (the analogue of (ii) and (iii)).

Therefore, henceforth let w be as in (1) or (2), let (d1, d2, d3, d4;h) be the
corresponding weights and denote the entries of the corresponding matrix Aw as in
Definition 5 by (aij). And note that if w is as in (1) (resp. (2)), then Aw is as in
(⋆) (resp. (⋆ ⋆)) below:

(⋆)









2 0 0 0
0 2 0 0
0 0 a 1
0 0 0 b









chain type

(⋆ ⋆)









2 0 0 0
0 2 0 0
0 0 c 1
0 0 1 d









loop type

Now, in order to describe the good pairs, we will consider the following surjective
h : 1 covering homomorphism

Ψ : (u1, u2, u3, τ) 7→ (τd0u−1
1 u−1

2 ua33−1
3 , τd1u1, τ

d2u2, τ
d3u3, τ

d4u−a33

3 )
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which gives an isomorphism ker(χw ◦ Ψ) ≃ µ2 × µ2 × µdw
× µh, hence an

isomorphism
ker(χw) ≃ µ2 × µ2 × µdw

,

where (as before) dw := (detAw)/4.
In particular, we have that the action of each γ = (u1, u2, u3) ∈ ker(χw) on

A5 ≃ Spec(C[x0, . . . , x4]) is diagonal and it is given by

(x0, x1, x2, x3, x4) 7→ (u−1
1 u−1

2 ua33−1
3 x0, u1x1, u2x2, u3x3, u

−a33

3 x4)

Moreover, if we fix γ ∈ ker(χw) and a γ-monomial m = xb0
0 xb1

1 xb2
2 xb3

3 xb4
4 , then

using the map Ψ we can identify χm with the character

(u1, u2, u3, τ) 7→ τn0un1

1 un2

2 un3

3

where the integers ni are given by:

• n0 =

4
∑

i=0

bidi,

• n1 = b1 − b0,
• n2 = b2 − b0 and
• n3 = −a33b4 + b3 + (a33 − 1)b0

And, similarly, we can identify χw with the character

(u1, u2, u3, τ) 7→ τh

Consequently, we have that χm = χ⊗N
w for some N ∈ Z if and only if n0 = N · h

for some N ∈ Z and we can find integers m1,m2,m3 such that

(10) n1 = 2m1 n2 = 2m2 n3 = dwm3

Thus,

(11) −a33b4 + b3 + (a33 − 1)b0 ≡ 0 mod dw,

(γ,m) is a good pair (by definition) and

N = m1 +m2 + (a44 − 1)m3 + b4

=
b1 + b2

2
+ (a44 − 1)m3 + b4 − b0

(12)

This proves the following:

Proposition 3.8. The only contributions to HH∗(Cw) come, possibly, from
elements γ ∈ ker(χw) of the form (1, 1, ζdw

) or (−1,−1, ζdw
), where ζdw

∈ µdw
.

Proof. If (γ,m) is a good pair withm = xb0
0 xb1

1 xb2
2 xb3

3 xb4
4 , then our discussion tells us

b1 ≡ b2 mod 2. Thus, from the description of Mγ and Jγ we see that we must have
b1 = b2 = 0 or b1 = b2 = −1. Equivalently, either both x1 are x2 are fixed, or both
variables are not fixed. Therefore, γ is of the form (1, 1, ζdw

) or (−1,−1, ζdw
). �

Observe now that an element γ = (u1, u2, u3) ∈ ker(χw) will never fix x0, unless
ua33−1
3 = 1. Therefore, we also have:

Proposition 3.9. If (γ,m) is a good pair such that γ fixes x0, then γ is of the
form (1, 1, ζ) or (−1,−1, ζ) for some ζ ∈ µa33−1.

At the same time, if (γ,m) is a good pair such that γ does not fix x0, hence
m ∈ Cγ , then it turns out such a pair contributes to HH3(Cw). More precisely, we
can further prove the following:
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Proposition 3.10. The contributions to HH3(Cw) come precisely from good pairs
(γ,m) such that m has total exponent b0 = −1, hence m ∈ Bγ ∪ Cγ . Furthermore,

(i) dimHH3 (Cw)) = a(b− 1) + 1 if w = wa,b
chain is as in (1), and

(ii) dimHH3 (Cw) = cd if w = wc,d
loop is as in (2).

Proof. First, observe that by Theorem 3.4, contributions to HH3(Cw) can only
come from pairs (γ,m) such that either:

(i) α = |Iγ | = 0,m ∈ Bγ ∪ Cγ and χm = (χw)
−1 (i.e. N = −1); or

(ii) α = |Iγ | = 2,m ∈ Bγ ∪ Cγ and χm = (χw)
0 (i.e. N = 0); or

(iii) α = |Iγ | = 1,m ∈ Aγ and χm = (χw)
0 (i.e. N = 0).

The first case implies m = xb0
0 x−1

1 x−1
2 x−1

3 x−1
4 for some b0 ≥ −1 since 3, 4 ∈ Iγ

and Jγ = C. And then equation (12) gives b0 = −1. A similar argument shows the
second case also implies b0 = −1 and that the third case does not happen.

Conversely, if b0 = −1, then the descriptions of Mγ and Jγ combined with (10)
imply that a pair (γ,m) can only be a good pair if m ∈ Bγ ∪ Cγ and

m = x−1
0 x−1

1 x−1
2 xb3

3 xb4
4 ,

where by (11) the exponents b3 and b4 are such that either b4 = b3 = −1, hence
N = −1 and α = 0; or b4 = 0 and b3 = a − 1 and hence N = 0 and α = 2. In
particular, m1 = m2 = m3 = 0 and either {3, 4} ⊂ Iγ or {3, 4} ⊂ I\Iγ .

Therefore, the contributions from monomials with total exponent b0 = −1 come
from γ = (−1,−1, 1) or from γ = (−1,−1, ζ) for some ζ ∈ µdw

\µa33
. Note that

there are a(b− 1)+1 such elements if w is as in (1), and there are cd such elements
if w is as in (2). Moreover, in each case, these indeed contribute to HH3(Cw). �

Remark 3.11. Note that in Proposition 3.10, the dimension of HH3(Cw) is
precisely the Milnor number of the singularity defined by w̌. In fact, it follows
from (26) that SH3(F ) ≃ H3(F ) (see also Corollary A.4.1).

Finally, putting everything together, we obtain:

Proposition 3.12. For any r ≤ 1 the contributions to HHr(Cw) come precisely
from good pairs (γ,m) such that m has total exponent b0 ≥ 0 and γ is of the form
(1, 1, ζ) or (−1,−1, ζ) for some ζ ∈ µa33−1 ∩ µdw

(i.e. γ fixes x0). Conversely,
any such good pair can only contribute to HHr(Cw) for some r ≤ 1. In particular,
HHr(Cw) vanishes for all r > 3.

Proof. Let (γ,m) be a good pair which contributes to HHr(Cw) for some r ≤
1. Then m has total exponent b0 ≥ 0 by Remark 3.3 and Proposition 3.10. In
particular, γ /∈ Cγ and γ fixes x0. Thus, γ is of the form (1, 1, ζ) or (−1,−1, ζ) for
some ζ ∈ µa33−1 ∩ µdw

by Propositions 3.8 and 3.9.
Conversely, let (γ,m) be any good pair such that m has total exponent b0 ≥ 0

and γ is of the form (1, 1, ζ) or (−1,−1, ζ) for some ζ ∈ µa33−1 ∩µdw
. Assume such

a pair contributes to HHr(Cw) for some r ∈ Z. Then, since α = Iγ is always even,
it follows from Theorem 3.4 that

r =

{

2N − α+ 4 if r is even

2N − α+ 5 if r is odd
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Moreover, writing m = xb0
0 xb1

1 xb2
2 xb3

3 xb4
4 we further have

2N − α+ 4 =
2

h
· (d0b0 + d3b3 + d4b4) ( ⇐⇒ ζ = 1)

or

2N − α+ 4 = 2 +
2

h
· (d0b0 + d3b3 + d4b4) ( ⇐⇒ ζ 6= 1)

Now, in the first case, since d3 + d4 = −d0 we conclude

d0b0 + d3b3 + d4b4 ≤ (d0 + d3 + d4)max{b0, b3, b4} = 0

And, in the second case, since b3 = b4 = −1, b0 ≥ 0 and d0 < 0, we obtain

d0b0 + d3b3 + d4b4 = d0(b0 + 1) < 0

Therefore, in any case, we must have r ≤ 1. �

Corollary 3.12.1. If w is as in (1) or (2) and (γ,m) is a good pair which
contributes to HHr(Cw) for some r ≤ 1, then (γ,m) belongs to one of the following
cases:

(i) γ = (1, 1, 1) and m = xb0
0 p where p ∈ C[x3, x4]/(∂x3

w, ∂x4
w)

(ii) γ = (−1,−1, 1) and m = xb0
0 px−1

1 x−1
2 where p is as in (i)

(iii) γ = (1, 1, ζ), with ζ 6= 1, and m = xb0
0 x−1

3 x−1
4

(iv) γ = (−1,−1, ζ), with ζ 6= 1, and m = xb0
0 x−1

1 x−1
2 x−1

3 x−1
4

In particular, if gcd(a33 − 1, dw) = 1, then (γ,m) is as in (i) or (ii).

Remark 3.13. Note that if w = wa,b
chain is as in (1) and γ ∈ ker(χw) fixes both x3

and x4, then the Jacobian ring Jγ = C[x3, x4]/(∂x3
w, ∂x4

w) has basis
{

1, x3, . . . , x
2(a−1)
3 , x4, x

2
4, . . . , x

b−2
4

}

∪
{

xi
3x

j
4

}

1≤i≤a−2,1≤j≤b−2

Remark 3.14. Similarly, if w = wc,d
loop is as in (2) and γ ∈ ker(χw) is such that

both x3 and x4 are fixed, then the Jacobian ring Jγ = C[x3, x4]/(∂x3
w, ∂x4

w) has
basis

{

1, x3, . . . , x
c−1
3 , x4, x

2
4, . . . , x

2(d−1)
4

}

∪
{

xi
3x

j
4

}

1≤i≤c−2,1≤j≤d−1

4. The main formulas

We will now use Theorem 3.4 combined with Propositions 3.7 and 3.12 to deduce
the main formulas in Theorems A, B and C. That is, we will compute HH≤1(Cw)
for w a suspended polynomial.

In addition, we will use these formulas to determine for which parameters a
and b (resp. c and d or e and f) the polynomial w is such that the cohomology

groups HH≤1(Cw) have constant rank. Then, using Lemma 2.5, we will show
(Propositions 4.5, 4.9 and 4.13) that this happens precisely when the corresponding
dual singularity admits a small resolution, thus proving Conjecture 1 for all
suspended polynomials.

We will consider the three types of polynomials separately, but our approach is
quite uniform. If w is of chain type (resp. of loop type), we observe that to each
good pair (γ,m) contributing to HHr(Cw) we can associate the integer m3 that
is uniquely determined by equations (10) and (12), and that this integer must lie
in one of the sets appearing in our formula (13) (resp. (18)) below. Therefore,



SYMPLECTIC COHOMOLOGY OF cAn SINGULARITIES 17

computing HHr(Cw) can be reduced to the counting of the number of integers m3

satisfying certain integer (in)equalities.
If w is of Fermat type, we apply a similar argument: the only difference in this

case is that good pairs (γ,m) correspond to pairs of integers (m3,m4).
This approach turns out to be quite useful because it allows us to keep track of the

exponent b0 in a contributing monomial m = xb0
0 xb1

1 xb2
2 xb3

3 xb4
4 . This is precisely the

information one needs when determining the bigrading on HH∗(Cw) (see Lemma
5.6).

4.1. The chain-type polynomials. We first explain how one can compute

HHr (Cw) for r ≤ 1, w = wa,b
chain as in (1), and 2 ≤ a and 2 ≤ b arbitrary.

We prove:

Theorem 4.1. Let w = wa,b
chain be as in (1). Then, given any integer k ≤ 0, we

have:

(13) dimHH2k(Cw) = dimHH2k+1(Cw) = |Wk|+ |Xk|+ η|Yk|+
b−2
∑

i=1

|Zi,k|

where

• Wk := {m3 ∈ Z≤−k ; 1 ≤ −(a+ b− 1)m3 − (a− 1)k ≤ b− 2},
• Xk := {m3 ∈ Z≥0 ; 0 ≤ (a+ b− 1)m3 + (a− 1)k ≤ 2(a− 1)} ,
• Yk := {m3 ∈ Z≥0 ; (a+ b− 1)m3 = (a− 1)(1− k)} ,
• Zi,k := {m3 ∈ Z ; 1 ≤ (a+ b− 1)m3 + i+ (a− 1)k ≤ a− 2}and
• η := |µa−1 ∩ µab| − 1 = gcd(a− 1, b)− 1

Proof. Fix a pair (γ,m) ∈ ker(χw)×Mγ and write m = xb0
0 xb1

1 xb2
2 xb3

3 xb4
4 . Then it

follows from Theorem 3.4, Corollary 3.12.1 and Remark 3.13 that (γ,m) contributes

to HH2k(Cw) if and only if one of the following cases holds:

(i) γ = (1, 1, 1), b1 = b2 = 0 and m = xb0
0 xb3

3 xb4
4 ∈ Aγ is such that b0 ≥ 0, b3 and

b4 satisfy

−ab4 + b3 + (a− 1)b0 = abm3

for some integer m3 and either
(i-a) b3 = 0 and 1 ≤ b4 ≤ b− 2, or
(i-b) b4 = 0 and 0 ≤ b3 ≤ 2(a− 1), or
(i-c) 1 ≤ b3 ≤ a− 2 and 1 ≤ b4 ≤ b− 2

(ii) γ = (−1,−1, 1), b1 = b2 = −1 and m = xb0
0 x−1

1 x−1
2 xb3

3 xb4
4 ∈ Aγ is such that

b0, b3 and b4 are as in (i),
(iii) γ = (1, 1, ζ), b1 = b2 = 0, b3 = b4 = −1, with 1 6= ζ ∈ µa−1 ∩ µab, and

m = xb0
0 x−1

3 x−1
4 , where b0 ≥ 0 satisfies (a − 1)(b0 + 1) = abm3 for some

integer m3

(iv) γ = (−1,−1, ζ), b1 = b2 = b3 = b4 = −1, with 1 6= ζ ∈ µa−1 ∩ µab, and

m = xb0
0 x−1

1 x−1
2 x−1

3 x−1
4 , where b0 is as in (iii).

Now, if (γ,m) is as in case (i) or (ii) above, then equation (12) gives us

(14) 2k = 2N − α+ 4 = 2
(

(b− 1)m3 + b4 − b0
)

And if (γ,m) is as in case (iii) or (iv) we have

(15) 2k = 2N − α+ 4 = 2
(

(b− 1)m3 − b0
)
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Therefore, to find the contributions to HH2k(Cw), we need to look for integers
m3 such that either

(i′) 1 ≤ −(a+ b− 1)m3 − (a− 1)k ≤ b− 2, or
(ii′) 0 ≤ (a+ b− 1)m3 + (a− 1)k ≤ 2(a− 1), or
(iii′) 1 ≤ (a+ b− 1)m3 + i+ (a− 1)k ≤ a− 2 for some 1 ≤ i ≤ b− 2, or
(iv′) (a+ b− 1)m3 = (a− 1)(1− k).

Indeed, if we can find an integer m3 as in (i′), then letting b3 = 0,
b4 = −(a+ b− 1)m3 − (a− 1)k and

(16) b0 = (b− 1)m3 + b4 − k b1 = b2 = 0 (resp. = −1) if b0 is even (resp. odd)

we will have found a good pair contributing to HH2k(Cw) provided b0 ≥ 0. And
this last condition simply means m3 ∈ Wk.

Similarly, if we can find m3 as in (ii′) (resp. (iii′)) or, equivalently, if we can
find m3 ∈ Xk (resp. m3 ∈ Zi,k), then we let b4 = 0, b3 = (a+ b − 1)m3 + (a− 1)k
(resp. b4 = i and b3 = (a+ b− 1)m3 + i+(a− 1)k) and, again, b0, b1 and b2 should
be as in (16). And if we find m3 as in (iv), hence m3 ∈ Yk, we let b3 = b4 = −1,
b0 = (b− 1)m3 − k and b1 = b2 = 0 (resp. b1 = b2 = −1) if b0 is even (resp. odd).
Note that is this case each integer m3 will give a contribution whose dimension is
precisely the number η, which is the number of choices of ζ.

This concludes the proof since the same reasoning also applies for odd degrees
replacing 2k by 2k + 1, Aγ by Bγ , etc. �

Remark 4.2. We observe that in Theorem 4.1 when a = 2 or b = 2 some of the
inequalities defining the sets Wk,Xk,Yk and Zi,k may become void. We simply mean
that in those cases the corresponding sets are empty and there are no associated
contributions to be considered.

Remark 4.3. We also note that Yk 6= ∅ if and only if the non-positive integer k is
such that (a− 1)(1− k) ≡ 0 mod (a+ b− 1), in which case |Yk| = 1.

Next, using formula (13) above we can further deduce the following:

Corollary 4.3.1. Let w = wa,b
chain be as in (1) and let k ≤ 0 be any integer. Then

(17) dimHH2k(Cw) =











gcd(a− 1, b) if q = 0 or q = (a− 1 + b)− 1

q if 1 ≤ q ≤ min{a− 1, b}

min{a− 1, b} if min{a− 1, b} < q < (a− 1 + b)− 1

where 0 ≤ q < a− 1 + b is such that (a− 1)(1− k) ≡ q mod (a− 1 + b)

Proof. Let us fix k and q as in the statement, and let us write

(a− 1)(1− k) = n(a+ b− 1) + q

for some n ∈ Z≥0. Then it follows from the definition of the sets Wk,Xk and Zi,k

appearing in Theorem 4.1 that the following hold, concerning their cardinalities:

(i) |Xk| =











2 if q ≤ a− 1 and q ≥ b

1 if q ≤ a− 1 and q < b or if q > a− 1 and q ≥ b

0 if b > q > a− 1

(ii) |Wk| =

{

1 if q ≥ a and q ≤ a+ b− 3

0 if q ≥ a and q > a+ b− 3 or if q < a



SYMPLECTIC COHOMOLOGY OF cAn SINGULARITIES 19

In particular, we always have that |Xk|+ |Wk| ≥ 1. Moreover, if a ≥ 3, then we
further have that:

(iii) |Zi,k| =

{

0 if q − i > a− 2 or if q − i < 1

1 if 1 ≤ q − i ≤ a− 2

Therefore, in view of Theorem 4.1 and Remark 4.3, in order for us to deduce
formula (17) we can argue as follows:

Case 1 If q = 0, then by the assumption on k, given any integer m3 we can write

(a+ b− 1)m3 + (a− 1)k = (a+ b − 1)(m3 − n) + (a− 1).

In particular, we see that Wk = ∅ = Zi,k and that Xk = {n} = Yk. Thus,

by Theorem 4.1 we have exactly η+1 = gcd(a−1, b) contributions to HH2k

(and to HH2k+1).
Case 2 Assume now q = min{a−1, b}. First, when b ≤ a−1 we have Xk = {n, n+1}

and Zi,k = {n} for 1 ≤ i ≤ b − 2, while Yk = Wk = ∅. Thus, we have a
total of b contributions.

Next, when a− 1 ≤ b− 1 we have Xk = {n} = Zi,k for 1 ≤ i ≤ a− 2 and
all other sets are empty yielding a total of a− 1 contributions.

Therefore, in any case, we conclude from Theorem 4.1 that the number
of contributions is precisely min{a− 1, b} = q.

Case 3 Similarly, if 1 ≤ q ≤ min{a − 1, b} − 1, then Yk = ∅, and it is routine to
check that |Xk ∪Wk| = 1 and that |Zi,k| = 1 exactly for 1 ≤ i ≤ q− 1 (and

Zi,k = ∅ otherwise). Thus,

b−2
∑

i=1

|Zi,k| = q − 1 and by Theorem 4.1 we have

exactly q contributions to HH2k (and to HH2k+1).
Case 4 Next, if min{a − 1, b} < q ≤ (a − 1 + b) − 2, then Yk = ∅ and we have to

consider five subcases:
Case 4(a) If a− 1 < q < b, then b > 2, Xk = ∅, |Wk| = 1 and either:

• a = 2, hence gcd(a − 1, b) = 1, and in this case Zi,k = ∅
for all 1 ≤ i ≤ b− 2 (see also Remark 4.2); or

• a ≥ 3 and |Zi,k| = 1 exactly for q − (a− 2) ≤ i ≤ q − 1.

In any case,

b−2
∑

i=1

|Zi,k| = a− 2.

Case 4(b) If a − 1 < b ≤ q, then a, b > 2, |Xk| = |Wk| = 1 and |Zi,k| = 1

exactly for b− (a− 2) ≤ i ≤ b− 2. Thus,
b−2
∑

i=1

|Zi,k| = a− 3.

Case 4(c) If 2 ≤ a− 1 = b, then Wk = ∅, |Xk| = 2 and either:
• b = 2 and in this case all the Zi,k are empty (see also
Remark 4.2); or

• b ≥ 3 and |Zi,k| = 1 for all 1 ≤ i ≤ b − 2.
Case 4(d) If b < q ≤ a− 1, then a ≥ 4, Wk = ∅, |Xk| = 2 and either:

• b = 2 and the Zi,k are all empty; or
• b ≥ 3 and |Zi,k| = 1 for all 1 ≤ i ≤ b − 2.

Case 4(e) If b < a− 1 < q, then |Wk| = |Xk| = 1 and either:
• b = 2 and Zi,k = ∅ for all i; or
• b ≥ 3 and |Zi,k| = 1 for all 1 ≤ i ≤ b − 2.
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Therefore, by Theorem 4.1, we conclude that there are exactly min{a−1, b}
contributions to HH2k (and to HH2k+1).

Case 5 Finally, if q = (a−1+b)−1, then Xk = {n+1} and all other sets appearing
in (13) are empty. Now, by Bézout’s identity, q must be a multiple of
gcd(a−1, b). Thus, we cannot have q = (a−1+b)−1 unless gcd(a−1, b) = 1,
and by Theorem 4.1 we have exactly gcd(a − 1, b) contributions to HH2k

(and to HH2k+1).

Combining all of our conclusions from the five cases above with Remark 4.3 yields
formula (17). �

In particular, the only missing piece we need to verify Conjecture 1 holds for
chain-type polynomials is a numerical criterion that determines when the dual
singularity admits a small resolution. This is the content of the next Lemma:

Lemma 4.4. Let w = wa,b
chain be as in (1). Then the singularity defined by w̌ admits

a small resolution whose exceptional curve has (exactly) min{a − 1, b} irreducible
components if and only if min{a− 1, b} = gcd(a− 1, b).

Proof. By Lemma 2.5, the singularity defined by w̌ admits a small resolution whose
exceptional curve has (exactly) n− 1 irreducible components if and only the curve

singularity x3(x
a−1
3 + xb

4) = 0 has exactly n = min{a − 1, b} + 1 distinct smooth
irreducible components. The latter is true if and only min{a− 1, b} = gcd(a− 1, b)
which can be readily checked by writing

xa−1
3 + xb

4 =
∏

ζ,ζn−1=−1

(

x
a−1

n−1

3 + ζx
b

n−1

4

)

�

Therefore, putting all of the above together we obtain:

Proposition 4.5. If w = wa,b
chain is as in (1), then Conjecture 1 holds for the

singularity defined by w̌.

Proof. It follows from Lemma 4.4, Theorem 4.1 and Corollary 4.3.1 that if the
singularity defined by w̌ admits a small resolution, then HH≤1(Cw) ≃ SH≤1(F )
has constant rank ℓ = min{a − 1, b}, equal to the number of exceptional curves
in such resolution. Conversely, if we have constant rank ℓ, then it follows from
Theorem 4.1 and Corollary 4.3.1 that min{a− 1, b} = gcd(a− 1, b) = ℓ. Thus, by
Lemma 4.4, the singularity defined by w̌ admits a small resolution. �

4.2. The loop-type polynomials. We will now study polynomials of loop type.
Again, we begin by providing a general formula that computes the ranks of
HH∗(Cw) for degrees smaller than one.

Theorem 4.6. Let w = wc,d
loop be as in (2). Then for any integer k ≤ 0 we compute

(18) dimHH2k(Cw) = dimHH2k+1(Cw) = |W̃k|+ |X̃k|+ η̃|Ỹk|+
d−1
∑

j=1

|Z̃j,k|,

where

• W̃k := {m3 ∈ Z≤−k ; 1 ≤ −(c+ d− 2)m3 − (c− 1)k ≤ 2(d− 1)},

• X̃k := {m3 ∈ Z≥0 ; 0 ≤ (c+ d− 2)m3 + (c− 1)k ≤ c− 1},
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• Ỹk := {m3 ∈ Z≥0 ; (c+ d− 2)m3 = (c− 1)(1− k)},

• Z̃j,k := {m3 ∈ Z ; 1 ≤ (c+ d− 2)m3 + j + (c− 1)k ≤ c− 2} and
• η̃ := |µc−1 ∩ µcd−1| − 1 = gcd(c− 1, d− 1)− 1

Proof. Fix k ≤ 0. In order to find the contributions to HH2k(Cw) (and to
HH2k+1(Cw)), we claim that we can use an argument that is completely analogous
to the one in the proof of Theorem 4.1.

Indeed, if we consider an integer m3 ∈ W̃k, then letting b1 = b2 = 0 (resp. = −1)
if b0 is even (resp. odd), and letting b3 = 0, b4 = −(c + d − 2)m3 − (c − 1)k and

b0 = (d − 1)m3 + b4 − k, we obtain a good monomial m = xb0
0 xb1

1 xb2
2 xb3

3 xb4
4 that

contributes to HH2k(Cw) ( and to HH2k+1(Cw)). In fact, such a monomial will
form a good pair with γ = (1, 1, 1) (resp. γ = (−1,−1, 1)) if b0 is even (resp. odd).

Similarly, if we can find m3 ∈ X̃k (resp. m3 ∈ Z̃j,k), then we let b4 = 0,
b3 = (c+ d− 2)m3 + (c− 1)k (resp. b4 = j and b3 = (c+ d− 2)m3 + j + (c− 1)k)
and, again, b0, b1 and b2 should be as before. This defines a good monomial which
will form a good pair with γ = (1, 1, 1) if b0 is even, or with γ = (−1,−1, 1) if b0 is

odd. Again, these will contribute to HH2k(Cw) and HH2k+1(Cw).

Lastly, if we find m3 ∈ Ỹk, we let b3 = b4 = −1, b0 = (d − 1)m3 − k and
b1 = b2 = 0 (resp. b1 = b2 = −1) if b0 is even (resp. odd) thus obtaining a good
monomial. The difference in this last case is that, for each 1 6= ζ ∈ µc−1 ∩ µcd−1,

m = xb0
0 xb1

1 xb2
2 xb3

3 xb4
4 will form a good pair with γ = (1, 1, ζ) (resp. γ = (−1,−1, ζ))

instead.
This concludes the proof since Theorem 3.4, Corollary 3.12.1 and Remark 3.14

tell us these will, in fact, exhaust all possible good monomials. �

Remark 4.7. Here it is important to observe that if w1 = wc,d
loop and w2 = wd,c

loop,

then HHr(Cw1
) ≃ HHr(Cw2

) for all r ≤ 1. This follows from the fact that if
γi ∈ ker(χwi

) is such that both x3 and x4 are fixed, then the Jacobian rings Jγ1
and

Jγ2
both have as basis

{

1, x3, . . . , x
c−1
3 , x4, x

2
4, . . . , x

2(d−1)
4

}

∪
{

xi
3x

j
4

}

1≤i≤c−2,1≤j≤d−1

Thus, choosing this basis for Jγ2
, and using the same argument as in the proof

of Theorem 4.6, we see that dimHH2k(Cw2
) = dimHH2k+1(Cw2

) is also given by
(18) for any k ≤ 0 – without swapping c and d. In particular, we can always assume
d ≥ c.

Remark 4.8. We also observe that, as in the previous case, some of the inequalities
in the definition of the sets appearing in (18) become void if c = 2, and we simply

mean that the corresponding sets are empty. Moreover, Ỹk 6= ∅ if and only if k is
such that (c− 1)(1− k) ≡ 0 mod (c+ d− 2), in which case |Ỹk| = 1.

The following statement, which follows directly from formula (18), is the analogue
of Corollary 4.3.1. It will be used to prove that Conjecture 1 holds for all loop-type
polynomials.

Corollary 4.8.1. Let w = wc,d
loop be as in (2) and let k ≤ 0 be any integer. Then

(19)

dimHH2k(Cw) =











gcd(c− 1, d− 1) + 1 if q = 0 or if q = (c+ d− 2)− 1

q + 1 if 1 ≤ q ≤ min{c, d} − 1

min{c, d} if min{c, d} − 1 < q < (c+ d− 2)− 1
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where 0 ≤ q < c+ d− 2 is such that (c− 1)(1− k) ≡ q mod (c+ d− 2).

Proof. We omit the proof here as the argument is essentially the same as the one
in the proof of Corollary 4.3.1. The interested reader is referred to Proposition B.1
in Appendix B instead. �

In particular, we conclude:

Proposition 4.9. If w = wc,d
loop is as in (2), then Conjecture 1 holds for the

singularity defined by w̌ = w.

Proof. Arguing exactly as in the proof of Lemma 4.4 we can prove that if w = wc,d
loop

is as in (2), then the singularity defined by w̌ admits a small resolution whose
exceptional curve has (exactly) min{c− 1, d− 1}+1 irreducible components if and
only if min{c − 1, d − 1} = gcd(c − 1, d − 1). Therefore, the result follows from
Theorem 4.6 and Corollary 4.8.1. �

4.3. The Fermat-type polynomials. In [8], the authors have already computed

the ranks of HH≤1(Cw) for invertible polynomials w = we,f
Fermat = x2

1+x2
2+xe

3+xf
4

in the case where one of the exponents, f or e, is a multiple of the other. Here we
extend their computations proving Theorem 4.10 below and we further establish
that Conjecture 1 holds for all Fermat-type polynomials as well.

Similar to the previous cases, the idea we explore to computeHH≤1(Cw) consists

in associating to each good pair (γ,m = xb0
0 xb1

1 xb2
2 xb3

3 xb4
4 ) contributing to HHr(Cw)

a uniquely determined pair of integers (m3,m4) which depends on the degree r ≤ 1.
Concretely, we prove:

Theorem 4.10. Let w = we,f
Fermat be as in (3). Given any integer k ≤ 0 we have:

(20) dimHH2k(Cw) = dimHH2k+1(Cw) = (gcd(e, f)−1)|Fk−1
−1,−1|+

∑

0≤i≤e−2
0≤j≤f−2

|Fk
i,j |

where we define

Fs
i,j := {(m3,m4) ∈ Z× Z ; i+m3e = j +m4f ≥ 0 and m3 +m4 = −s}.

Proof. If w = x2
1 + x2

2 + xe
3 + xf

4 is as in (3), then one can show (we refer to [8,
Section 3] for the details) that

ker(χw) = µ2 × µ2 × µe × µf .

Moreover, given any good monomial m = xb0
0 xb1

1 xb2
2 xb3

3 xb4
4 we have that the

corresponding character χm satisfies χm = χ⊗N
w for N = b0 −

4
∑

i=1

mi, where the

integers mi are uniquely determined by the following equations

b0 = b1 + 2m1 = b2 + 2m2(21)

b0 = b3 + em3 = b4 + fm4(22)

In particular, if we fix a pair (γ,m = xb0
0 xb1

1 xb2
2 xb3

3 xb4
4 ) ∈ ker(χw) × Mγ , then

it follows from Theorem 3.4, the description of Jγ and Proposition 3.7 that (γ,m)
contributes to HHr(Cw) if and only if one of the following cases holds:
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(i-a) γ = (1, 1, 1, 1), b1 = b2 = 0 and m = xb0
0 xb3

3 xb4
4 ∈ Aγ ∪Bγ is such that b0 ≥ 0

is even, b0, b3 and b4 satisfy (22) for some pair of integers (m3,m4), and we
further have 0 ≤ b3 ≤ e− 2 and 0 ≤ b4 ≤ f − 2.

(i-b) γ = (−1,−1, 1, 1), b1 = b2 = −1 and m = xb0
0 x−1

1 x−1
2 xb3

3 xb4
4 ∈ Aγ ∪Bγ is such

that b0 ≥ 0 is odd, and b0, b3 and b4 are as in (i-a).

(ii-a) γ = (1, 1, ζ, ξ), b1 = b2 = 0 and m = xb0
0 x−1

3 x−1
4 ∈ Aγ ∪ Bγ is such that

b0 ≥ 0 is even, and b0, b3 = −1 and b4 = −1 satisfy (22) for some pair of
integers (m3,m4)

(ii-b) γ = (−1,−1, ζ, ξ), b1 = b2 = −1 and m = xb0
0 x−1

1 x−1
2 x−1

3 x−1
4 ∈ Aγ ∪ Bγ is

such that b0 ≥ 0 is odd, and b0, b3 and b4 are as in (ii-a).

where above ζ ∈ µe\{1} and ξ ∈ µf\{1} must satisfy ζ · ξ = 1, since the variable
x0 must be fixed by Proposition 3.7.

Now observe that 2N = b1 + b2 − 2(m3 +m4) and recall that by Theorem 3.4
we have

r =

{

2N − α+ 4 if m ∈ Aγ

2N − α+ 5 if m ∈ Bγ

,

where α = |Iγ | is the number of variables among x1, . . . , x4 which are fixed by the
action of γ. It thus follows that if (γ,m) is as in (i-a) or (i-b) (that is, α = 4), then
r = −2(m3 + m4) if m ∈ Aγ and r = −2(m3 + m4) + 1 if m ∈ Bγ . Similarly, if
(γ,m) is as in (ii-a) or (ii-b) (in which case α = 2), then r = −2(m3 +m4) + 2 if
m ∈ Aγ and r = −2(m3 +m4) + 3 if m ∈ Bγ .

Therefore, we see that to find the contributions to HHr(Cw) we need to look for
pairs of integers (m3,m4) such that either

(i′) b3 +m3e = b4 +m4f for some 0 ≤ b3 ≤ e− 2 and some 0 ≤ b4 ≤ f − 2, or
(ii′) −1 +m3e = −1 +m4f

We are interested in the solutions to the above equalities which lie precisely in
one of the sets Fs

i,j appearing in (20), where s = r/2 if r is even and s = (r − 1)/2
if r is odd.

Indeed, if we can find (m3,m4) as in (ii′), then letting b0 = −1 + m3e and

b1 = b2 = 0 (resp. b1 = b2 = −1) it follows that m = xb0
0 xb1

1 xb2
2 x−1

3 x−1
4 will form a

good pair with γ = (1, 1, ζ, ξ) (resp. γ = (−1,−1, ζ, ξ) ) provided b0 is even (resp.
odd) and non-negative, which is equivalent to requiring that (m3,m4) ∈ Fs

−1,−1.
Moreover, if (m3,m4) ∈ Fs

−1,−1, then the pair (γ,m) we described will contribute

to HH2(s+1)(Cw) and to HH2(s+1)+1(Cw) and we see that we obtain this way
(gcd(e, f) − 1) one-dimensional contributions, namely one for each possible choice
of ζ ∈ µe\{1} and ξ ∈ µf\{1} satisfying ζ · ξ = 1.

The same kind of reasoning also applies to (i′) and, in particular, we obtain the
counting in (20), since Proposition 3.7 guarantees the pairs (γ,m) coming from (i′)
and (ii′) indeed exhaust all possible good pairs. �

Remark 4.11. Note that in the formula (20) we are only interested in the
cardinalities of the sets Fs

i,j. Therefore, we could have instead simply considered
the sets (also depending on s, i and j): {m3 ∈ Z ; i +m3e = j − (s +m3)f ≥ 0}.
The choice we made, however, better reflects the argument we use in the proof of
the formula.

Remark 4.12. Note that we can only find a pair of integers (m3,m4) such that
i + m3e = j + m4f precisely when i − j is a multiple of gcd(e, f). Therefore, in
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(20) we have that Fs
i,j = ∅ whenever gcd(e, f) does not divide i − j. Moreover, if

Fs
i,j 6= ∅, then |Fs

i,j | = 1 since elements of Fs
i,j can be described as the intersection

of two (distinct) lines.

As in the previous two cases, we now deduce:

Corollary 4.12.1. Let w be a Fermat-type polynomial as in (3) and let k ≤ 0 be
any integer. Then:

(23) dimHH2k(Cw) =











gcd(e, f)− 1 if q = 0 or if q = (e+ f)− 1

q − 1 if 1 ≤ q ≤ min{e, f}

min{e, f} − 1 if min{e, f} < q < (e+ f)− 1

where 0 ≤ q < e+ f is such that e(1− k) ≡ q mod (e+ f).

Proof. If 0 ≤ q < e + f is such that e(1 − k) ≡ q mod (e + f), then Fk−1
−1,−1 6= ∅

exactly when q = 0. Moreover,

∑

0≤i≤e−2
0≤j≤f−2

|Fk
i,j| =











0 if q = 0 or if q = (e + f)− 1

q − 1 if 1 ≤ q ≤ min{e, f}

min{e, f} − 1 if min{e, f} < q < (e+ f)− 1

Indeed, since the integer q must be a multiple of gcd(e, f), the latter follows

from the fact that if (m3,m4) ∈ Fk
i,j , then we have that i− j ≡ e− q mod (e+ f)

and j − i ≡ f − q mod (e + f). Whereas, the former follows from observing that

if (m3,m4) ∈ Fk−1
−1,−1, then m3 = 1− k −m4 and e(1− k) = m4(e+ f).

Note, yet, that we cannot have q = (e+ f)− 1 unless gcd(e, f) = 1. �

And we further obtain:

Proposition 4.13. If w = we,f
Fermat is as in (3), then Conjecture 1 holds for the

singularity defined by w̌ = w.

Proof. Once more we can argue exactly as in the proof of Lemma 4.4 and prove

that if w = wc,d
Fermat is as in (3), then the singularity defined by w̌ admits a

small resolution whose exceptional curve has (exactly) min{e−1, f −1} irreducible
components if and only if min{e, f} = gcd(e, f). Therefore, the statement follows
from Corollary 4.12.1. �

5. Applications of the bigrading to contact topology

In this final section of the paper we will apply the computations from Section
4, and the formulas therein, to study the contact topology of the links of the
singularities defined by w̌, whenever w is of chain, loop or Fermat type.

More precisely, given any two invertible polynomials as in (1), (2) or (3), our
goal is to compare, as contact manifolds, the links of the singularities determined by
their mirror duals (Definition 2.11). For this, we will make use of some invariants
that allow us to detect whether the two links are contactomorphic or not. Of
particular interest to us will be what we call the first concentrated degree and its
support, which we will introduce in Section 5.3.1; and the formal period, which we
introduce in Section 5.5.

Even though the first concentrated degree and the formal period are defined in
different ways, for technical reasons, they ultimately both serve the same purpose:
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Given a suspended polynomial w, they allow us to detect the largest integer k ≤ 0
such that one of the sets Yk, Ỹk or Zk−1

−1,−1 (depending on the type of w) is non-

empty. Then looking at SH2k(F ) (or at SH2k+1(F )) and its bigraded pieces, these
numerical invariants can be used to distinguish the contact structures coming from
different singularities w̌ = 0.

5.1. Smooth deformations of hypersurface singularities. In view of Gray’s
stability theorem, we first introduce, in a self-contained manner, an appropriate
notion of smooth deformation:

Definition 5.1. Let fi=0,1 : Cn+1 → C be two polynomials defining isolated
hypersurface singularities at the origin 0 ∈ Cn. We will call the two polynomials f0
and f1 deformation equivalent if there exists a smooth one-parameter family of
polynomials ft : C

n → C, such that:

(i) each ft again defines an isolated hypersurface singularity at the origin,
(ii) there exists 0 < ε < δ, independent of t, such that the families

Lt = f−1
t (0) ∩ S2n−1(δ)

(

resp. Ft = f−1
t (ε) ∩B2n(δ)

)

provide a smooth isotopy between the links (resp. the Milnor Fibers) of the
two singularities coming from the polynomials f0 and f1.

We will call such a smooth family ft a smooth deformation between f0 and f1.

This type of deformation appears implicitly in [8], for example in Remark 1.7.
And, as already mentioned, our interest in considering it lies in the following result:

Lemma 5.2. Let fi=0,1 : Cn → C be two polynomials defining isolated hypersurface
singularities at the origin 0 ∈ Cn. If f0 and f1 are deformation equivalent,
then the corresponding links Lf0 and Lf1 are contactomorphic via an ambient

contactomorphism of (S2n−1, ξstd). In addition, the two singularities have the same
Milnor number.

Proof. If f0 and f1 are deformation equivalent, then by assumption there exists a
smooth isotopy through contact submanifolds of (S2n−1, ξstd) between the contact
manifolds Lf0 and Lf1 . Such an isotopy extends to an ambient contact isotopy (see
for example [12]) thus providing the desired ambient contactomorphism.

The claim about the Milnor numbers follows directly from the assumption that
the Milnor fibers are isotopic to each other. �

The following two examples illustrate how, in practice, one can apply the
criterion from Lemma 5.2:

Example 5.3. The prototypical example is a family of lines passing through the
origin, i.e. polynomials of the form

f(z1, z2) =

m
∏

i=1

(αiz1 + βiz2).

It’s a classical observation that when m ≥ 4 these have moduli, given by the
cross-ratio, yet they are all deformation equivalent, in the sense of Definition 5.1.

Indeed, consider polynomials f0 and f1 as above, with parameters (α0,i, β0,i)
respectively. There exists a smooth family (αt,i, βt,i) that defines a smooth
deformation ft between f0 and f1 such that

• (αt,i, βt,i) 6= (0, 0) for 1 ≤ i ≤ m and t ∈ [0, 1],
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• (αt,i, βt,i) 6= c · (αt,j , βt,j) for 1 ≤ i < j ≤ m and t ∈ [0, 1]

Such a family exists because the above conditions define the complement of a closed
subset of C2m with real codimension at least 2. In other words, the space of the
parameters (α, β) such that defining polynomial is square-free, is path-connected.

Since for each t ∈ [0, 1] the polynomial ft is weighted homogeneous and f−1
t (0)

is a union of complex lines, it is clear that the condition (ii) for ft to be a smooth
deformation is satisfied for any 0 < ε < δ.

Example 5.4. Example 5.3 can be generalized slightly to prove that certain
singularities that admit small resolutions have contactomorphic links (cf.
Proposition 5.22).

Consider, for example, the chain and loop-type polynomials:

f0 = x2
1 + x2

2 + x3

(

xãc
3 + xc

4

)

and f1 = x2
1 + x2

2 + x3x4

(

x
ã(c−1)
3 + x

(c−1)
4

)

.

Letting hi(x3, x4) := fi(0, 0, x3, x4) we have that both hi are of the form

hi(x3, x4) = x3

c
∏

j=1

(αjx
ã
3 + βjx4).

Now, as in Example 5.3, the hi are deformation equivalent, hence so are the fi.
Thus, their corresponding links are contactomorphic.

On the other hand, observe that the two polynomials

f0 = x2
1 + x2

2 + x3x4(x
2
3 + x2

4) and f1 = x2
1 + x2

2 + x3(x
3
3 + x6

4)

define singularities having small resolutions with the same number of exceptional
curves, but they are not deformation equivalent – their Milnor numbers are not the
same (see Proposition 3.10). Indeed, we will see in Proposition 5.22 that their links
are not contactomorphic.

Furthermore, we also observe that condition (ii) in Definition 5.1 is quite strong:

Non-Example 5.5. The family of polynomials ft(x1, x2) = x2
1 + x2

2(x2 + t) does
not give a smooth deformation between f0 and f1 as in Definition 5.1. The reason
is that ft has a critical point not only at (0, 0) but also at (0,−2/3t). Therefore, the
δ appearing in Definition 5.1 (ii) cannot be chosen independently of t. In particular,
f0 and f1 do not even have the same Milnor numbers.

5.2. Bigradings on HH∗(Cw) and SH∗(F ). We now recast the computations of
HH∗(Cw) from Section 4 to SH∗(F ) by focusing on a key contact invariant, namely
the bigrading on SH∗ that comes from its Gerstenhaber structure (see Theorem
5.11).

Recall that, as explained in Section 2, HH∗(Cw) and SH∗(F ) have a
Gerstenhaber structure, hence a Z × C bigrading coming from the adjoint
representation and the corresponding weight space decomposition.

On the other hand, in [8, Lemma 2.7] the authors show that HH∗(Cw) is
isomorphic to the Hochschild cohomology of a formal Z-graded algebra. Hence,
HH∗(Cw) is also equipped with a Z×Z-bigrading, which comes from an additional
Z-grading on the Hochschild cochains (compare Example 4.2 in [8] and Remark 5.2
in [20]). When HH1,0 is one-dimensional, these two bigradings are scale equivalent,
meaning that they agree for a specific identification of HH1,0 with C.
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In order to distinguish between the two bigradings, in what follows we will denote
by SHp,q(F ) a bigraded piece corresponding to the weight-space decomposition,
and by HHp,q a bigraded piece corresponding to the Z × Z-bigrading. Under this
convention, we have that HHp,q ⊂ HHp+q and SHp,q ⊂ SHp. Moreover, as we
will see later (Corollary 5.10.1), we have that HHp−q,q ≃ SHp,q.

Interestingly, we can determine the rank of each piece HHp−q,q in terms of the
total exponents b0 of the monomials m = xb0

0 xb1
1 xb2

2 xb3
3 xb4

4 contributing to HHp.
More precisely,

Lemma 5.6 ([8, Section 4]). If a monomial m = xb0
0 xb1

1 xb2
2 xb3

3 xb4
4 contributes to

HHr(Cw), then it contributes to the bigraded piece HHr−3b0,3b0 .

The computations of the previous section actually describe such exponents. For
the convenience of the reader, we summarize the relevant data in a slightly different
fashion.

Proposition 5.7. Let w be a chain type polynomial as in (1). Let k ∈ Z≤0 and
let m3 be an integer that belongs to one of the sets Xk,Yk,Wk and Zi,k appearing
in the formula (13) from Theorem 4.1. Then, depending on the sets, there exists a

good monomial m = xb0
0 xb1

1 xb2
2 xb3

3 xb4
4 contributing to HH2k−3b0,3b0(Cw) (as well as

to HH2k+1−3b0,3b0(Cw)), where

• b0 = −a(m3 + k) if m3 ∈ Wk,
• b0 = (b− 1)m3 − k if m3 ∈ Xk ∪ Yk

• b0 = (b− 1)m3 − k + i if m3 ∈ Zi,k

Moreover, all contributions to HH2k(Cw) (and to HH2k+1(Cw)) arise this way.

Proof. It follows from the proof of Theorem 4.1. �

Similarly,

Proposition 5.8. Let w be a loop type polynomial as in (2). Let k ∈ Z≤0 and let

m3 be an integer that belongs to one of the sets X̃k, Ỹk, W̃k and Z̃j,k appearing in
the formula (18) from Theorem 4.6. Then, depending on the sets, there exists a

good monomial m = xb0
0 xb1

1 xb2
2 xb3

3 xb4
4 contributing to HH2k−3b0,3b0(Cw) (as well as

to HH2k+1−3b0,3b0(Cw)) where

• b0 = −(c− 1)m3 − ck if m3 ∈ W̃k,

• b0 = (d− 1)m3 − k if m3 ∈ X̃k ∪ Ỹk,

• b0 = (d− 1)m3 − k + j if m3 ∈ Z̃j,k

Moreover, all contributions to HH2k(Cw) (and to HH2k+1(Cw)) arise this way.

Proof. It follows from the proof of Theorem 4.6. �

And

Proposition 5.9. Let w be a Fermat type polynomial as in (3). Let k ∈ Z≤0 and
let (m3,−s−m3) be a pair of integers that belongs to one of the sets Fs

i,j appearing
in the formula (20) from Theorem 4.10. Then, depending on s, i and j, there exists

a good monomial m = xb0
0 xb1

1 xb2
2 xb3

3 xb4
4 contributing to HH2k−3b0,3b0(Cw) (as well

as to HH2k+1−3b0,3b0(Cw)) where

b0 = i+ em3 = j − f(s+m3).

Moreover, all contributions to HH2k(Cw) (and to HH2k+1(Cw)) arise this way.
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Proof. It follows from the proof of Theorem 4.10. �

Now, if one wants to compute the bigrading on SH∗ instead, then one needs to
first establish how to relate such bigrading to the (algebraic) one as in Lemma 5.6.
The relationship is explained by Lemma 5.10 and Corollary 5.10.1 below.

For the polynomials we consider here, HH1,0(Cw) is always one-dimensional:

Lemma 5.10. If w is a suspended polynomial, then each non-vanishing bigraded
piece in HH1(Cw) is one-dimensional. Moreover, if dimHH1(Cw) = ℓ, then

HH1 =
ℓ−1
⊕

i=0

HH1−3i,3i

In particular, dimHH1,0(Cw) = 1.

Proof. When w is of chain type this follows from the proof of Corollary 4.3.1(Case
3). Similarly, for loop-type (resp. Fermat-type) polynomials it follows from the
proof of Corollary 4.8.1 (resp. Corollary 4.12.1). �

As a consequence, the bigrading on SH∗ coming from the weight space
decomposition is, in fact, scale-equivalent to the algebraic bigrading on HH∗:

Corollary 5.10.1. Let w be a suspended polynomial. Then, up to scale-equivalence,
we may assume that each contribution toHHr(Cw) coming from a good pair (γ,m =

xb0
0 xb1

1 xb2
2 xb3

3 xb4
4 ) corresponds to a contribution to the bigraded piece SHr,b0(F ) ⊂

SHr(F ), where, as before, F denotes the Milnor fiber of the singularity defined by
the dual polynomial w̌.

Therefore, the bigrading on SH∗(F ) can be used to produce contact invariants
of the link of the singularity defined by w̌, as first shown by Evans and Lekili. The
following statement follows from [8, Corollary 4.5]:

Theorem 5.11. Let (L1, ξ1) and (L2, ξ2) be the links of two invertible cAn

singularities, and denote by F1 and F2 the corresponding Milnor fibers. If (L1, ξ1)
and (L2, ξ2) are contactomorphic, then the groups SHr(F1) and SHr(F2) are
isomorphic for every r ≤ 1, and they have scale-equivalent bigradings.

In particular, if for some r ≤ 1 the bigradings on SHr(F1) and SHr(F2) are not
scale-equivalent, then the corresponding links cannot be contactomorphic.

Note that, in view of Corollary 5.10.1, the data we need to apply Theorem 5.11 is
exactly the data we described in Propositions 5.7, 5.8 and 5.9 above. In particular,
from now on, we will adopt the following convention:

Convention 4. We will say a bigraded piece SHr,b0 ⊂ SHr(F ) has bidegree b0.

With this in mind, we introduce the contact invariants that will allow us to
distinguish a plethora of links of isolated cAn singularities in Section 5.4.

5.3. Some useful contact invariants. We first observe that given w, it follows
from Theorem 5.11 above (or [8, Corollary 4.5]) that the minimum (resp. maximum)
rank of SH≤1(F ), hence the minimum (resp. maximum) rank of HH≤1(Cw), is a
contact invariant of the link L of the singularity defined by w̌.

This motivates the following definition:
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Definition 5.12. Let w be a suspended polynomial, and let F denote the Milnor
fiber of the singularity defined by its dual w̌. We define:

(i) ρ(w̌) := min{rk (SHr(F )) : r ≤ 1}
(ii) λ(w̌) := max{rk (SHr(F )) : r ≤ 1}

Then we have the following result:

Lemma 5.13. Let w1 and w2 be two suspended polynomials, and let (L1, ξ1) and
(L2, ξ2) be the contact links of the singularities defined by their duals w̌1 and w̌2.
If L1 and L2 are contactomorphic, then ρ(w̌1) = ρ(w̌2) and λ(w̌1) = λ(w̌2).

For w an invertible polynomial of chain, loop or Fermat type, we have already
computed the numbers ρ(w̌) and λ(w̌) in Corollaries 4.3.1, 4.8.1 and 4.12.1. Here
we additionally observe that ρ is an invariant of the diffeomorphism type of the
link. More precisely,

Theorem 5.14. If L denotes the link of an invertible cAn singularity that is defined
by a polynomial w̌, then ρ(w̌) = b2(L).

Proof. Given w as in (1), (2) or (3), the number ρ(w̌) + 1 is always equal to the
number of branches of the curve singularity defined by w̌ restricted to the plane
x1 = x2 = 0, which is known to be precisely the rank of H2(L) plus one, see e.g.
[5] and [6], or [16, Proposition 2.2.6]. �

5.3.1. The first concentrated degree. One may observe from the proofs of
Propositions 5.7, 5.8 and 5.9 (and Corollary 5.10.1) that, whenever ρ ≥ 2, the
contributions to SH2k(F ) (and to SH2k+1(F )) are always either spread-out,
meaning they contribute to at least two different bigraded pieces; or they are
concentrated, meaning they contribute to a single bigraded piece. In particular,
it becomes relevant to our purposes the introduction of the following invariant:

Definition 5.15. Given a suspended polynomial w, as throughout the paper, let F
denote the Milnor fiber of the singularity defined by w̌. If ρ(w̌) ≥ 2, we define the
first concentrated degree (fcd) of SH∗(F ), denoted by κ(w̌), to be the largest

integer k ≤ 0 such that all the contributions to SH2k+1(F ) appear in the same
bidegree, i.e. they are all concentrated in a single bigraded piece. Moreover, we will
call the corresponding bidegree the support of the fcd, denoted by σ(w̌).

For the polynomials we are interested in, we can compute the numbers κ(w̌) and
σ(w̌) by refining our computations from Section 4, which yields the following:

Proposition 5.16. Let w be a suspended polynomial and assume ρ(w̌) ≥ 2. Then
κ(w̌) and σ(w̌) are contact invariants of the link L of the singularity defined by w̌.
Moreover, Table 1 expresses these invariants, depending on whether w is of chain,
loop or Fermat type:

Proof. The first part of the statement follows from [8, Corollary 4.5], see also [8,
§2, Section 4.6]. For the second part, the computation of the invariants, we can
argue as follows:

Case 1 If w is a chain-type (resp. loop-type) polynomial, then we observe that
for the integer k = κ as in Table 1 we have that Xk = Yk = {(a − 1)/ρ}
(resp. X̃k = Ỹk = {(c− 1)/ρ} ) and all the other sets appearing in formula
(13) (resp. in formula (18)) are empty. This, combined with Corollary 5.7
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λ = λ(w̌) ρ = ρ(w̌) κ = κ(w̌) σ = σ(w̌)

chain min{a− 1, b} gcd(a− 1, b) 1−
a− 1 + b

ρ

ab

ρ
− 1

loop min{c, d} gcd(c− 1, d− 1) + 1 1−
c+ d− 2

ρ− 1

cd− 1

ρ− 1
− 1

Fermat min{e, f} − 1 gcd(e, f)− 1 1−
e+ f

ρ+ 1

ef

ρ+ 1
− 1

Table 1. Invariants of the contact topology of L

(resp. Corollary 5.8), tells us the contributions to SH2k+1 are concentrated
in bidegree σ, where σ is as in Table 1.

Moreover, when ρ ≥ 2 we can check that 2κ + 1 is indeed the fcd.
This follows from the computations in the proof of Corollary 4.3.1 (resp.
Corollary 4.8.1), since for any integer k larger than κ, we have that at

least one of the sets Zi,k (resp. Z̃j,k) is non-empty and we also have that

Xk ∪Wk 6= ∅ (resp. X̃k ∪ W̃k 6= ∅). Furthermore, by Proposition 5.7 (resp.
Proposition 5.8) and Corollary 5.10.1 the corresponding contributions are
not to the same bigraded piece.

Case 2 Similarly, if w is a polynomial of Fermat type, then for the integer k = κ

as in Table 1 we have that Fk−1
−1,−1 =

{(

f

ρ+ 1
,

e

ρ+ 1

)}

and all the other

sets appearing in formula (20) are empty. This, combined with Corollary
5.9, tells us the contributions to SH2k+1 are concentrated in bidegree σ,
where σ is as in Table 1.

The fact that 2κ + 1 is indeed the fcd when ρ ≥ 2 then follows from
Theorem 4.10. For any integer k ≤ 0 larger than κ, we have that at
least gcd(e, f) − 1 among the sets Fk

i,j are non-empty. Furthermore, by
Proposition 5.9 and Corollary 5.10.1, each corresponding contribution is to
a different bigraded piece.

�

Remark 5.17. We observe that when ρ(w̌) ≤ 1, then the numbers κ and σ from
Table 1 still make sense – simply their interpretation changes. The number κ is
then the largest integer k ≤ 0 such that either: Yk 6= ∅ (resp. Ỹk 6= ∅) if w is of

chain type (resp. loop type); or Fk−1
−1,−1 6= ∅ if w is of Fermat type. The number σ

is still the associated bidegree.

Remark 5.18. It is also intriguing to observe that, for all three types of polynomials

and independent of ρ, the rational number
1− κ

σ + 1
is precisely the log canonical

threshold of the plane curve singularity defined by w̌ restricted to x1 = x2 = 0.
This can be seen using the formulas in [19, Theorem 1.2], for example. The reader
is also referred to [17, Section 8] for the details on this invariant of singularities.
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5.4. Comparing different links when ρ ≥ 2. We now have all the tools we
need to compare the links of any two invertible cAn singularities w̌ = 0 satisfying
ρ = ρ(w̌) ≥ 2.

We begin by comparing the links associated to any two polynomials lying in the
same family. More precisely, we first prove Propositions 5.19, 5.20 and 5.21 below:

Proposition 5.19. (Fermat vs Fermat) Let w1 = w̌1 = x2
1 + x2

2 + xe
3 + xf

4 and

let w2 = w̌2 = x2
1 + x2

2 + xe′

3 + xf ′

4 . If ρ(w̌1) ≥ 2 and ρ(w̌2) ≥ 2, the links of
the singularities defined by w̌1 and w̌2 are contactomorphic if and only if, up to
swapping the variables x3 and x4, we have w̌1 = w̌2.

Proof. Let w1 = w̌1 and w2 = w̌2 be two Fermat-type polynomials as in the
statement. Let g := gcd(e, f) and let g′ := gcd(e′, f ′). Then, up to swapping
the variables x3 and x4, we can assume that e ≤ f and e′ ≤ f ′.

Now, if the links of the singularities defined by w1 and w2 are contactomorphic,
then all the invariants from Table 1 must agree. Therefore, we must have e = e′

and g = g′, since ρ(w1) = ρ(w2) and λ(w1) = λ(w2).
Finally, since ρ ≥ 2 (hence g = g′ ≥ 3), by further looking at the invariants κ

and σ, as in Table 1, we conclude that f = f ′ as well.
�

Similarly,

Proposition 5.20. (chain vs chain) Let w1 = x2
1 + x2

2 + xa
3x4 + xb

4 be a chain-type

polynomial such that ρ(w̌1) ≥ 2, and let w2 = x2
1 + x2

2 + xa′

3 x4 + xb′

4 be another
chain-type polynomial with ρ(w̌2) ≥ 2. The links of the singularities defined by w̌1

and w̌2 are contactomorphic if and only if w̌1 = w̌2.

Proof. We can argue as in the proof of Proposition 5.19. If the singularities defined
by w̌1 and w̌2 have contactomorphic links, then the two polynomials must have the
same invariants ρ, λ, κ and σ, as in Table 1, which readily implies that they are
actually equal. We must have a = a′ and b = b′. �

And, lastly,

Proposition 5.21. (loop vs loop) Let w1 = x2
1 +x2

2+xc
3x4 +x3x

d
4 be a polynomial

of loop-type such that ρ(w̌1) ≥ 2, and let w2 = x2
1 + x2

2 + xc′

3 x4 + x3x
d′

4 be another
loop-typ polynomial with ρ(w̌2) ≥ 2. The links of the singularities defined by w̌1

and w̌2 are contactomorphic if and only if, up to swapping the variables x3 and x4,
we have w̌1 = w̌2.

Proof. Once more, if the links of the singularities defined by w̌1 and w̌2 are
contactomorphic, then all the corresponding invariants as in Table 1 must agree,
which then implies that either c = c′ and d = d′; or c = d′ and d = c′. �

We now compare the links of two singularities coming from different types of
invertible polynomials by proving:

Proposition 5.22. Let w1 and w2 be two invertible polynomials of different types
among loop, chain and Fermat. Suppose both ρ(w̌1) ≥ 2 and ρ(w̌2) ≥ 2. The
singularities defined by w̌1 and w̌2 have contactomorphic links if and only if the
polynomials w̌1 and w̌2 are deformation equivalent (as in Definition 5.1). In
particular, this can only happen if both singularities admit a small resolution with
the same number of exceptional curves.
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Proof. Let us first consider the case when w1 = wa,b
chain = x2

1 + x2
2 + xa

3x4 + xb
4 and

w2 = wc,d
loop = x2

1 + x2
2 + xc

3x4 + x3x
d
4.

If the singularities defined by w̌1 and w̌2 have contactomorphic links, then the
numbers κ1 := κ(w̌1) and κ2 := κ(w̌2) are equal. Moreover, the same is true for the
numbers σ1 := σ(w̌1) and σ2 := σ(w̌2). In addition, if ρ1 := ρ(w̌1) = gcd(a − 1, b)
and ρ2 := ρ(w̌2) = gcd(c− 1, d− 1) + 1, then we further know ρ1 = ρ2.

In particular, after some rewriting, the equations κ1 = κ2 and σ1 = σ2 become:

1− a− b

ρ1
=

2− c− d

ρ1 − 1
and

ab

ρ1
=

cd− 1

ρ1 − 1

Now, we also know that the two numbers λ1 := λ(w̌1) = min{a − 1, b} and
λ2 := λ(w̌2) = min{c, d} agree as well, and that we can always assume the latter
to be equal to c. Therefore, in the two equations above, it will suffice to consider
two possibilities, namely that either c = a− 1 or c = b.

When c = b, the above equations give us b = ρ1, hence c − 1 = ρ1 − 1 and
ρ1(d − 1) = (a − 1)(ρ1 − 1). Thus, in this case the polynomials w̌1 and w̌2 are of
the form:

w̌1 = x2
1 + x2

2 + x3(x
ãc
3 + xc

4)

w̌2 = x2
1 + x2

2 + x3x4(x
c−1
3 + x

ã(c−1)
4 )

where ã := (a − 1)/ρ1. Note that, after swapping x3 with x4, indeed they are
deformation equivalent, as explained in Example 5.4. In addition, it is also true
that b = gcd(a− 1, b) and d− 1 = gcd(c− 1, d− 1).

Next, if c = a− 1, then the equations κ1 = κ2 and σ1 = σ2 yield

b = c2 −
ρ1

ρ1 − 1
(c− 1)2 and d =

ρ1 − 1

ρ1
(c2 + c)− c2 + c+ 1.

But then the condition a − 1 ≤ b implies that c = a − 1 = ρ1 = d = b, which
brings us back to the previous case (that is, c = b).

Finally, it is routine to check that if we now consider the other two remaining
possibilities for w1 and w2 the exact same type of reasoning will apply. That is,
if we assume w1 is either of chain type or of loop type, and w2 is of Fermat type;
then, by equating all their corresponding invariants, we do obtain the necessary
constraints on the exponents of w̌1 and w̌2 that allow us to conclude Proposition
5.22 holds. �

All possible comparisons between suspended polynomials with ρ ≥ 2 have now
been dealt with. It only remains to discuss the case ρ ≤ 1.

5.5. The remaining case: ρ ≤ 1. We would like to now compare the links of
singularities defined by suspended polynomials w̌ such that ρ(w̌) ≤ 1. In this
case, the contributions to SH2κ and SH2κ+1, with κ as in Table 1, are necessarily
concentrated (if there are any). Therefore, the definition of the fcd does not directly
apply to these singularities and we need to consider another invariant, which can
be extracted from the symplectic cohomology of their Milnor fiber, and which we
call the formal period.

To define this invariant, we start by introducing the following auxiliary definition:

Definition 5.23. Given a suspended polynomial w, and an integer r ≤ 0, we define

ρrb(w̌) := min{s : rk(SHr,s(F )) > 0},
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where F denotes the Milnor fiber of the singularity w̌ = 0.

Then we can define the formal period as follows:

Definition 5.24. Let w be a suspended polynomial, and suppose there exists an
even integer T ≥ 0 such that:

(i) ρ(w̌) = 1 = rk(SH−T (F )),

(ii) λ(w̌) = rk(SH−(T+2))(F )) and

(iii) ρ−T
b (w̌) + 1 = ρ

−(T+1)
b (w̌).

We define the formal period of SH≤1(F ), denoted by θ(w̌), to be the smallest T
with the above properties. Moreover, we write

ρb(w̌) := ρ
−θ(w̌)
b (w̌)

Remark 5.25. It is a consequence of our computations in Section 4 that whenever
ρ(w̌) = 1, the number θ(w̌) is indeed well-defined. We prove this in Lemmas 5.26
and 5.27 below.

Let us now explain why the formal period θ(w̌) is well-defined for a Fermat or
chain-type polynomial w with ρ(w̌) = 1, and how to explicitly compute it.

As mentioned before, the number θ(w̌) detects the largest k ≤ 0 for which the

special sets Yk or Fk−1
−1,−1 from Theorems 4.1 and 4.10 are non-empty, depending

on whether w is of chain or Fermat type, respectively.
We have:

Lemma 5.26. Let w = we,f
Fermat be a Fermat-type polynomial

with e ≤ f such that gcd(e, f) = 2. Then the formal period is:

θ(w̌) =

{

f − 2 if e = 2

e+ f − 2 otherwise

Moreover, in the first case SH−θ(F ) (which is one-dimensional) is supported in
bidegree f − 2; and, in the second, in bidegree ef/2− 1.

Proof. Let θ = θ(w̌) be as in the statement and let k = −θ/2. We will show k is
indeed the largest non-positive integer satisfying:

(i) rk(SH2k(F )) = ρ(w̌) = 1,

(ii) rk(SH2(k−1)(F )) = λ(w̌) = e− 1 and

(iii) ρ2kb (w̌) + 1 = ρ
2(k−1)
b (w̌) = ρ2k−1

b (w̌)

First, if e = 2, then f = 2δ for some δ ≥ 1 and min{e, f} = gcd{e, f}. Thus, it
follows from Corollary 4.12.1 (or Corollary 4.13) that SH≤1(F ) has constant rank
and equal to one. In particular, (i) and (ii) hold. Now, equality in (iii) follows from
Corollary 5.9. We can check that ρ2kb (w̌) = f − 2 since Fk

0,f−2 = {(δ − 1, 0)}, and

we can further check ρ
2(k−1)
b (w̌) = f − 1 since Fk−2

−1,−1 = {(δ, 1)}.

Next, when e ≥ 3, then (i) and (iii) hold because Fk−1
−1,−1 = {(f/2, e/2)} and

Corollary 5.9 tells us ρ
2(k−1)
b (w̌) = ef/2 = σ(w̌) + 1 = ρ2kb (w̌) + 1. Moreover,

the fact (ii) holds follows from Corollary 4.12.1 since for k = −θ/2 we have that
e(1− (k − 1)) is congruent to e modulo (e+ f).

Finally, to show the maximality of k we can argue as follows: If k = 0 there is
nothing to prove. Otherwise, let k̃ = k + n for some integer 1 ≤ n < −k. Then
either: e = 2 and it follows from Corollaries 4.12.1 and 5.9 that if we replace k by
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k̃, then (iii) does not hold; or e 6= 2 and Corollary 4.12.1 tells us that replacing k

by k̃, then (i) will no longer hold.
�

The corresponding statement for chain-type polynomials is:

Lemma 5.27. Let w = wa,b
chain be a chain-type polynomial with a and b such that

gcd(a− 1, b) = 1. Then the formal period is:

θ(w̌) =

{

2(b− 1) if a = 2

2(a+ b) otherwise

Moreover, in the first case SH−θ(F ) (which is one-dimensional) is supported in
bidegree b − 1; and, in the second, in bidegree ab− 1.

Proof. Arguing as in the proof of Lemma 5.26, the statement follows from
Corollaries 4.3.1 and 5.7. �

We can now make use of the formal period to complete our comparison of
different links of invertible cAn singularities satisfying ρ(w̌) ≤ 1. Propositions
5.28 and 5.29 below should be regarded as the completion of Propositions 5.19 and
5.20, respectively.

Proposition 5.28. (Fermat vs Fermat) Let w1 = w̌1 = x2
1 + x2

2 + xe
3 + xf

4 and

w2 = w̌2 = x2
1 + x2

2 + xe′

3 +xf ′

4 be Fermat-type polynomials such that ρ(w̌1) ≤ 1 and
ρ(w̌2) ≤ 1. Then, the conclusion of Proposition 5.19 still holds, that is, the links of
the corresponding singularities are contactomorphic if and only if, up to swapping
the variables x3 and x4, we have w̌1 = w̌2.

Proof. Assume the links of the singularities defined by w̌1 = w1 and w̌2 = w2

are contactomorphic. Then λ(w1) = λ(w2) and, up to swapping the variables x3

and x4, we may assume e = e′. Let now g and g′ be defined as in the proof of
Proposition 5.19. Since we are considering the case ρ ≤ 1, it follows that g ≤ 2.

The case g = 2 corresponds to ρ = 1 and, in this case, the formal period is
well-defined and we computed it in Lemma 5.26. By comparing θ(w̌1) with θ(w̌2),
we immediately deduce that f = f ′, hence the two polynomials are the same.

When g = 1 (which corresponds to ρ = 0), we need to argue differently. We know

that for k := −(e+ f) we have dimSH2k(Fw1
) = e − 1 and, moreover, Fk

i,j = {f}

for 0 ≤ i ≤ e − 2. In particular, it follows from Proposition 5.9 that SH2k(Fw1
)

is supported in bidegrees (2k, ℓ) with ℓ ranging from ef to ef + e − 2. Moreover,

because SH2k(Fw2
) ≃ SH2k(Fw1

), the latter implies (see e.g. proof of Corollary
4.12.1) there must be some non-empty set Fk

i,j = {(m3,−k −m3)} contributing to

SH2k(Fw2
) in bidegree ef . But then this further implies that m3 = f, i = 0 and

j = 0. Thus, we have

i+m3e = j − (k +m3)f
′ ⇒ fe = ef ′ ⇒ f = f ′

Thus, also in this case the two polynomials coincide. �

Similarly, when comparing two polynomials of chain type we obtain:

Proposition 5.29. Let w1 = x2
1+x2

2+xa
3x4+xb

4 and let w2 = x2
1+x2

2+xa′

3 x4+xb′

4 .
If ρ(w̌1) = ρ(w̌2) = 1, then the conclusion of Proposition 5.20 still holds: the
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singularities defined by w̌1 and w̌2 have contactomorphic links if and only if w̌1 =
w̌2.

Proof. If w̌1 and w̌2 define singularities with contactomorphic links, then we must
have that θ(w̌1) = θ(w̌2) and ρb(w̌1) = ρb(w̌2), and the result follows from Lemma
5.27. �

Given Lemma 5.13 and Theorem 5.14, to complete our classification of contact
links, we are left with one case to consider. We need to compare the link of a
singularity coming from the dual of a chain-type polynomial

(24) w1 = x2
1 + x2

2 + xa
3x4 + xb

4 with gcd(a− 1, b) = 1

with the link of a singularity coming from a Fermat-type polynomial

(25) w2 = x2
1 + x2

2 + xe
3 + xf

4 with gcd(e, f) = 2.

This last comparison is carried out in Proposition 5.30 below, which relies on
the computations of the formal period from Lemmas 5.26 and 5.27.

Proposition 5.30. Let w1 and w2 be polynomials as in (24) and (25), respectively.
Then the singularities defined by w̌1 and w̌2 have contactomorphic links if and only
if the two polynomials w̌1 and w̌2 are deformation equivalent (as in Definition 5.1).

Proof. If w̌1 and w̌2 are deformation equivalent, then it follows from Lemma 5.2
and Gray’s stability that the corresponding links are contactomorphic.

For the opposite implication, assume w̌1 and w̌2 define singularities with
contactomorphic links.

First of all, we claim that the two singularities must admit a small resolution.
In fact, suppose they do not: then both a and e are not equal to 2, and a− 1 6= b.
If all the contact invariants of the two polynomials were equal, we would reach
a contradiction by arguing as follows. If a − 1 < b, then ρb(w̌1) = ρb(w̌2) and
λ(w̌1) = λ(w̌2) imply a = e and 2b = f . But then θ(w̌1) = θ(w̌2) would further
tell us a− 1 = b+ 1, contradicting that a− 1 < b. Similarly, when b < a− 1, then
the same three inequalities (of the invariants λ, ρb and θ) would give us b = e− 1,
f/2 = ab/(b + 1) and a = (b + 1)(3 − b)/2. And the latter contradicts 2 ≤ a and
2 ≤ b.

Having established that the two singularities admit a small resolution, it follows
from Lemma 4.4 that a− 1 ≤ b and a = e = 2. And since θ(w̌1) = θ(w̌2) we further
have f = 2b.

Therefore, w̌1 = x2
1+x2

2+x3(x3+xb
4) and w̌2 = x2

1+x2
2+(x3+ixb

4)(x3−ixb
4); and,

at last, we conclude w̌1 and w̌2 are indeed deformation equivalent (as in Definition
5.1), see e.g. Example 5.3. �

Combining Propositions 5.19 through 5.29 and Proposition 5.30 we have now
proved Theorem E. And, as a consequence, we further obtain:

Corollary 5.30.1. If two invertible cAn singularities have contactomorphic links,
then their Milnor numbers are equal.

In practice, Corollary 5.30.1 gives a useful criterion for determining when two
invertible cAn singularities have contactomorphic links or not. For example, any
two singularities coming from polynomials of the form

w̌1 = x2
1 + x2

2 + xe
3 + xf

4 and w̌2 = x2
1 + x2

2 + xe
3 + xf ′

4
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will never have contactomorphic links unless f = f ′. In fact, their correpsonding
Milnor numbers are (e − 1)(f − 1) and (e− 1)(f ′ − 1), respectively.

Appendix A. Index positivity

In this appendix we want to highlight the implications of the assumption of index
positivity for the computations of the symplectic cohomology groups. Recall that
we have defined (Section 2.3) the symplectic cohomology of a Liouville domain W

with boundary Σ as the Floer cohomology of its completion Ŵ .
For a suitable choice of Hamiltonian function H on Ŵ , we can distinguish two

types of periodic orbits of the corresponding Hamiltonian vector field XH :

• critical points of H in W (i.e., constant periodic orbits);
• 1-periodic orbits on the level sets Σ × {r}, which correspond to periodic
Reeb orbits on Σ (of period depending on r).

Symplectic cohomology SH∗(W ) is the cohomology of the complex SC∗

generated by all periodic orbits, with the differential given by counting Floer
trajectories connecting the different orbits. We will also consider the cohomology
of the subcomplex SC∗

− generated by the constant periodic orbits (or the Morse
subcomplex of critical points), which is called negative symplectic cohomology.
Finally, positive symplectic cohomology is the cohomology of the quotient complex
SC∗

+ = SC∗/SC∗
−. Not surprisingly, SH∗

−(W ) turns out to be isomorphic to
H∗(W ), hence we get a (tautological) long exact sequence in cohomology:

(26) . . . → H∗(W ) → SH∗(W ) → SH∗
+(W ) → H∗+1(W ) → . . .

In particular, for negative degrees ∗ < 0, singular cohomology vanishes, hence

SH∗(W ) → SH∗
+(W )

becomes an isomorphism, that is, symplectic cohomology and positive symplectic
cohomology coincide in negative degree. This construction is known more generally
for hypersurfaces of contact type in exact symplectic manifolds (see [31], [7]).

Remark A.1. To have a well-defined grading, one needs to assume the following
two things: c1(W ) = 0, and the closed Reeb orbits of Σ are contractible in Σ.

Since a given contact manifold can have different symplectic fillings, it is natural
to ask to what extent (positive) symplectic cohomology depends on W .

Under an additional assumption on the indices of the Reeb orbits, the positive
symplectic cohomology can be defined by counting Floer trajectories in the positive
part of the symplectization of Σ (instead of a filling) and is thus a contact invariant.

More precisely, the following result is proved by Uebele ([29], Lemma 3.7) for
∨

-

shaped symplectic homology. It is an adaptation of the corresponding result for
Rabinowitz Floer homology stated and proved in [7], Lemma 1.14, and Uebele
remarks that the same statement holds for positive symplectic cohomology.

Lemma A.2. Suppose Σ is a simply connected contact manifold satisfying the
following conditions:

(i) c1(Σ) = 0;
(ii) µCZ(γ) > 3− n for all Reeb orbits γ;
(iii) Σ admits a Liouville filling Z with c1(W ) = 0.
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We call a manifold index positive if it satisfies these conditions. Then SH∗
+(W ) is

independent of the choice of W and only depends on the contact boundary Σ.

Remark A.3.

(i) Condition (i) may be replaced by c1(Σ)|π2(Σ) = 0.
(ii) For the link of a cDV singularity, the above conditions are satisfied.

Index positivity is guaranteed by McLean’s theorem on index positivity of
terminal Q-Gorenstein singularities ([23]), and the result by Miles Reid
already mentioned in the introduction, namely that the Gorenstein terminal
threefold singularities are precisely the isolated cDV singularities.

Corollary A.3.1. If the contact manifold Σ = ∂W is index positive, then the
symplectic cohomology SH∗(W ) in negative degree ∗ < 0 is a contact invariant of
Σ and does not depend on the choice of W .

In [8], the above corollary is applied to distinguish contact structures on the
link of a singularity using the symplectic cohomology (in negative degree) of the
corresponding Milnor fiber.

Recall that for the negative symplectic cohomology we have

SH∗
−(W ) ∼= H∗(W ),

where n = 1/2 dimW . For the type of singularities we consider in this manuscript,
the singular cohomology is well understood: the Milnor fiber is, in fact, a smooth
manifold of real dimension 6, which has the homotopy type if a finite CW-complex
of dimension 3, namely a bouquet of µ spheres, where µ is the Milnor number of the
singularity. Hence its singular cohomology vanishes above degree 3 and in degree
3 it has rank µ.

Index positivity has another interesting consequence: in the case where n =
1/2 dimW = 3 (hypersurface singularities), it implies that all Reeb orbits have
Conley-Zehnder index k > 0. With the conventions in [8], an orbit with index k is
a generator for the symplectic cohomology in degree n− k = 3− k < 3.

In fact in the examples we consider in this paper, something more is true.

Lemma A.4. For any threefold terminal singularity of index 1 (hence for all the
singularities we consider in this manuscript) the (positive) symplectic cohomology
in degree 2 vanishes.

Proof. We will show that, for an appropriate choice of contact form, all Reeb orbits
have Conley-Zehnder index k > 1. This follows from the fact that Shokurov’s
conjecture holds in dimension 3, and hence any threefold singularity which is
terminal and of index one has minimal discrepancy 1 (see [22]). Thus, by McLean’s
theorem [23], the highest minimal index is 2, and hence the Conley-Zehnder index
is at least 2 for all periodic orbits of the Reeb flow corresponding to the contact
form realizing the hmi. In particular, this implies that SH2(W ) (and hence also
SH2

+(W )), which is generated by Reeb orbits of index 1, vanishes. �

If we combine the above lemma with the long exact sequence relating
positive/negative symplectic cohomology:
(27)
. . . → H2(W ) → SH2(W ) → SH2

+(W ) → H3(W ) → SH3(W ) → SH3
+(W ) → . . .

we get the following result about the degree 3 symplectic cohomology.
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Corollary A.4.1. SH3(W ) ∼= H3(W ) ∼= Cµ, where µ is the Milnor number of the
singularity.

Appendix B. A few explicit calculations

In this appendix we present a few concrete examples that illustrate the
applicability of the formula we obtained in Theorem 4.6. In particular, we explain
how to recover [8, Theorem 3.13].

If w = wc,d
loop = x2

1 + x2
2 + xc

3x4 + x3x
d
4 is a loop-type polynomial as in (2), then

we first observe the following holds, concerning the cardinalities of the sets W̃k, X̃k

and Z̃j,k appearing in Theorem 4.6:

Proposition B.1. Given any integer k ≤ 0, let 0 ≤ q < c + d − 2 be such that
(c− 1)(1− k) ≡ q mod (c+ d− 2). Then we have that:

(i) |X̃k| =

{

1 if 0 ≤ q ≤ c− 1

0 if q > c− 1

(ii) |W̃k| =



















2 if c ≤ q ≤ d− 1

1 if c ≤ q and q > d− 1

1 if 0 ≤ q < c and q ≤ d− 1

0 if d− 1 < q < c

In particular, we always have that |X̃k|+ |W̃k| ≥ 1. Moreover, if c ≥ 3, then we
further have that:

(iii) |Z̃j,k| =

{

1 if 1 ≤ q − j ≤ c− 2

0 if q − j > c− 2 or if q − j < 1

Proof. The formulas follow from the definitions of the sets W̃k, X̃k and Z̃j,k. More
precisely, it follows from observing the corresponding defining integer inequalities
give us:

(i) |X̃k| = 1+

⌊

(c− 1)− q

c+ d− 2

⌋

(ii) |W̃k| =

⌊

q − c

c+ d− 2

⌋

−

⌈

q − (d− 1)

c+ d− 2

⌉

+ 2

(iii) |Z̃j,k| =

⌊

q − 1− j

c+ d− 2

⌋

−

⌈

q − (c− 2)− j

c+ d− 2

⌉

+ 1

�

Using Proposition B.1 (or Corollary 4.8.1), we can then quickly apply formula
(18) from Theorem 4.6 to a few explicit choices of values of c and d in order to
further obtain:

Example B.2. When (c, d) = (3, 4), r ≤ 1 and r ≡ q mod 10 we have hat
dimHHr(Cw) is given by:

q 0 1 2 3 4 5 6 7 8 9
dimHHr(Cw) 3 3 2 2 3 3 2 2 2 2

Example B.3. When (c, d) = (5, 3) we have that dimHHr(Cw) = 3 for any r ≤ 1.
Note that in this case η̃ = 1.
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Example B.4. When (c, d) = (7, 4) we have that dimHHr(Cw) = 4 for any r ≤ 1.
Note that in this case η̃ = 2.

Example B.5. If c = ℓ and d = δ(ℓ − 1) + 1, for some integers ℓ ≥ 2 and δ > 0,
then Theorem 4.6 recovers [8, Theorem 3.13]. More precisely, for any r ≤ 1 we
compute

dimHHr(Cw) = ℓ

In fact, for k ≤ 0 and ℓ ≥ 2 we have η̃ = ℓ− 2, and that:

• |Ỹk| = 1 if (1 − k) ≡ 0 mod δ + 1. Otherwise, |Ỹk| = 0

• |X̃k| =

{

1 if (1− k) ≡ 0 mod (δ + 1) or (1 − k) ≡ 1 mod (δ + 1)

0 otherwise

• |W̃k| =

{

1 if (1− k) ≡ 0 mod (δ + 1) or (1− k) ≡ 1 mod (δ + 1)

2 otherwise

here k < 0
• |Z̃j,k| = 0 if ℓ = 2

Moreover, assuming c ≥ 3 we further have:

• |Z̃j,0| =

{

1 if j ≤ ℓ− 2

0 if j > ℓ− 2

• |Z̃j,k| = 1 if (1 − k) ≡ q mod (δ + 1) and (q − 1)(ℓ − 1) < j < q(ℓ − 1),

where 0 < q < δ + 1. Otherwise, |Z̃j,k| = 0.

Thus,

d−1
∑

j=1

|Z̃j,k| =

{

0 if (1− k) ≡ 0 mod (δ + 1)

ℓ− 2 otherwise
.

Example B.6. If c = 2ℓ − 1 and d = 2ℓ for some integer ℓ ≥ 2, then writing
(2ℓ− 2)(1 − k) ≡ q mod (4ℓ− 3) with 0 ≤ q < 4ℓ− 3 we have

• |X̃k| =

{

1 if 0 ≤ q ≤ 2(ℓ− 1)

0 if q > 2(ℓ− 1)

• |W̃0| = 1

• |W̃k| =

{

2 if q = 2ℓ

1 otherwise

•
d−1
∑

j=1

|Z̃j,k| =

{

0 if q ∈ {0, 1}

min{2ℓ− 1, q − 1} −max{1, q − 2ℓ+ 3}+ 1 if q > 1

In particular, when k = 0 we obtain dimHH0(Cw) = dimHH1(Cw) = 2ℓ − 1,
whereas when k = −1 we get dimHH−1(Cw) = dimHH−2(Cw) = 2.
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