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Abstract—Recent years have witnessed the Open Radio Access
Network (RAN) paradigm transforming the fundamental ways
cellular systems are deployed, managed, and optimized. This
shift is led by concepts such as openness, softwarization, pro-
grammability, interoperability, and intelligence of the network,
all of which had never been applied to the cellular ecosystem
before. The realization of the Open RAN vision into practical
architectures, intelligent data-driven control loops, and efficient
software implementations, however, is a multifaceted challenge,
which requires (i) datasets to train Artificial Intelligence (AI)
and Machine Learning (ML) models; (ii) facilities to test models
without disrupting production networks; (iii) continuous and
automated validation of the RAN software; and (iv) significant
testing and integration efforts. This paper poses itself as a
tutorial on how Colosseum—the world’s largest wireless network
emulator with hardware in the loop—can provide the research
infrastructure and tools to fill the gap between the Open RAN
vision, and the deployment and commercialization of open and
programmable networks. We describe how Colosseum imple-
ments an Open RAN digital twin through a high-fidelity Radio
Frequency (RF) channel emulator and end-to-end softwarized
O-RAN and 5G-compliant protocol stacks, thus allowing users
to reproduce and experiment upon topologies representative of
real-world cellular deployments. Then, we detail the twinning
infrastructure of Colosseum, as well as the automation pipelines
for RF and protocol stack twinning. Finally, we showcase a
broad range of Open RAN use cases implemented on Colosseum,
including the real-time connection between the digital twin and
real-world networks, and the development, prototyping, and
testing of AI/ML solutions for Open RAN.

Index Terms—O-RAN, Open RAN, Wireless Network Emula-
tion, 5G, 6G.

I. INTRODUCTION

Wireless networks and systems are evolving into more
programmable, open, and virtualized solutions. The transition
to software-defined networking [1], which has taken over the
management operations of the wired networking industry in
the last decade, is now moving to cellular networks. While
introducing software and programmability in radio systems is
more challenging compared to switching and routing, it also
opens opportunities to deploy and configure bespoke networks
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that can be dynamically tuned to optimally support a variety of
different verticals. The Open Radio Access Network (RAN)
paradigm, its embodiment in the technical specifications of
the O-RAN ALLIANCE, and evolution in the 3GPP RAN
and core network designs are converging toward a network
architecture which is open, disaggregated, programmable, and
intelligent [2, 3]. Openness, embedded in interfaces that ex-
pose RAN telemetry and control, enables the programma-
bility and optimization of RAN functions through intelligent
closed-loop control driven from the so-called RAN Intelligent
Controllers (RANs) [4, 5]. Disaggregation, implemented by
splitting RAN functionalities into self-contained units across
user and control planes, fosters innovation and introduces
multi-vendor interoperability. Finally, programmability, real-
ized through open Application Programming Interfaces (APIs)
of the software solutions, enables swift reconfiguration of the
white-box components of the cellular networks to adapt to
ever-changing network conditions and demand. Overall, these
ingredients have the potential to transform how we deploy,
manage, and optimize cellular networks.

However, advancing the Open RAN vision toward a fully
developed architecture with robust and reliable algorithmic
components and seamless multi-vendor integration requires
addressing several challenges at the architectural, algorithmic,
and system-level design, which include the following.

Need for Datasets. To develop robust and scalable Artificial
Intelligence (AI) and Machine Learning (ML) solutions, which
generalize well across a variety of real-world deployment
scenarios, it is necessary to leverage rich datasets of RAN
telemetry, data, and performance indicators [6]. While network
operators are in a unique position to collect such datasets,
it is often impractical or impossible to use them for re-
search and development due to privacy and security concerns.
Wireless testbeds represent a feasible path to overcome this
limitation [7–11]. However, they are often limited to the
Radio Frequency (RF) characteristics and topology of their
deployment area.

End-to-end AI and ML Testing. Once trained, AI/ML-
based control solutions need to be validated and tested in
controlled environments to avoid disruption in production
networks. At the same time, the testing conditions need to
be realistic to obtain meaningful results that consider, for
instance, the user load, traffic patterns, and RF characteristics
of real-world deployments the models will be used to control.

Continuous Software Validation. While softwarization
introduces flexibility and programmability of the stack, it also
comes with concerns around software quality, reliability, secu-
rity, and performance [12]. Therefore, integrating, validating,
testing, and profiling software for wireless in a continuous
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Fig. 1: Open RAN twinning capabilities in Colosseum

fashion is key to the Open RAN vision. Additionally, this
validation needs to consider various compute platforms and
hardware acceleration solutions for physical layer processing.

Automated Integration and Testing of Disaggregated
Components. Disaggregation comes with a more robust sup-
ply chain, but also a need for the validation of interoperability
across vendors and devices. This is a labor-intensive and often
manual process that calls for the development of automated
techniques [13].

In this paper, we describe how Colosseum—the world’s
largest wireless network emulator with hardware in the
loop [14]—can be leveraged as a digital twin platform to
address these challenges and to develop end-to-end, fully
integrated, and reliable solutions for Open RAN, as shown in
Figure 1. Through its channel and traffic emulation capabil-
ities, Colosseum can replicate countless real-world scenarios
representative of real-world cellular deployments, and generate
datasets that can be used to train robust AI/ML models robust
to network changes [15]. A combination of generic compute
nodes, Software-defined Radios (SDRs), and the possibility of
integrating Commercial Off-the-Shelf (COTS) devices, allows
for the digital replica of Open RAN and 5G-and-beyond
protocol stacks [16, 17], which we manage through automation
and Continuous Integration (CI)/Continuous Deployment (CD)
pipelines [18]. This also enables repeatable experiments, where

different network configurations and protocol stacks can be
tested against the same channel and traffic conditions, as well
as a safe playground for testing of AI/MLsolutions.

The remaining of this paper—which is meant as a tutorial
that introduces Colosseum as an Open RAN digital twin—
is organized as follows. Section II introduces Colosseum,
its infrastructure, and capabilities, including recent extension
that introduced Graphics Processing Unit (GPU) servers for
AI and ML training. Section III reviews the open-source
protocol stacks that can be twinned in Colosseum to replicate
5G and Open RAN systems. These include OpenAirInterface
(OAI) [16], srsRAN [17], and the OpenRAN Gym [19]
framework. Section IV reviews methods and techniques to
replicate real-world RF scenarios with high fidelity [7, 20],
and discusses the planned evolution of the Colosseum channel
emulator toward a dynamic RF twinning. Section V de-
tails the fully automated framework that we developed and
that leverages CI/CD techniques to continuously update and
test the 5G and Open RAN protocol stacks in Colosseum.
This section also presents a novel software broker to enable
twinning of scenarios across the real and digital domains.
Section VI discusses how Colosseum experiments can extend
to external platforms, including over-the-air-testbeds at North-
eastern University [21, 22] and the Platforms for Advanced
Wireless Research (PAWR) platforms [9, 23]. Section VII
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reviews Open RAN applications and use cases that have
been demonstrated on Colosseum. These include intelligent
network slicing [15, 24], real-time spectrum sharing enabled
by Open RAN interfaces and controllers [25, 26], explain-
able AI for O-RAN [27], Integrated Access and Backhaul
(IAB) optimization [28], and jamming and fingerprinting with
O-RAN primitives. Section VIII overviews the role of the
Colosseum in the testing and integration of interoperable Open
RAN systems. Section IX reviews the state of the art on
digital twins and experimental frameworks for Open RAN.
Finally, Section X concludes our paper. Overall, we believe
that this tutorial paper can serve the research community as a
comprehensive resource to approach, understand, and leverage
the resources that Colosseum makes available in the context
of Open RAN systems.

II. COLOSSEUM WIRELESS NETWORK EMULATOR

The architecture of Colosseum is shown in the bottom part
of Figure 1. Its main components are: (i) 128 pairs of generic
compute servers and SDRs, named Standard Radio Nodes
(SRNs); (ii) a channel emulation system; and (iii) a state-of-
the-art AI/ML infrastructure.

Each SDR is paired with a Dell server connected to an
NI/Ettus USRP X310 SDR through a dedicated 10 Gbps link.1

The users of Colosseum can reserve these SRNs and deploy
either custom or pre-configured protocol stacks through Linux
Container (LXC). Container images are stored in a dedicated
storage infrastructure, which is part of a larger management
infrastructure that includes services such as websites, Virtual
Private Network (VPN) for external connectivity, and network-
ing functionalities.

The Colosseum channel emulator, namely Massive Channel
Emulator (MCHEM), is in charge of reproducing digital
representations of real-world RF propagation scenarios, which
represent the state of the RF channel at given time instants.
Specifically, each pair of transceivers, i.e., those of the SDRs,
is modeled through a Tapped Delay Line (TDL) with up to
four non-zero taps that represent the multipath components
of the Channel Impulse Response (CIR) for each millisecond
of the captured scenario. At its core, MCHEM includes four
quadrants with 64 Field Programmable Gate Arrays (FPGAs)
and 128 SDRs that up-/down-convert the signal between RF
and baseband. The FPGAs implement real-time convolutional
operations to the digital baseband signal, modeling RF taps of
the wireless channel effects of the real-world environments.
These taps, which have a maximum propagation delay of
5.12µhs [29], are streamed to the FPGAs from a dedicated RF
scenario server. We refer readers to [14] for a comprehensive
overview of the Colosseum architecture.

The AI/ML infrastructure of Colosseum, shown in yellow
at the bottom of Figure 1, consists of two NVIDIA DGX
A100 stations with 8 GPUs each, providing 10 petaFLOPS
of compute power and one Supermicro Superserver 8049U-
E1CR4T with 6 NVIDIA V100 GPUs and 3 TB of RAM.
Compared to the virtualization system of the SRNs, the

1We are in the process of updating our compute solutions within Colosseum,
transitioning from Dell PowerEdge R730 servers to Dell PowerEdge R750.

GPU nodes leverage Docker containers. Resources on these
nodes are managed through HashiCorp frameworks [30], such
as Nomad (for workload orchestration), Consul (for service
discovery, configuration, and connectivity), and Traefik (for
reverse proxy and load balancing), deployed in a redundant
manner for fault tolerance.

III. END-TO-END OPEN RAN TWINNING IN COLOSSEUM

The emulation capabilities of Colosseum can be leveraged to
deploy, study, and profile wireless protocol stacks in controlled
and repeatable environments. As an example, Figure 1 show-
cases the deployment of an end-to-end, fully programmable
Open RAN cellular system in Colosseum. The top-left portion
of the figure depicts the RAN, which consists of core network
and cellular base stations—either monolithic or disaggregated
in Central Units (CUs) and Distributed Units (DUs)—deployed
on an emulated RF deployment of interest and serving mobile
User Equipments (UEs). The top-right portion of the figure,
instead, shows the Service Management and Orchestration
(SMO) and O-RAN RICs that interface with the RAN base
stations through open interfaces and augment their operations
through AI/ML applications deployed therein, namely xApps
and rApps. We refer the readers to [2] for a detailed overview
of the O-RAN architecture and functionalities.

In Colosseum, these O-RAN-aligned solutions are provided
to the users through ready-to-use LXC images that implement
the functionalities made available through the OpenRAN Gym
framework, which will be described next.

A. Open-source Cellular Protocol Stacks

Colosseum enables experimentation with different open-
source softwarized protocol stacks, such as OAI [16] for 5G
RANs and srsRAN [17] for 4G ones. These protocol stacks—
which are provided as ready-to-use images [31]—are the same
that can be used for over-the-air experiments with minor
variations in the configuration parameters, discussed next.

OpenAirInterface. OAI is an open-source project that
provides a reference implementation of 3GPP cellular protocol
stacks, including that of 5G NR. The OAI-based NR system
consists of 5G RAN and core network that run on Linux-based
general purpose compute platforms and can control SDRs,
e.g., the NI/Ettus USRPs deployed in Colosseum. The OAI
RAN applications support the instantiation of Next Genera-
tion Node Bases (gNBs) and UEs. The gNB can operate in
monolithic or disaggregated manner that leverages the CU/DU
split option. Both modes are available in Colosseum. With
the disaggregated base station, CU and DU exchange data
with control and user plane via the F1-C and F1-U interfaces,
respectively, through the F1AP protocol. The CU can further
be disaggregated into Central Unit Control Plane (CU-CP) and
Central Unit User Plane (CU-UP). The control information
between control plane and user plane nodes follows the E1AP
protocol.

Users of Colosseum can deploy 5G NR cellular networks on
Colosseum through ready-to-use container images. Compared
to over-the-air environments, however, the extra components
in Colosseum transmit and receive chains (e.g., those part
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Fig. 2: Intelligent Control Loops with Colosseum, based on the OpenRAN
Gym framework [19].

of MCHEM) require adjusting the timing advance during the
establishment of the initial connection between gNB and UEs.
This can be done through the ta input argument when starting
the base station application.

srsRAN. For legacy 4G networks, Colosseum provides
container images for the 4G version of srsRAN. Similarly
to OAI, this open-source software allows users to instantiate
experiments with softwarized evolved Node Bases (eNBs),
UEs, and core network. Differently from 5G networks, which
use Time Division Duplexing (TDD), 4G systems are primarily
based on Frequency Division Duplexing (FDD), with the
downlink and uplink in two separate frequency bands. In
Colosseum, these need to be accommodated in two portions of
the 80 MHz usable bandwidth through a custom configuration
of the srsLTE eNB, which is already pre-configured in the
LXC images available to Colosseum users.

B. OpenRAN Gym

OpenRAN Gym is an open-source framework for O-RAN
experimentation that lets users instantiate softwarized RANs
based on the OAI and srsRAN protocol stacks, and control
them through xApps deployed on an O-RAN Near-Real-time
(RT) RIC [19]. Its components, shown in Figure 2, include
(i) SCOPE [32], a wrapper for RAN software that simplifies
the experiment workflow of users and enables data-collection
at scale, and (ii) ColO-RAN [15], a simplified version of
the O-RAN Software Community Near-RT RIC that provides
an Software Development Kit (SDK) for xApp design, as
well as pipelines for data collection and training of AI/ML
models for RAN inference and control to be embedded into
xApps. Overall, OpenRAN Gym lets users instantiate a fully
compliant Near-RT RIC using Docker containers, as well as
xApps that can interact with the RAN (e.g., to receive Key
Performance Indicators (KPIs) and enforce control policies)
via the E2 interface. Examples of developed xApps include

Deep Reinforcement Learning (DRL) agents to optimize the
performance of the RAN in real-time by controlling the
scheduling and slicing configuration [15, 24, 33]. Tutorials on
how to start using OpenRAN Gym on Colosseum are publicly
available on the OpenRAN Gym website.2

Finally, this framework has also been used to demonstrate
the portability of experiments from Colosseum to external
platforms, e.g., the Arena testbed [22] and the platforms
from the PAWR program [34] funded by the U.S. National
Science Foundation, as discussed in Section VI-C, and to
interface with RANs simulated through the ns-3 discrete-
event network simulator using ns-O-RAN [35]. This highlights
the extensibility of the OpenRAN Gym framework and the
flexibility of the digital twinning capabilities of Colosseum.

IV. RADIO-FREQUENCY TWINNING

The channel and traffic emulation and the cellular proto-
col stacks that can be deployed on Colosseum provide key
components toward the creation of real-time, high-fidelity
digital replicas of Open RAN systems with RF hardware
in the loop. This section describes a set of toolchains that
we designed and built to twin real-world RF scenarios in
Colosseum. Section IV-A describes our Channel Emulation
Scenario Generator and Sounder Toolchain (CaST), which en-
ables RF scenario twinning by pre-generating offline scenarios,
while Section IV-B discusses our roadmap toward real-time RF
twinning on Colosseum.

A. RF Twinning with CaST

Because of the computational and time complexity of run-
ning ray-tracing operations to derive the taps of the wireless
channels to emulate, RF scenarios are currently generated
offline, and then replayed in real-time by the scenario server.
To do so, we leverage the RF twinning procedure of the CaST
framework [20]. This toolchain, which is publicly available
for the research community,3 enables users to characterize
real-world RF environments and to turn them into digital
twin representations to be used in channel emulators such
as Colosseum. CaST workflow and procedures, depicted in
Figure 3, comprise two main components: (i) a streamlined
framework to create realistic mobile wireless scenarios (top
part of the figure); and (ii) an SDR-based channel sounder for
characterizing emulated RF channels (bottom part). The com-
bination of these two components allows for the generation
of digital twin RF scenarios, and for their validation, ensuring
that the digital replicas of the wireless environments align with
their real-world counterpart.

The main steps of CaST scenario creation workflow are
as follows: (i) identify the wireless environment to capture,
i.e., the physical location to twin, which can vary in size and
type, e.g., indoor, outdoor, urban, rural [7, 25]; (ii) obtain the
3D model of the environment by leveraging online databases
such as Open Street Map (OSM) or modeling software such as
SketchUp; (iii) load the model in a ray-tracer, e.g., MATLAB

2OpenRAN Gym website: https://openrangym.com.
3CaST is available at https://github.com/wineslab/cast.
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ray-tracer, Wireless InSite (WI), Opal, or Sionna; (iv) set the
location and trajectories of nodes; (v) sample the channel with
the ray-tracer, capturing effects such as mobility of the nodes;
(vi) parse the ray-tracer output to extract the channels for each
pair of nodes for each millisecond of the emulated scenario;
(vii) approximate the resulting channel information in a format
suitable for the Colosseum channel emulator, i.e., 512 channel
taps with at most 4 non-zero, spaced at 10 ns intervals and a
maximum delay spread of 5.12 µs; (viii) install the scenario
in Colosseum, converting it into an FPGA-based format. This
scenario creation toolchain is modular, and it allows users to
provide their inputs at any of the above-mentioned steps.

After a scenario is installed in Colosseum, it undergoes
validation through the second part of the CaST framework to
ensure that it closely follows the expected real-world behavior.
This involves a channel sounder implemented through the
GNU Radio software [36], and consists of the following steps:
(i) transmission of a known code sequence used as a reference
signal via the GNU Radio transmitter; (ii) reception via the
GNU Radio receiver of the signal processed by MCHEM,
on top of which the channel characteristics were applied;
(iii) post-processing of the received data with known code
sequence with added channel effects to extract CIR and Path
Loss (PL) of the waveform; (iv) validation of the results with
the original modeled channel taps. As demonstrated in [20],
the CaST sounder is able to achieve an accuracy of 20 ns
for CIR delays and 0.5 dB for tap gains. More details on the
sounding sequences and processing algorithms can be found
in [20].

Finally, since Colosseum SDRs are equipped with two
transmit-receive chains, Colosseum and MCHEM support 2-
by-2 Multiple Input, Multiple Output (MIMO) operations.4

Thus, CaST can be used to generate simplified MIMO chan-
nels leveraging MATLAB or Sionna’s NR 3GPP channel mod-
els. A comprehensive list of created and validated scenarios
available to Colosseum users can be found in [37].

4Larger MIMO channels are possible, in principle, by connecting multiple
SDRs to the same compute server.

B. Roadmap Toward Real-Time Twinning

At the time of this writing, Colosseum allows users to
replay high-fidelity RF scenarios that have been previously
modeled offline and installed on the system. While this process
is extremely flexible and allows modeling RF scenarios with
different kind of tools (e.g., ray-tracers, mathematical models,
etc.), it is not suitable for those cases in which the channel
between nodes need to dynamically change in real-time. This
is the case, for instance, in which the digital twin needs to
adapt to the state of the physical environment.

To overcome this limitation, we are updating the infras-
tructure of Colosseum to enable real-time RF twinning. Our
phased approach combines an update in the RF scenario server
with a more flexible MCHEM implementation, to stream
channel taps generated in real-time, with real-time ray-tracing
solutions. In the following, we discuss possible approaches
toward this, as well as some challenges.

Real-time Channel Modeling. Using this approach, a
detailed model of the RAN can be recreated in the digital
twin using scenario and channel modeling techniques, e.g.,
3D models and ray-tracing. This model includes static and
dynamic components. The former is pre-configured in the
system, and includes, for instance, the location of the base
stations and buildings. The latter is transmitted in real-time
from the real-world RAN to reflect changes such as location
of the UEs, the transmission power. Finally, once the digital
component has been reconstructed, techniques such as ray-
tracing or stochastic propagation models can be used to
characterize the RF propagation environment, then used to
update MCHEM in real-time.

Real-time Channel Sensing. The previous approach can
be extended with channel sensing techniques (e.g., the CaST
sounding component) that continuously estimate channels
across devices or test locations in the real-world environment.
This channel estimation can be continuously sent from the
RAN to the digital twin, and then converted into an input
that can be processed by MCHEM. Additionally, techniques
could be used to derive an estimation of the channel taps
from the Channel State Information Reference Signal (CSI-
RS) or uplink Sounding Reference Signal (SRS) of the 5G
NR physical layer [38].

V. AUTOMATION FOR THE COLOSSEUM DIGITAL TWIN

Besides the RF and application twinning, a second com-
ponent in the Colosseum digital twin platform allows for
the automated replica of end-to-end, full-stack Open RAN
systems across real-world testbeds and Colosseum. Colosseum
implements CI, CD, and Continuous Testing (CT) pipelines for
automating the twinning and testing of protocol stacks. The
CI and CD pipelines rely on Red Hat’s Ansible automation
framework, while the CT process relies on Colosseum batch
jobs.5 A diagram of this workflow is shown in Figure 4.

5Colosseum experiments can be run in interactive mode, where users
are provided with a shell to the LXC containers to run their code and
experiments, or in batch mode, where the infrastructure takes care of executing
the experiments whenever resources are available in the system [14].
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The CI/CD is formed of two logical steps: (i) build a new
image (enclosed with dashed red lines), and (ii) perform an
automated test with the built image (dashed green line). Upon
triggering the pipeline with a test to run, a check is made
to ensure that an LXC image of the software to test exists.
In case of positive outcome from this check, the automated
tests are performed; otherwise, a new LXC image is built.
At a high level, the steps to build a new LXC image involve
three main tasks: (i) setup a new LXC container, (ii) install
the Open RAN software and dependencies, and (iii) save the
LXC image. Setting up a new LXC container involves a series
of steps that start with pulling a base LXC image, such as a
base Ubuntu 22.04 image, from the repository with the public
Colosseum LXC images. The setup process continues with
the configuration of SSH access to allow users to log into
the container once deployed on Colosseum. The container is
then prepared for the build process by installing necessary
compilers and tools, creating users and groups, and installing
various dependencies and tools required by Colosseum. Addi-
tionally, the UHD software suite, essential for communication
with the SDRs, is installed. Then, the task to install the Open
RAN software and dependencies clones the repository of the
software to test (e.g., the OAI software); imports the profile
of the target node to build the software binary for (e.g., in
case the compilation process is optimized for specific CPU
instruction sets); installs the required dependencies, e.g., the
ASN.1 definitions; builds the main software binaries; pulls
some scripts to automated the testing process; and sets up the
container for batch jobs execution on Colosseum. Finally, the
task to save the resulting LXC image exports the container
built so far as an LXC image; and saves it on the Colosseum
storage.

After building the LXC image of the software to test, the
step to perform automated tests through Colosseum batch
jobs is run. First, the test setup, which details the batch job
parameters, is specified. These parameters include details on
the number of nodes involved in the test, the LXC image to
load on each node (e.g., different nodes may act as gNB,
UE, or core network, thus requiring different images), the

RAN configuration (e.g., frequency and band to use), and the
Colosseum RF and traffic scenarios to run the test with. A
new batch job is then triggered on Colosseum. This involves,
for instance, deploying a gNB providing service to cellular
UEs—both implemented via the OAI protocol stack—through
heterogeneous Colosseum RF scenarios. After the batch job
ends, results are uploaded to the cloud, and a link to download
them is returned by the CI/CD/CT pipeline so that users can
easily retrieve them.

VI. CONNECTING REAL WORLD AND DIGITAL TWIN

The Colosseum digital twin can be integrated with external
platforms and tools, either by connecting them directly (as
described in Section VI-A for the infrastructure part, and in
Section VI-B for the software enablers), or by transitioning
experiments among platforms (Section VI-C). In addition, it
is possible to deploy and extend emulated experiments using
discrete-event network simulators such as ns-3 and its O-RAN
extensions [39].

A. Integration with Arena and X5G

The Arena testbed [22] is an over-the-air indoor pro-
grammable testbed with 24 SDRs connected to a grid of
64 antennas, enabling experimentation in the sub-7.2 GHz
frequency spectrum. It is deployed in the Boston campus of
Northeastern University, and co-located with X5G, a 5G- and
O-RAN-compliant testbed based on NVIDIA Aerial, which
implements the NR physical layer on GPU, OAI, and com-
mercial O-RAN Radio Units (RUs) [21]. We leveraged the
10 Gbps shared metro link (round-trip time of ∼3 ms) be-
tween the Northeastern Boston and Burlington, MA campuses
(where Colosseum is located) to set up a site-to-site VPN
between Colosseum and Arena, and to virtually merge the
two networks through dedicated firewalls. This integration will
allow Colosseum users to execute experiments on the Arena
testbed through unified web portal and LXC, thus enabling
swiftly transition of experiments between real and emulated
environments.
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Fig. 5: An overview depicting how the MQTT communication broker facil-
itates bidirectional data distribution to specific processes, enabling scalable
implementation of digital twins.

B. Cross-Twin Communication Broker for Scenario Twinning

The Colosseum-Arena integration has also been used to
prototype and test a software framework for the real-time
twinning of a real-world scenario on Arena, and its digital
counterpart on Colosseum. We leveraged the MQTT protocol
to implement the real-time communication between the two
endpoints [40]. Because of its publish/subscribe mechanism,
this protocol facilitates smooth data interchange among numer-
ous devices, guaranteeing minimal bandwidth consumption,
low power usage, and steadfast connectivity, which are key to
our real-time twinning.

The communication broker facilitates communication be-
tween devices and applications by managing the exchange
of messages in a point-to-point manner. It allows for a
single entity to control the flow of data in both directions,
making management of the system streamlined, centralized,
and responsive to changing data requirements. We placed the
broker in the digital twin environment, as shown in Figure 5,
ensuring that resource constraints are not added to the real-
world system, which acts as data distributor.

TABLE I: Packet arrival times between the digital twin and the real-world
counterpart in milliseconds (ms). (Averaged latency of 100 samples)

Packet Size Real-to-Twin Latency Twin-to-Real Latency

1 Byte 15.318 ms 15.119 ms
100 Bytes 15.547 ms 15.688 ms
1 Kilobyte 15.742 ms 15.713 ms
10 Kilobytes 22.261 ms 21.979 ms
100 Kilobytes 31.101 ms 31.097 ms
1 Megabyte 47.967 ms 48.003 ms

Table I shows the communication latency between the two
systems, showing how the packet size impacts the latency
among the two systems. As expected, smaller packets yield
lower communication latency, e.g., in case of sensor reading
or simple command exchanges. Packet sized up to 100 byte
show similar values for the latency. This could be the case, for
instance, of short message transmissions. Finally, larger packet
sizes could support more substantial data transfers, e.g., small
datasets spectrum information, while maintaining acceptable
latency values.

C. From Colosseum to the PAWR Platforms

The capabilities of moving experiments between Colosseum
and external testbeds have also been demonstrated in [19],
where an experimental campaign was first executed on Colos-
seum, and then transitioned to the Arena testbed [22] and
to the platforms of the PAWR program [34]. Specifically,
the OpenRAN Gym toolbox was leveraged on Colosseum to
run a data collection campaign, train ML xApps, and deploy
them on a Near-RT RIC to perform data-driven control of a
softwarized RAN implemented through the SCOPE framework
and instantiated on an emulated urban RF scenario [15, 32].
Then, the same xApps and LXC containers used on Colosseum
were transferred to the PAWR platforms and used to perform
data-driven control of RANs in both outdoor and indoor
environments, achieving comparable trends in real-world and
emulated environments. This demonstrated the feasibility of
transferring experiments between Colosseum and the external
testbed.

VII. USE CASES OF COLOSSEUM AS OPEN RAN DIGITAL
TWIN

Colosseum has been extensively used to study open prob-
lems around the algorithmic, architectural, and system-level
design of Open RAN systems, leveraging the realism in the
RF scenario emulation and the possibility of running state-of-
the-art software-defined protocol stacks that twin real-world
scenarios. In this section, we review recent results as examples
of Open RAN studies that can be performed on Colosseum.

A. Slicing and Scheduling Optimization

RAN slicing allows operators to dynamically partition the
available spectrum bandwidth to accommodate UEs and traffic
with heterogeneous Quality of Service (QoS), performance,
and Service Level Agreement (SLA) requirements. A common
example of UE and type of service in 5G is that of Enhanced
Mobile Broadband (eMBB), Machine-type Communications
(MTC), and Ultra Reliable and Low Latency Communications
(URLLC). Another control configuration that we considered is
the selection of a different scheduling policies for each of the
above-mentioned RAN slices [15, 41].

To achieve flexibility in RAN control, AI/ML agents can
be designed and embedded in xApps, then deployed on the
Near-RT RIC and used to adapt the RAN to different network
conditions and demand. Specifically, DRL can be leveraged
in the design of such control solutions for the Open RAN as
they can be trained a-priori and do not require prior knowledge
of the run-time network dynamics [24]. Since these solutions
require large datasets to be trained before they are deployed on
a production RAN (to avoid disruption to its operations), the
scale and controlled environment of digital twin offer fertile
ground for their development.

Within this context, examples of Colosseum as the platform
for the development of slicing and scheduling solutions for
O-RAN systems are introduced in [15, 19, 24, 28, 41–
43]. Through the OpenRAN Gym framework (described in
Section III-B), Colosseum provides the tools and infrastructure
for data collection, design, training, testing, and evaluation
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Fig. 6: Performance of a DRL agent controlling slicing and scheduling
policies, from [15]. We compare the data-driven xApp and baselines without
DRL-based adaptation. For the latter, the performance is based on the slicing
configuration chosen with the highest probability by the best-performing DRL
agent, and the three scheduler policies.

of AI/ML xApps before their deployment on over-the-air
deployments.

As an example of this, in [15] we developed, trained, and
tested DRL-based xApps for slicing and scheduling control of
a softwarized RAN on the Colosseum digital twin. The effec-
tiveness of one of these xApps in controlling the scheduling (to
be chosen among Round-robin (RR), Waterfilling (WF), and
Proportionally Fair (PF)) and slicing (in terms of allocated
Physical Resource Blocks (PRBs)) is shown in Figure 6.
Specifically, Figure 6a shows the throughput performance of
an eMBB slice, and Figure 6b the buffer occupancy of an
URLLC slice, with our adaptive DRL-based xApp and static
baselines. We notice that the adapting the RAN configuration
in near-real time allows the DRL-based xApp to outperform
the baselines for the eMBB slice, while matching the best
static configuration for URLLC one. The xApps trained in this
way were then transitioned to the Arena testbed, where they
adapted to over-the-air setup therein with only a few rounds
of online learning, and to the PAWR platforms, where they
exhibited similar trends to those achieved in Colosseum [19].

Finally, in [24], we further expanded on this analysis by
benchmarking 12 xApps trained with different reward func-
tions, action spaces, and hierarchical control. These xApps
demonstrated how different design choices might deliver
higher performance while others might result in competitive
behavior between different classes of traffic with similar
objectives.

B. Spectrum Sharing

Colosseum has also been used to evaluate spectrum-sharing
solutions for Open RAN. These involve increased awareness
of spectrum incumbents external to the RAN, as well as addi-
tional control actions (e.g., vacate a portion of the spectrum or
null resource blocks). The digital nature of the systems allows
for a safe evaluation of sharing and coexistence schemes,
without risks of harming incumbents, before the solutions are
transitioned into the real world.

Figure 7 shows an example of workflow that Colosseum
enables for spectrum-sharing studies. This includes steps such
as waveform and scenario twinning, testing, and validation of
the designed sharing solutions.

Colosseum MCHEM

5G RAN

Colosseum SRNs

Digital Twin Scenario

Data Generation

AI/ML
Models

Colosseum GPUs

Training &
Validation Test

Solution

Incumbent
Signals

Waveform Twinning

Fig. 7: Colosseum workflow for data-driven spectrum-sharing solutions de-
velopment and testing.

The papers [25, 44] leverage this workflow to study AI-
based sharing solutions, with the goal of improving RAN
performance over static schemes or model-based approaches.
Specifically, [44] leveraged Colosseum to collect a dataset
with Wi-Fi and cellular users coexisting in the same fre-
quency band, and to train a detector to identify spectrum
usage patterns based on recurrent neural networks. Similarly,
[25] demonstrated the use of Colosseum to carry out safe
experiments with a radar incumbent operating in the CBRS
band [45], and to vacate cellular operations from such band if
incumbent are present.

C. Explainable AI for Open RAN

Although AI will be a cornerstone technology for the Open
RAN, one question that is still unresolved is how to guarantee
that AI solutions embedded into xApps and rApps are reliable
enough to make autonomous decisions without the need for
any human-in-the-loop. Indeed, xApps and rApps can make
decisions faster and more efficiently than humans thanks to
the data-driven logic they embed. However, these decisions
might result in outages and sub-optimal performance if AI
algorithms are not capable of adapting to changing conditions,
and to compute network policies that are robust against noise
and highly stochastic environments.

In this context, Explainable AI (XAI) has emerged as a tech-
nology that offers a platform to understand AI-based decision-
making. Specifically, XAI makes it possible to explore re-
lationships between outputs of AI algorithms (e.g., control
actions, predictions, forecasts) and inputs. Being able to study
interactions between outputs and inputs of AI solutions, XAI
provides the necessary mechanisms to analyze AI algorithms
embedded in xApps and rApps and validate their decision-
making. XAI can be helpful in many different ways as follows:

• Performance parity: the most important aspect to bring
AI to fruition is performance parity against legacy RAN
systems. Specifically, it is necessary to demonstrate that
xApps and rApps can not only achieve performance
parity, but also go beyond. XAI offers tools to identify
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conditions where AI algorithms are under-performing
and compare AI outputs against baselines and expert
knowledge.

• Robustness against noise and attacks: thanks to the
ability to build explainable relationships between inputs
and outputs, XAI makes it possible to determine the
robustness of AI solutions against noise, stochastic en-
vironments, and attacks. For example, XAI can be used
to identify vulnerable portions of AI algorithms (e.g.,
a certain layer, an activation function) that are subject
to input fluctuations which can be either generated by
noisy environments or exploited by attackers aware of
the vulnerability.

• Design improvement: upon detecting pitfalls and weak-
nesses of the AI algorithms as discussed above, these
insights can be used to target portions of the AI architec-
ture that are under-performing (or that are vulnerable to
noise or attacks) and fine-tune them to make them more
robust and reliable.

Colosseum can be used to design, develop, and test XAI
techniques for O-RAN applications. Specifically, Colosseum
is unique in that it can facilitate XAI development as it:
(i) supports testing of xApps and rApps across a variety of
topology, mobility, channel, and traffic conditions to analyze
their behavior across a variety of scenarios; (ii) offers a ready-
to-use development framework to integrate XAI algorithms
into xApps and rApps; and (iii) provides a realistic Open RAN
digital twin that enables safe XAI analysis of xApps and rApps
prior to their actual deployment on the production network, so
as to avoid potential performance degradation and/or outages.
For example, the EXPLORA framework, presented in [27],
is an XAI tool for DRL-based xApps and rApps developed
on Colosseum via OpenRAN Gym. EXPLORA generates
high-level interpretable explanations that describe why certain
actions have been selected by the DRL agent, as well as
operational conditions (e.g., traffic conditions) that led to
a certain choice. Moreover, the XAI insights generated by
EXPLORA can be used to identify sub-optimal action-state
pairs and prevent the enforcement of such actions by replacing
them with other actions that deliver higher performance.

D. IAB Optimization with Open RAN

IAB is a flexible wireless backhaul technology for cellular
systems that has proved effective in reducing the deployment
costs for ultra-dense RANs [46, 47]. It was introduced in the
5G NR standard specifications as part of 3GPP Release 16, and
comes with a new kind of RAN entity, called IAB-node. The
IAB node includes a Mobile Termination (MT) for wireless
backhaul communications with upstream nodes, as well as
the lower part of the cellular protocol stack (i.e., the layers
in the DU and RU). IAB nodes are not connected through
wired paths to the core network, instead, they interconnect to
each other creating a multi-hop graph that leverages the same
waveform, protocol stack, and potentially the same spectrum.
This wireless graph terminates in base stations with wired
connections to the core network, called IAB donors.

Colosseum has been used as a digital playground to pro-
totype and test in-band IAB networks based on OAI. While
not fully standard compliant, the solution developed in [28]
allows for the deployment of IAB nodes and donors with
minimal modifications to OAI. This enables to study relevant
problems and use cases in the IAB domain, such as backhaul
and access traffic partitioning, latency in multi-hop IAB, and
optimal routing and scheduling. Since the wireless nature of
the backhaul link in IAB increases the space and parameters
for network control, the Open RAN architecture and the RICs
can be leveraged to orchestrate and optimize IAB deployments
with a data-driven approach.

E. Security in Open RAN

Security is another key concern and research and de-
velopment area within Open RAN systems. Virtualization,
softwarization, and open interfaces extend the attack sur-
face of cellular systems, calling for additional testing and
scrutiny into network management procedures, protocols, and
implementations [48–52]. At the same time, open interfaces
allow for increased visibility into the dynamics and telemetry
of these systems, opening the door to robust data-driven
anomaly- and intrusion-detection schemes [53, 54]. Finally, as
the 5G cellular technology becomes more prevalent, the risk of
more complex jamming attacks escalates, threatening network
availability, reliability, and security [55, 56]. This makes the
case for continuing research on jamming to safeguard future
communications from malicious interference. As a digital twin
based on real-time realistic RF emulation, Colosseum can be
used as a sandbox to assess threats, test countermeasures,
and validate protection against jammers without the risk of
harming real-world over-the-air systems.

Colosseum for Evaluating Open RAN Security. The digi-
tal twinning capabilities of Colosseum have been used to eval-
uate the security of O-RAN interfaces and implementations
in [57]. This assessment has been performed on the twinned
5G and Open RAN end-to-end protocol stacks deployed on the
Colosseum emulation infrastructure in [58], focusing on the E2
interface and on numerically and experimentally evaluating the
cost associated with supporting modern encryption techniques
for the E2 SCTP stream.

Beside securing the interfaces, there is wide interest in
evaluating how the openness of the O-RAN architecture makes
it possible to design and implement more advanced anomaly-
and intrusion-detection mechanisms. In [59, 60], the authors
investigate traffic classification mechanisms for Open RAN
systems, implemented on the Near-RT RIC for the analysis of
specific KPIs associated with end-to-end application patterns.
The paper [54] takes a step further and combines these insights
with deep learning on the RAN I/Q samples (through a
dApp [26]) to detect anomalies related to, for example, cloned
user secure identity modules.

Colosseum for Evaluating Jamming Attacks. Understand-
ing evolving jamming techniques is crucial to developing ef-
fective countermeasures and ensuring uninterrupted connectiv-
ity for critical services relying on 5G networks. However, often
times laws and regulations prohibit causing intentional inter-
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Fig. 8: Throughput results from jamming experiments on the Arena and
Colosseum testbeds, showcasing narrowband and wideband cases, adapted
from [7].

ference to authorized radio communication systems, which can
significantly hinder large-scale jamming research. This opens
the door for digital twins to offer improved jamming research
due to the accurate, real-world emulation.

Large-scale jamming experimentation offers a unique look
at how jamming attacks impact the spectrum. These signals
have specific attack goals, but there is also incidental interfer-
ence that can occur in wireless communications. By emulating
real-world environments through digital twins, it is possible
to show both the intentional and accidental consequences of
jamming attacks and gain crucial insight on them. For exam-
ple, in [61], Colosseum has been used to perform large-scale
controlled jamming experiments with hardware in the loop
and a commercial jamming system. The experimental findings
reveal that the digital twin achieves an accuracy of up to 98%
in replicating throughput, Signal to Interference plus Noise
Ratio (SINR), and link status patterns when compared to real-
world jamming experiments. Additionally, Figure 8 compares
results for two types of jamming attacks, narrowband and
wideband, against an OFDM system. The narrowband signal
occupies ∼ 156 kHz of the 20 MHz spectrum used for commu-
nications, the wideband signal occupies 10 MHz. By looking
at the figure, we notice that, in the real-world experiments,
narrowband jamming causes throughput decreases of around
37-43%, while wideband jamming of around 94-96%. Similar
trends are observed in digital twin experiments.

VIII. COLOSSEUM FOR O-RAN TESTING AND
INTEGRATION

The Colosseum Open RAN digital twin is also at the
center of the recently established Open Testing and Integration
Center (OTIC) in the Northeastern University Open6G center.
An OTIC is a center officially recognized by the O-RAN
ALLIANCE for the testing and integration of Open RAN com-
ponents from multiple vendors. Currently, the main testing and
integration activities carried out by OTICs worldwide relate
to achieving interoperability in the disaggregated Open RAN
architecture. For instance, OTICs can assess the conformance
of an O-RAN interface or piece of equipment with respect
to the O-RAN specifications, or certify the interoperability of
pairs of components and end-to-end systems.

While the Colosseum data center is currently equipped with
solutions to perform such testing, we also consider its twin-
ning capabilities—together with the controlled and repeatable

experimental environment and its AI/ML infrastructure—as a
key component in driving the testing and, eventually, certifi-
cation of AI solutions for the Open RAN. As of today, there
are indeed discussions around interoperability certification and
conformance of interfaces associated with the RICs, but testing
and evaluating AI is an open challenge that requires further
analysis and development.

AI solutions may indeed be non-deterministic, and exhibit
different behaviors when developed in different scenarios and
under dynamic conditions and network load. This makes
defining requirements for the certification of AI solution a
non-trivial problem. A possible strategy is leveraging bench-
marking scenarios, as typically done with datasets in the
computer vision community. In this sense, Colosseum, with its
OpenRAN Gym framework, can implement and provide such
reference scenarios to the community, leveraging a variety of
wireless deployment scenarios, open-source protocol stacks,
and either open-source or commercial RIC platforms. Testing
can involve minimum accuracy or efficacy scores to achieve
in the reference scenarios using xApps or rApps, adopting
explainable AI frameworks, and providing confidence levels
around AI agents misbehaving under unknown conditions.

Finally, Colosseum is evolving to accommodate custom
and COTS radios connected to the digital twin RF emulation
infrastructure. This makes it possible to onboard RF equipment
that allows for evaluations beyond the capabilities of USRP
SDRs, e.g., O-RAN-compliant RUs or commercial radars.
Examples in the literature include studies with programmable
Wi-Fi boards in [44], and jamming experiments in [7, 61].

IX. RELATED WORK

The development of digital twins and testbeds for cellular
systems and, specifically, for Open RAN is a topic that has
recently received significant attention, owing to the importance
of addressing the challenges described in Section I. The O-
RAN ALLIANCE itself has dedicated a study area to digital
twins for Open RAN within its next Generation Research
Group (nGRG).

Digital twin frameworks for cellular networks are discussed
in [62–69], with an analysis of the challenges and opportu-
nities of using digital twins for Open RAN and beyond-5G
design. Paper [70] proposes a network digital twin framework
for 5G and develops a use case on RAN control with rein-
forcement learning, with a simulation-based twin that repli-
cates a real-world scenario in Barcelona, Spain. The authors
of [71] discuss the opportunity of integrating digital twins in
automated operations for the development of reinforcement
learning algorithms for Open RAN. Reference [72] performs a
simulation study and frames it in the context of digital twins to
optimize fixed wireless access use cases for cellular networks.
The studies in [73, 74] leverage a digital twin to create a
virtual environment for the testing of network updates driven
by AI/ML components. These papers, however, are primarily
based on simulation-driven twins, which fails to capture the
complexity of real-world RF equipment. In addition, there
is a limited evaluation of the digital twin in the real world,
e.g., through experiments in real networks or testbeds. The
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Colosseum digital twin described in this paper is based on real-
time channel emulation and end-to-end Open RAN protocol
stacks that can be either automatically deployed and tested in
the real world or in the digital twin as-is, thus achieving a
high level of fidelity as testified by the experiments in [7, 19].

Implementations of digital twins or components of digital
twins for networked systems are presented in [75–77], focus-
ing on middleware for digital twins for aerial networks and
on optimizing network service for the replica of a real-world
setup (e.g., for Industry 4.0) into a digital twin. These papers,
however, do not focus on end-to-end Open RAN systems and
on the development of intelligent control solutions. Testbeds
and frameworks for the evaluation of Open RAN systems are
discussed in [21, 78–81], and Open RAN evaluation is also
supported in the PAWR platforms [8–11]. These systems can
be (and have been) used in combination with the twinning
infrastructure of Colosseum to replicate Open RAN studies
across twinned and real-world domains.

X. CONCLUSIONS AND FUTURE WORK

This paper reviewed how Colosseum, the world’s largest
wireless network emulator with hardware in the loop, can be
leveraged as a digital twin for end-to-end Open RAN systems.
We introduced the Colosseum architecture and focused on
how it enables a high-fidelity digital replica of real-world
RF environments, as well as the deployment of real-world
protocol stacks, both through automated pipelines. We then
discussed how the digital twin integrates with real-world
testbeds, and introduced several use cases where Colosseum
digital twin capabilities have been used to advance algorithms,
architecture, and testing of Open RAN systems.

We showed how Colosseum, through its emulation capabil-
ities and support for softwarized stacks, allows for the devel-
opment of effective solutions for the control and optimization
of the RAN, from slicing and radio resource management to
spectrum sharing and explainable AI techniques.

Colosseum is constantly evolving to further improve its
support for the design and evaluation of wireless systems. As
future work, beside a refresh of the hardware infrastructure,
we plan to introduce more flexible channel emulation options
and to tighten and streamline the connectivity across the digital
and real-world testbeds discussed in this work.
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