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Abstract. Our main contribution in this article is the achievement of the turnpike property in its
integral and exponential forms for parameter-dependent systems with averaged observations in the cost
functional. Namely, under suitable assumptions with respect to the matrices that defined the dynamics
and the cost functional, we prove that the optimal control and state for the evolutionary problem
converge in average to the optimal pair of an associated stationary problem. Moreover, we characterize
the closeness between these two optimal solutions, proving that over a large time interval, they are
exponentially close.
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1. Introduction

1.1. Main results. Let us begin this article by presenting our main contributions. For it, let T > 0,
n, m ∈ N, and let (Ω,F , µ) be a probability space. We consider the following optimal tracking control
problem with averaged observations

min
u∈L2(0,T ;Rm)

{
JT (u) =

1

2

∫ T

0

(
∥u(t)∥2Rm + ∥E[C(·)x(t, ·)]− z∥2Rn

)
dt+ ⟨x(T, ·), φT (·)⟩L2(Ω;Rn)

}
, (1)

subject to x = x(t, ω) ∈ Rn solving the parameter-dependent evolutionary equation{
xt(t, ω) +A(ω)x(t, ω) = B(ω)u(t), t > 0,

x(0, ω) = x0(ω).
(2)

Here ω ∈ Ω corresponds to the random parameter, z ∈ Rn is a fixed target, x0 ∈ L∞(Ω;Rn) denotes the
initial condition, and φT ∈ L2(Ω;Rn) determines a linear regularization of the average of the final state.
In addition, we consider the three random matrices A, C ∈ C0(Ω,L(Rn)) and B ∈ C0(Ω,L(Rm;Rn)),
constant in time and uniformly bounded with respect to ω, in order to ensure the integrability of solutions
with respect to the parameter. By x = x(t, ω) ∈ Rn, we denote the state of the equation, and u = u(t)
represents the control function, which is parameter-independent.
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The space L2(Ω;Rn) is the set formed by the square-integrable functions with respect to the measure
µ, that is

L2(Ω;Rn) :=

{
x : Ω → Rn

∫
Ω

∥x(ω)∥2Rndµ(ω) < ∞
}
,

which is a Hilbert space endowed with inner product

(x, y)L2(Ω;Rn) =

∫
Ω

(x(ω), y(ω))Rndµ(ω), ∀x, y ∈ L2(Ω;Rn).

In a same manner, we can define the space L∞(Ω;Rn) as

L∞(Ω;Rn) := {x : Ω → Rn : ess supω∈Ω ∥x(ω)∥Rn < ∞} .

We also denote by E : L2(Ω;Rn) → Rn the expectation operator i.e.

E[x] :=
∫
Ω

x(ω)dµ(ω).

It is immediate that JT given by (1) is a strictly convex, continuous and coercive functional. Therefore,
existence and uniqueness of the optimal control for JT , denoted by uT , is a consequence of the direct
method of calculus of variations. Let us denote by xT the optimal state, solution of (2), associated to
the optimal control uT .

In this article, we are interested in the relationship between the optimal pair (uT , xT ) and the corre-
sponding stationary optimal control. Namely, we want to analyze how (uT , xT ) is related, in an appro-
priate sense, to the optimal solution of the reference stationary optimal control problem

min
u∈Rm

{
Js(u, x) =

1

2

(
∥u∥2Rm + ∥E[C(·)x(·)]− z∥2Rn

)}
, (3)

subject to x = x(ω) ∈ Rn be the solution of the parameter-dependent stationary equation

A(ω)x(ω) = B(ω)u. (4)

To establish how the two optimal solutions are related, we need to assume the following hypotheses related
to the dynamics of (2) and the cost functional, which are motivated by the notions of exponential stability
and exponential detectability, classic notions in control and optimization theory (see, for instance, [2]).

Assumption 1.1. There exists a feedback operator KC ∈ C0(Ω,L(Rn)) uniformly bounded with respect
to ω ∈ Ω and a positive constant αC > 0 such that

(Av +KCE[KCCv], v)L2(Ω;Rn) ≥ αC∥v∥2L2(Ω;Rn), for every v ∈ L2(Ω;Rn).

Assumption 1.2. There exists a feedback operator KB ∈ C0(Ω,L(Rm;Rn)) uniformly bounded with
respect to ω ∈ Ω and a positive constant αB > 0 such that

(A∗v +KBE[KBB
∗v], v)L2(Ω;Rn) ≥ αB∥v∥2L2(Ω;Rn), for every v ∈ L2(Ω;Rn).

It is important to mention that, under Assumption (1.1), the existence and uniqueness of optimal
solution for the minimization problem (3) can be proved, cf. Theorem 2.1. Thus, we denote by (us, xs)
this optimal solution.

Therefore, with all of these ingredients, we can state our first main result, which tells us that both the
state and the evolutionary optimal control converge on average to their corresponding steady state and
control. We called this result a integral turnpike property.

Theorem 1.1. Let us suppose that Assumptions 1.1 and 1.2 hold and T > 1. Let (uT , xT ) and (us, xs)
be the optimal pair of minimization problems (1) and (3), respetively. Then,∥∥∥∥∥ 1T

∫ T

0

xT (t, ·)dt− xs(·)

∥∥∥∥∥
L2(Ω;Rn)

→ 0, and

∥∥∥∥∥ 1T
∫ T

0

uT (t)dt− us

∥∥∥∥∥
Rm

→ 0,

as T → ∞.

The proof of this integral turnpike property is based on energy estimates for the optimal state and the
adjoint variable given by the Euler-Lagrange equation.

Under that the optimal solutions converge in average, we analyze the possibility to better describe
this convergence in the following sense: Does there exist a time interval where the optimal solutions are
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exponentially close? This property is known as the exponential turnpike phenomenon, which describes
how the evolutionary optimal pair is made of three arcs. The first and the last are transient short-time
arcs, and the middle piece is a long-time arc that stays exponentially close to the optimal steady-state of
the associated static optimal control problem. In the next theorem, which is our second main result, we
state this property in our setting.

Theorem 1.2. Let the assumption of Theorem 1.1 be in force. Then, there exist two constants K, δ > 0
independent of T such that

∥xT (t, ·)− xs(·)∥L2(Ω;Rn) + ∥φT (t, ·)− φs(·)∥L2(Ω;Rn) + ∥uT (t)− us∥Rm ≤ K(e−tδ + e−(T−t)δ), (5)

for every t ∈ [0, T ], where φT = φT (t, ω) ∈ Rn and φs = φs(ω) ∈ Rn denote the adjoint variables given
by the first-order optimality condition using the Lagrangian approach for (1) and (3), respectively.

In this case, the proof will be based on energy estimates and ensuring that the operator corresponding
to the Euler-Lagrange equations is bounded by a constant independent on the horizon time T > 1.

The most important novelties and difficulties of this article can be described as follows:
• To the best of our knowledge, exponential turnpike property for cost functional as in this paper,

i.e., with averaged observations, it is the first time that has been studied. Previous works consider
more restrictive penalization, as in [6], where the authors studied the exponential turnpike prop-
erty without the expectation and terminal constraint on the cost functional. Then, our Theorem
1.2 can be seen as the first exponential turnpike result that extends the averaged controllability
idea (see, for instance, [8]) to optimal control.

• In [5], an integral turnpike result was derived without imposing any assumption on the dynamics
and in the cost functional. They studied the turnpike in terms of the controllability and observ-
ability of the Gramian operator. However, as we also derive an exponential turnpike, a different
proof for the integral turnpike is needed in order to get that kind of result.

• From the minimization problem for the stationary parameter-dependent problem (3), we can
observe that the existence and uniqueness of optimal solution is not a direct consequence of the
calculus of variations methodology. In order to establish the existence of the optimal control,
from our perspective, Assumption 1.1 is the most adequate hypothesis.

• Assumption 1.1 can be viewed as the natural generalization of the classical detectability condition
(see, for instance, [2]) for parameter-dependent equations and cost functional with averaged
observations. From our perspective, this condition is much more natural than the one previously
considered in [6]. A discussion of this will be given at the end of the paper.

• Thus, in this work we will call Assumption 1.2 as (A,B) stabilizability on average and Assumption
1.1 as (A,C) detectability on average. As far as we know, this is the first time when these names
have appeared in the literature.

• Without loss of generality, in this work, we have considered target function z ∈ Rn independent
of the parameter ω ∈ Ω. As we will see in the proof of our main results, this assumption does
not play any role in that.

1.2. Existing literature. In this article, we focus our attention on the so-called integral and exponential
turnpike property for parameter-dependent systems with averaged observations on the cost functional,
cf. Theorem 1.1 and Theorem 1.2, respectively. There is a huge body of literature on the turnpike
property, both the integral and the exponential. Let us mention some of the most relevant works from
our perspective. The article [10] studied the phenomenon of turnpike for linear equations, both finite and
infinite dimensions. The authors proved similar results as in this work, but assuming different kinds of
hypotheses. For instance, in the finite-dimensional setting, they assumed control and observation condi-
tions for the dynamical system and for the cost functional, respectively. Under the previous hypotheses,
using the Riccati theory, they established the exponential turnpike property thanks to the exponential
convergence of the matrix-solution of a Riccati differential equation to the corresponding algebraic one.
For the integral turnpike result, the authors used in a strong manner the controllability assumption. We
can mention that the proof done in [10] was the inspiration for our demonstration.

With stabilizability and detectability conditions, in [4], the authors have established a sensitivity and
turnpike properties for infinite-dimensional equations. Contrary to the paper [10], here, the exponential
turnpike property was proved without the Riccati theory. Our approach follows some ideas from this
article in order to obtain the exponential turnpike phenomenon.
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For parameter-dependent systems we found the work [6], where the authors showed the exponential and
integral turnpike for the system as we, but with different cost functional and slightly different assumptions.
Another work related to parameter-dependent systems is the article [5], in which an integral turnpike
result for optimal averaged control problems was obtained without assumptions on stabilizability and
detectability.

Finally, we recommend the following survey article [3] and the books [11, 12] and the references therein
for a complete treatment of the turnpike topic.

1.3. Organization of the paper. The rest of the paper is organized as follows. In Section 2, we
state and prove some preliminary estimates for the solution of equation (2) and the adjoint problem. In
addition, we establish the existence and uniqueness of problem (3). Section 3 is devoted to the proof of
Theorem 1.1 and Section 4 to the proof of Theorem 1.2. In Section 5, we present a numerical example in
order to validate numerically our main result concerning the exponential turnpike property. Finally, in
Section 6, we give a discussion about our main assumptions and present some open problems related to
our work.

2. Preliminary results

The proof of our main results, namely Theorems 1.1 and 1.2, are based on a careful analysis and suitable
estimates for the solution of the first-order optimality system associated to both problems (1)-(2) and
(3)-(4).

2.1. Time-dependent optimal control. We start our analysis with the derivation of the optimality
system for the minimization problem (1). It is immediate that JT given by (1) is a strictly convex,
continuous, and coercive functional. Therefore, existence and uniqueness of the optimal control for JT ,
denoted by uT , is a direct consequence of the direct method of calculus of variations. Let us denote by
xT the optimal state associated to the optimal control uT .

Then, using the Euler-Lagrange approach, the optimal control uT can be characterized as

uT (t) = −E[B∗φT (t, ·)], t ∈ (0, T ), (6)

where φT = φT (ω, t) ∈ Rn is the solution of the adjoint equation{
−φt(t, ω) +A∗(ω)φ(t, ω) = C∗(ω)

(
E[C(·)xT (t, ·)]− z

)
, t > 0,

φ(T, ω) = φT (ω),
(7)

with xT being the optimal solution of (2) with control given by (6).
Next, under the Assumption 1.1, we can prove the following estimate for the solution of the equation

(2).

Lemma 2.1. Let us assume that Assumption 1.1 is fulfilled. Then, there exists a constant K1 > 0
independent of t such that, for every t ≥ 0 and solution x ∈ L2(Ω;Rn) to (2) we have

∥x(t, ·)∥2L2(Ω;Rn) ≤ K1

∫ t

0

(
∥u(s)∥2Rm + ∥E[C(·)x(s, ·)]∥2Rn

)
ds+ ∥x0(·)∥2L2(Ω;Rn).

Proof. Let us multiply equation (2) by its solution x, integrate on Rn and over Ω, and adding in both
sides (KCE[KCCx], x)L2(Ω;Rn), we have

1

2

d

dt
∥x(t, ·)∥2L2(Ω;Rn) + (A+KCE[KCCx(t, ·)], x(t, ·))L2(Ω;Rn) = (B(·)u(t), x(t, ·))L2(Ω;Rn)

+ (KC(·)E[KC(·)C(·)x(t, ·)], x(t, ·))L2(Ω;Rn).

Applying Young’s inequality with ε1, ε2 > 0 and using Assumption 1.1 we have
d

dt
∥x(t, ·)∥2L2(Ω;Rn) + ∥x(t, ·)∥2L2(Ω;Rn)(2αC − ε1 − ε2) ≤

1

ε1
∥B∥2∥u(t)∥2Rn +

1

ε2
∥KC∥4∥E[C(·)x(t, ·)]∥2Rn .

Taking ε1, ε2 such that 2αC > ε1 + ε2 and integrating over (0, t), there exists a constant K1 > 0 such
that

∥x(t, ·)∥2L2(Ω;Rn) +

∫ t

0

∥x(t, ·)∥2L2(Ω;Rn)dt ≤ K1

∫ t

0

(
∥u(s)∥2Rn + ∥E[C(·)x(s, ·)]∥2Rn

)
ds+ ∥x0(·)∥2L2(Ω;Rn),

for every t ≥ 0. Then, using the fact that the integral on the left-hand side is positive, the proof is
finished. □
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In a similar manner, but now using Assumption 1.2, the following estimate for the solution of the
equation (7) can be obtained.

Lemma 2.2. Suppose the Assumption 1.2 is satisfied. Then, there exists a constant K2 > 0 independent
of t such that, for every 0 ≤ t ≤ T and φ solution to (7), the following holds

∥φ(t, ·)∥2L2(Ω;Rn) ≤ K2

∫ T

t

(
∥E[B∗(·)φ(s, ·)]∥2Rm + ∥E[C(·)x(s, ·)]− z∥2Rn

)
ds+ ∥φT (·)∥2L2(Ω;Rn).

Proof. Let us multiply equation (7) by its solution φ, integrate on Rn and over Ω, and adding in both
sides (KBE[KBB

∗φ], φ)L2(Ω;Rn) we have

− 1

2

d

dt
∥φ(t, ·)∥2L2(Ω;Rn)+(A∗+KBE[KBB

∗φ(t, ·)], φ(t, ·))L2(Ω;Rn) = (C∗(·)E[C(·)x(t, ·)], φ(t, ·))L2(Ω;Rn)

+ (KB(·)E[KB(·)B∗(·)φ(t, ·)], φ(t, ·))L2(Ω;Rn).

Applying Young’s for ε1, ε2 > 0 and using Assumption 1.2 we have

− d

dt
∥φ(t, ·)∥2L2(Ω;Rn) + ∥φ(t, ·)∥2L2(Ω;Rn)(2αC − ε1 − ε2) ≤

1

ε1
∥C∗∥2∥E[C(·)x(t, ·)∥2Rn

+
1

ε2
∥KB∥4∥E[B∗(·)φ(t, ·)]∥2Rn .

Choosing ε1, ε2 such that 2αB > ε1 + ε2 and integrating over (t, T ) there exists a constant K2 > 0 such
that

∥φ(t, ·)∥2L2(Ω;Rn) +

∫ T

t

∥φ(s, ·)∥2Rndt ≤ K2

∫ T

t

(
∥E[B∗(·)φ(s, ·)]∥2Rn + ∥E[C(·)x(s, ·)]∥2Rn

)
ds

+∥φT (·)∥2L2(Ω;Rn),

for every t ≤ T . Since the second term on the left-hand side is positive, we can conclude the proof. □

Remark 2.1. Note that as a consequence of Assumptions 1.1 and 1.2, we can directly conclude that,
using Cauchy-Schwarz inequality on the left-hand side on both assumptions, the following inequalities,
respectively

αC∥v∥L2(Ω:Rn) ≤ ∥Av∥L2(Ω;Rn) + ∥E[Cv]∥Rn , (8)

and

αB∥v∥L2(Ω:Rn) ≤ ∥A∗v∥L2(Ω;Rn) + ∥E[B∗v]∥Rn , (9)

for some constants αC , αB > 0 depending only on KC and KB, respectively. In particular, the first
inequality will be of utmost importance for the proof of the integral turnpike.

2.2. Stationary optimal control. The stationary control problem (3) needs a slightly more delicate
and detailed treatment to establish the existence and uniqueness of the optimal control.

As mentioned in the Introduction, Assumption 1.1 is fundamental to obtain the following result con-
cerning the existence and uniqueness of the optimal control problem (3)-(4).

Theorem 2.1. Let us suppose that Assumption 1.1 holds. Then, there exists a unique optimal control
us and optimal state xs of (3).

Proof. Let us denote by

S := {(u, x) ∈ Rm × L2(Ω;Rn) : A(ω)x(ω) = B(ω)u}.

Observe that the set S is closed (since A,B are continuous), convex, and nonempty, indeed (0, 0) ∈ S.
Thus, argmin(Js) ̸= ∅ (see [9, Theorem 2.19. ]). Let us consider a minimization sequence {un}n≥1 such
that

lim
n→∞

Js(un) = min
u∈Rm

Js(u). (10)

Let us denote by {xn}n≥1 the associated state of each un, n ≥ 1. Then, (un, xn) ∈ S.
On the other hand, observe that

∥un∥2Rm + ∥E[C(·)xn(·)]− z∥2Rn = 2Js(un) ≤ 2Js(0) +M, (11)
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for some constant M > 0. Consequently, there exists u and a subsequence {unk
}k≥1 ∈ Rm such that

unk
→ u in Rm, as k → ∞. Moreover, since B is bounded we get

∥B(·)unk
−B(·)u∥L2(Ω;Rn) ≤ ∥B∥∥unk

− u∥Rm → 0,

as k → ∞. In particular, this implies that Axnk
= Bunk

→ Bu in L2(Ω;Rn). Let us prove that there
exist x ∈ L2(Ω;Rn) such that (xnk

, unk
) ⇀ (x, u) ∈ S. Since Axnk

→ Bu as k → ∞, then the sequence
{Ank

}k≥1 is bounded. Using the inequality (8) and estimation (11) we deduce that the sequence {xnk
}k≥1

is bounded, and there exist x ∈ L2(Ω;Rn) such that xnk
⇀ x, as k → ∞. Therefore, (xnk

, unk
) ⇀ (x, u).

Due to the fact that S is closed and convex, it is weakly convex, and we have that (x, u) ∈ S, i.e.,
Ax = Bu. From the strong convergence of {Bunk

}k≥1 in L2(Ω;Rn), we also deduce that Axk → Ax in
L2(Ω;Rn), as k → ∞.

Observe that (11) also implies that there exist some h ∈ Rn such that E[Cxnk
] → h in Rn, as k → ∞.

We claim that h = E[Cx]. Indeed, let us assume that h ̸= E[Cx], then for N > 0 there exists δ > 0 such
that ∥E[Cxnk

]− E[Cx]∥2Rn > δ for all nk > N . Now, using the strong convexity of the square Euclidean
norm [9, Section 2.3], i.e., for all v, w ∈ Rn and λ ∈ [0, 1],

∥λv + (1− λ)w∥2Rn ≤ λ∥v∥2Rn + (1− λ)∥w∥2Rn − λ(1− λ)∥v − w∥2Rn ,

we have

Js

(
u+ unk

2

)
=

1

2

(∥∥∥∥u+ unk

2

∥∥∥∥2
Rm

+

∥∥∥∥E [C(·)
(
x(·) + xnk

(·)
2

)
− z

]∥∥∥∥2
Rn

)

≤ 1

2

(
1

2
∥u∥2Rm +

1

2
∥E[C(·)x(·)]− z∥2Rn +

1

2
∥unk

∥2Rm +
1

2
∥E[C(·)xnk

(·)]− z∥2Rn

)
− ∥E[C(·)x(·)]− E[C(·)xnk

(·)]∥2Rn

4

=
1

2

(
Js(u) + Js(unk

)− ∥E[C(·)x(·)]− E[C(·)xnk
(·)]∥2Rn

2

)
≤ 1

2

(
lim inf
k→∞

{Js(unk
)}+ Js(unk

)− ∥E[C(·)x(·)]− E[C(·)xnk
(·)]∥2Rn

2

)
=

1

2

(
inf

u∈Rm
{Js(u)}+ Js(unk

)− ∥E[C(·)x(·)]− E[C(·)xnk
(·)]∥2Rn

2

)
,

where we have used the lower semicontinuity of the functional J and (10). Taking k → ∞ and using that
∥E[Cxnk

]− E[Cx]∥2Rn > δ for all nk > N , we deduce that

lim
n→∞

Js

(
u+ unk

2

)
< inf

u∈Rm
Js(u),

contradicting the definition of infimum. Therefore E[Cxnk
] → E[Cx] in Rn as k → ∞. Then, using the

stationary inequality (8) we have

∥xnk
− x∥L2(Ω;Rn) ≤ K(∥A(·)xnk

(·)−A(·)x(·)∥L2(ω;Rn) + ∥E[C(·)xnk
(·)]− E[C(·)x(·)]∥Rm).

Thus, we have that xnk
→ x in L2(Ω;Rn), as k → ∞. Finally, using again lower semicontinuity of Js we

have that

J(u) ≤ lim inf
k→∞

J(unk
) = inf

u∈Rm
Js(u).

Concluding that u minimize Js. The uniqueness follows from the strict convexity. □

Since under Assumption 1.1, the control has already been uniquely determined, we conclude this
section with the characterization of the control. By applying again the Lagrangian approach, we have
that the optimal control of the stationary system denoted by us can be characterized via the variational
relation.

(us + E[B∗φs], v)L2(Ω) = 0, for every v ∈ D. (12)

where D is the set defined as

D := {v ∈ Rm : B(ω)v ∈ Rank(A(ω)) a.e. ω ∈ Ω} ,
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and φs is the solution of

A∗(ω)v = C∗(ω) (E[C(·)xs(·)]− z) . (13)

where xs denotes the solution of the equation (4) with control given by (12).

3. Integral turnpike property

In this section, the proof of Theorem 1.1 will be provided. First of all, let us recall the optimality
systems for the time-dependent and the stationary problems. Let (uT , xT ) and (us, xs) the optimal pairs
of optimal control problems (1) and (3), respectively. Then, from the previous section, there exists a pair
(φT , φs) such that {

uT (t) = −E[B∗φT (t, ·)], t ∈ (0, T ),

(us + E[B∗φs], v)L2(Ω) = 0, for every v ∈ D,
(14)

and we have the following optimality systems for a.e. ω ∈ Ω
xT
t (t, ω) +A(ω)xT (t, ω) = B(ω)uT (t), t > 0,

−φT
t (t, ω) +A∗(ω)φT (t, ω) = C∗(ω)

(
E[C(·)xT (t, ·)]− z

)
, t > 0,

xT (0, ω) = x0(ω),

φT (T, ω) = φT (ω),

(15)

and {
A(ω)xs(ω) = B(ω)us,

A∗(ω)φs(ω) = C∗(ω) (E[C(·)xs(·)]− z) .
(16)

Proof of Theorem 1.1. Let us observe that multiplying by φT the first equation of (15) driven with
the optimal control uT , and integrating by part over (0, T ) we obtain

(φT , x
T (T, ω))Rn − (φT (0, ω), x0)Rn +

∫ T

0

(−φT
t (t, ω) +A∗(ω)φT (t, ω), xT (t, ω))Rndt

=

∫ T

0

(B(ω)uT (t), φT (t, ω))Rndt.

Thus, using the second equation of (15) we deduce

(φT , x
T (T, ω))Rn − (φT (0, ω), x0)Rn +

∫ T

0

(E[C(·)xT (t, ·)]− z, C(ω)xT (t, ω)− z)Rndt

+

∫ T

0

(E[C(·)xT (t, ·)]− z, z)Rndt =

∫ T

0

(B(ω)uT (t), φT (t, ω))Rndt.

Now, taking expectation and using the control characterization in (14), we get∫ T

0

(
∥E[C(·)xT (t, ·)− z]∥2Rn + ∥uT (t)∥2Rm

)
dt = (φT (0, ·), x0(·))L2(Ω;Rn) − (φT (·), x(T, ·))L2(Ω;Rn

−
∫ T

0

(E[C(·)xT (t, ·)]− z, z)Rndt. (17)

By applying Cauchy-Schwarz and Young inequalities at the right-hand side of (17), for every ε1, ε2, ε3 >
0, we have

(φT (0, ·), x0(·))L2(Ω;Rn) + (φT (·), xT (T, ·))L2(Ω;Rn) +

∫ T

0

(E[C(·)xT (t, ·)]− z, z)Rndt

≤
ε1∥φT (0, ·)∥2L2(Ω;Rn)

2
+

∥x0(·)∥2L2(Ω;,Rn)

2ε1
+

ε2∥xT (T, ·)∥2L2(Ω;Rn)

2
+

∥φT (·)∥2L2(Ω;,Rn)

2ε2

+
ε3
2

∫ T

0

∥E[C(·)xT (t, ·)− z]∥2Rndt+ T
∥z∥2Rn

2ε3
.
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Thus, using Lemmas 2.1 and 2.2, we deduce

(φT (0, ·), x0(·))L2(Ω;Rn) + (φT (·), xT (T, ·))L2(Ω;Rn) +

∫ T

0

(E[C(·)xT (t, ·)]− z, z)Rndt

≤
(
K2ε1
2

+
K1ε2
2

+
ε3
2

)∫ T

0

∥E[C(·)xT (t, ·)− z]∥2Rndt+

(
K2ε1
2

+
K1ε2
2

)∫ T

0

∥uT (t)∥2Rmdt

+

(
1

2ε3

)
T∥z∥2Rn +

∥x0(·)∥2L2(Ω;Rn)

2ε1
+

∥φT (·)∥2L2(Ω;Rn)

2ε2
. (18)

Substituting estimation (18) into estimation (17) yields(
1− K2ε1

2
− K1ε2

2
− ε3

2

)∫ T

0

∥E[C(·)xT (t, ·)− z]∥2Rndt+

(
1− K2ε1

2
− K1ε2

2

)∫ T

0

∥uT (t)∥2Rmdt

≤
(
K1ε2
2

+
1

2ε3

)
T∥z∥2Rn +

∥x0(·)∥2L2(Ω;Rn)

2ε1
+

∥φT (·)∥2L2(Ω;Rn)

2ε2
.

Choosing ε1, ε2, ε3 in order to satisfy 2 > K2ε1+K1ε2+ ε3 we deduce the existence of a constant K > 0
independent of T > 1 such that∫ T

0

∥E[C(·)xT (t, ·)− z]∥2Rndt+

∫ T

0

∥uT (t)∥2Rmdt ≤ KT. (19)

Therefore, due to Lemmas 2.1 and 2.2 we conclude that

∥xT (t, ·)∥2L2(Ω;Rn) ≤ KT, ∥φT (t, ·)∥2L2(Ω;,Rn) ≤ KT, (20)

for every t ∈ [0, T ].
Now, the following two terms

1

T

∫ T

0

xT (t, ·)dt, 1

T

∫ T

0

uT (t)dt,

are uniformly bounded with respect to T in L2(Ω;Rn) and Rm, respectively. Indeed, integrating the first
equation of (15) over (0, T ), multiplying by 1/T and taking L2(Ω;Rn) norm, we have∥∥∥∥∥ 1T

∫ T

0

A(·)xT (t, ·)dt

∥∥∥∥∥
L2(Ω;Rn)

≤

∥∥∥∥∥ 1T
∫ T

0

B(·)uT (t)dt

∥∥∥∥∥
L2(Ω;Rn)

+

∥∥∥∥xT (T, ·)− x0(·)
T

∥∥∥∥
L2(Ω;Rn)

≤ ∥B∥
T 1/2

(∫ T

0

∥uT (t)∥2Rmdt

)1/2

+
∥xT (T, ·)∥L2(Ω;Rn) + ∥x0(·)∥L2(Ω;Rn)

T

(21)

≤ K1/2∥B∥∞ +
K1/2

T 1/2
+

∥x0(·)∥L2(Ω;Rn)

T
,

where we have applied Holder’s inequality and estimations (19) and (20). Thus, 1
T

∫ T

0
A(·)xT (t, ·)dt is

uniformly bounded with respect to T > Tmin. Then, using the stationary inequality (8), the following is
obtained

αC

∥∥∥∥∥ 1T
∫ T

0

xT (t, ·)dt

∥∥∥∥∥
2

L2(Ω;Rn)

≤

∥∥∥∥∥ 1T
∫ T

0

A(·)xT (t, ·)dt

∥∥∥∥∥
2

L2(Ω;Rn)

+

∥∥∥∥∥ 1T
∫ T

0

E[CxT (t, ·)]dt

∥∥∥∥∥
2

Rn

≤

∥∥∥∥∥ 1T
∫ T

0

A(·)xT (t, ·)dt

∥∥∥∥∥
2

L2(Ω;Rn)

+
1

T 2

∫ T

0

∥E[CxT (t, ·)]∥2Rndt. (22)

Due to the estimates (19) and (21) we can conclude that 1
T

∫ T

0
xT (t, ·)dt is uniform bounded in L2(Ω;Rn)

with respect to T > 1. On the other hand, let us observe that∥∥∥∥∥ 1T
∫ T

0

uT (t)dt

∥∥∥∥∥
Rm

≤ 1

T 1/2

(∫ T

0

∥uT (t)∥2dt

)1/2

≤
√
K.

And the proof of the claim is finished.
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Let us introduce the new variables y = xT − xs and ϕ = φT − φs that solve the system
yt(t, ω) +A(ω)y(t, ω) = B(ω)(uT (t)− us), t ∈ (0, T ),

−ϕt(t, ω) +A∗(ω)ϕ(t, ω) = C∗(ω)E[C(·)y(t, ·)], t ∈ (0, T ),

y(0, ω) = x0(ω)− xs(ω), ϕ(0, ω) = φT − φs(ω).

(23)

Then, multiplying the first two equations of (23) by ϕ and y, respectivley, integrating over (0, T ) and Ω,
we obtain∫ T

0

∥E[C(·)y(t, ·)]∥2Rn + ∥uT (t)− us∥2Rmdt = (ϕ(0, ·), y(0, ·))L2(Ω;Rn) − (ϕ(T, ·), y(T, ·))L2(Ω;Rn)

−
∫ T

0

(
uT (t)− us, us + E[B∗(·)φs(·)]

)
Rm dt.

Applying Cauchy Schwarz’s and Young’s inequality at the right-hand-side we get

1

2

∫ T

0

∥E[C(·)y(t, ·)]∥2Rn + ∥uT (t)− us∥2Rmdt ≤ (ϕ(0, ·), y(0, ·))L2(Ω;Rn)

− (ϕ(T, ·), y(T, ·))L2(Ω;Rn) +
T

2
∥us + E[B∗(·)φs(·)]∥2Rm . (24)

Now, using estimations (20), the following is obtained

(ϕ(0, ·), y(0, ·))L2(Ω;Rn) + (ϕ(T, ·), y(T, ·))L2(Ω;Rn)

≤ ∥ϕ(0, ·)∥L2(Ω;Rn)∥y(0, ·)∥L2(Ω;Rn) + ∥ϕ(T, ·)∥L2(Ω;Rn)∥y(T, ·)∥L2(Ω;Rn)

≤ ((KT )1/2 + 2∥φs(·)∥L2(Ω;Rn))(∥x0(·)− xs(·)∥L2(Ω;Rn))

+ (KT )1/2 + 2∥xs(·)∥L2(Ω;Rn))∥φT (·)− φs(·)∥L2(Ω;Rn). (25)

Thus, due to (24) and (25), there exist K > 0 such that

1

T

∫ T

0

∥E[C(·)y(t, ·)]∥2Rn + ∥uT (t)− us∥2Rmdt ≤ K.

In particular, we conclude that∥∥∥∥∥ 1T
∫ T

0

E[C(·)y(t, ·)]dt

∥∥∥∥∥
2

Rn

+

∥∥∥∥∥ 1T
∫ T

0

(uT (t)− us)dt

∥∥∥∥∥
2

Rm

→ 0, (26)

as T → ∞. Concluding the integral turnpike property for the control uT . Integrating the first equation
in (15) once more, subtracting the A(ω)xs(ω) term from it, and taking L2(Ω;Rn) norm, we have∥∥∥∥∥A(·)

(
1

T

∫ T

0

xT (t, ·)dt− xs(·)

)∥∥∥∥∥
2

L2(Ω;Rn)

≤ 2

∥∥∥∥∥B(·)

(
1

T

∫ T

0

(uT (t)− us)dt

)∥∥∥∥∥
2

L2(Ω;Rn)

+ 2

∥∥∥∥xT (T, ·)− x0(·)
T

∥∥∥∥2
L2(Ω;Rn)

→ 0, (27)

as T → ∞, due to (20) and the integral turnpike property for the control (26). Finally, using the
stationary inequality (8) we conclude that∥∥∥∥∥ 1T

∫ T

0

xT (t, ·)dt− xs(·)

∥∥∥∥∥
2

L2(Ω;Rn)

≤ 2

∥∥∥∥∥A(·)

(
1

T

∫ T

0

xT (t, ·)dt− xs(·)

)∥∥∥∥∥
2

L2(Ω;Rn)

+ 2

∥∥∥∥∥ 1T
∫ T

0

E[C(xT (t, ·)− xs)]dt

∥∥∥∥∥
2

Rn

.

Taking into account (26) and (27), we conclude the integral turnpike for xT and the proof is finished. □

As a consequence of the previous result, the characterization of the stationary optimal control can
improved, which is given by the next corollary.
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Corollary 3.1. Let us suppose that Assumptions 1.1 and 1.2 hold. Then, the stationary optimal control
can be characterized by

us = −E[B∗(·)φs(·)].

Proof. By Theorem 1.1 we know that the temporal average of xT and uT converge to the station-
ary variables xs and us in L2(Ω;Rn) and Rm, respectively. Then, applying the same steps used to
bound 1

T

∫ T

0
xT (t, ·)dt in L2(Ω;Rn) (see (21)-(22)), we can conclude that 1

T

∫ T

0
φT (t, ω)dt is bounded in

L2(Ω;Rn). Thus, there exists φl in L2(Ω;Rn) such that

1

T

∫ T

0

φT (t, ω)dt ⇀ φl, in L2(Ω;Rn).

On the other hand, taking the time average of the second equation of (23) and taking L2(Ω;Rn)-norm,
we get∥∥∥∥∥A∗(·) 1

T

∫ T

0

ϕ(t, ·)dt

∥∥∥∥∥
2

L2(Ω;Rn)

≤ 1

T 2

∫ T

0

∥E[C(·)y(t, ·)]∥2Rndt+
∥ϕ(T, ·)∥2L2(Ω;Rn) + ∥ϕ(0, ·)∥2L2(Ω;Rn)

T
→ 0,

as T → ∞, where ϕ = φT − φs. Now, taking the time average and the L2(Ω;Rn)-norm of the second
equation of (15), and subtracting the term A(ω)φs(ω), we have∥∥∥∥∥ 1T

∫ T

0

C∗(·)E[C(·)xT (t, ·)]dt−A∗(·)φs(·)

∥∥∥∥∥
2

L2(Ω;Rn)

≤

∥∥∥∥∥A∗(·) 1
T

∫ T

0

ϕ(t, ·)dt

∥∥∥∥∥
2

L2(Ω;Rn)

+
∥φT (·)∥2L2(Ω;Rn) + ∥φ(0, ·)∥2L2(Ω;Rn)

T
→ 0,

as T → ∞. Therefore, φl = φs is a solution of the adjoint system (16). Finally, observe that for every
ζ ∈ Rm we have that

(us + E[B∗(·)φs(·)], ζ)Rm =

(
us − 1

T

∫ T

0

uT (t)dt, ζ

)
Rm

+

(
1

T

∫ T

0

uT (t)− E

[
B∗(·) 1

T

∫ T

0

φT (t, ·)dt

]
, ζ

)
Rm

+

(
E

[
B∗(·) 1

T

∫ T

0

φT (t, ·)dt

]
− E [B∗(·)φ(·)] , ζ

)
Rm

=

(
us − 1

T

∫ T

0

uT (t)dt, ζ

)
Rm

+

(
1

T

∫ T

0

φT (t, ·)dt− φ(t, ·), B(·)ζ

)
L2(Ω;Rn)

→ 0,

as T → ∞ since B(·)ζ ∈ L2(Ω;Rn). Note that the second term after the first equation vanishes due to
the characterization of evolutionary optimal control (6). Taking ζ = us + E[B∗(·)φs(·)] we conclude the
result. □

Remark 3.1 (Uniqueness of the stationary adjoint state). Corollary 3.1 allows us to ensure the unique-
ness of the stationary adjoint state φs, the solution of the second equation in (16). Indeed, assume that
there exist two solutions φs

1 and φs
2 of (16). Then, we have that A∗(ω)φs

1(ω) = A∗(ω)φs
2(ω). Further-

more, considering Corollary 3.1 and the uniqueness of the optimal control, we have E[B∗(·)φs
1)(·)] =

E[B∗(·)φs
2(·)]. Finally, the uniqueness is established by applying the stationary inequality (9).

4. Exponential turnpike property

Let us now give the proof of the second main result of our article, that is, Theorem 1.2.

Proof of Theorem 1.2. As in the proof of Theorem 1.1 let y = xT − xs and ϕ = φT − φs satisfying
system (23). Applying Lemma 2.1 to y and using the characterization of the stationary control given by
Corollary 3.1, there exists K1 > 0 such that

∥y(t, ·)∥2L2(Ω;Rn) ≤ K1

∫ T

0

(
∥E[B∗(·)ϕ(t, ·)]∥2Rm + ∥E[C(·)y(t, ·)]∥2Rn

)
dt+ ∥y(0, ·)∥2L2(Ω;Rn), (28)
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for every t ∈ [0, T ]. In a similar way, applying Lemma 2.2 to ϕ we deduce

∥ϕ(t, ·)∥2L2(Ω;Rn) ≤ K1

∫ T

0

(
∥E[B∗(·)ϕ(t, ·)]∥2Rm + ∥E[C(·)y(t, ·)]∥2Rn

)
dt+ ∥ϕ(T, ·)∥2L2(Ω;Rn), (29)

for every t ∈ [0, T ]. Using (24) and Corollary 3.1, we have the following inequality∫ T

0

(
∥E[C(·)y(t, ·)]∥2Rn + ∥E[B∗(·)ϕ(t, ·)]∥2Rm

)
dt ≤ ∥ϕ(0, ·)∥L2(Ω;Rn)∥y(0, ·)∥L2(Ω;Rn)

+ ∥ϕ(T, ·)∥L2(Ω;Rn)∥y(T, ·)∥L2(Ω;Rn).

Thus, using Young’s inequality for ε1, ε2 > 0 and estimations (28) and (29) we deduce∫ T

0

(
∥E[C(·)y(t, ·)]∥2Rn + ∥E[B∗(·)ϕ(t, ·)]∥2Rm

)
dt ≤ ∥y(0, ·)∥2L2(Ω;Rn)

(
1

2ε1
+

ε2
2

)
+ ∥ϕ(T, ·)∥2L2(Ω;Rn)

(
1

2ε2
+

ε1
2

)
+

(
ε1K2 + ε2K1

2

)∫ T

0

(
∥E[C(·)y(t, ·)]∥2Rn + ∥E[B∗(·)ϕ(t, ·)]∥2Rm

)
dt.

Therefore, taking 2 > ε1K2 + ε2K1 and using inequalities (28) and (29) ones again we conclude that
there exists K > 0 independent of T such that

∥y∥2X + ∥ϕ∥2X ≤ K(∥y(0, ·)∥2L2(Ω;Rn) + ∥ϕ(T, ·)∥2L2(Ω;Rn)), (30)

where X denotes the space C0([0, T ];L2(Ω;Rn)). On the other hand, system (23) can be rewritten in the
matrix form

Λ

(
y
ϕ

)
:=


−C∗(ω)E[C(·) · ] − d

dt +A∗(ω)
0 ET

d
dt +A(ω) B(ω)E[B∗(·) · ]

E0 0

(yϕ
)

=


0

ϕ(T, ω)
0

y(0, ω)

 =: Y,

where ET (ϕ) := ϕ(T, ω) and E0(y) := y(0, ω), a.e. ω ∈ Ω. Let us observe that the linear operator Λ−1

corresponds to the solution operator of the optimality system (23). By the uniqueness of y and ϕ, we
deduce that the operator Λ−1 : W → X 2 is well defined, where W := (L2(0, T ;L2(Ω)) × L2(Ω;Rn))2.
Moreover, since (30) holds, we can ensure that Λ−1 is uniformly bounded with respect T , that is,

∥Λ−1∥L(W,X 2) ≤ K.

Now, let us consider the new variable

ŷ(t, ω) := y(t, ω)f(t), ϕ̂(t, ω) := ϕ(t, ω)f(t), f(t) =
1

e−δt + e−δ(T−t)
,

where δ > 0 will be chosen later on. Observe that the following system holds
ŷt(t, ω) +A(ω)ŷ(t, ω) = −B(ω)E[B∗(·)ϕ̂(t, ·)] + δh(t), t ∈ (0, T ),

−ϕ̂t(t, ω) +A∗ϕ̂(t, ω) = C∗(ω)E[C(·)ŷ(t, ·)]− δh(t), t ∈ (0, T ),

ŷ(0, ω) = y(0, ω)f(t), ϕ̂(T, ω) = ϕ(T, ω)f(T ),

(31)

where h(t) := (e−δt − e−δ(T−t))f(t). Then using the definition of Λ and the fact that f(T ) = f(0) < 1,
equation (31) can be rewritten as

(Λ− δP)Z :=

Λ− δ


h(t) 0
0 0
0 −h(t)
0 0


(ŷϕ̂

)
= f(0)Y. (32)

Observe that ∥P∥L(X 2,W) ≤ 1. Then, applying Λ−1 from the left of equation (32) we obtain

(I − δΛ−1P)Z = Λ−1Y. (33)

Observe that for a δ > 0 small enough we can guaranty that γ := δ∥Λ∥L(W,X 2) < 1, where γ > 0 is a
constant independent of T due to (30). Therefore, since [7, Theorem 2.14], there exists a unique solution
Z of (33). Moreover, we have the following estimation

∥(I − δΛ−1P)−1∥L(X 2) ≤
1

1− γ
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Namely, applying Therefore, by multiplying equation (33) by (I − δΛ−1P)−1 and taking the norm in X ,
we have

∥ŷ∥X + ∥ϕ̂∥X ≤
∥Λ−1∥L(W,X 2)

1− γ
f(0)(∥y(0, ·)∥2L2(Ω;Rn) + ∥ϕ(T, ·)∥2L2(Ω;Rn)).

Returning to the original variables, we conclude that

∥xT (t, ·)− xs(·)∥L2(Ω;Rn) + ∥φT (t, ·)− φs(·)∥L2(Ω;Rn)

≤ K(∥x0(·)− xs(·)∥L2(Ω;Rn) + ∥φT (·)− φs(·)∥L2(Ω;Rn))(e
−δt + e−δ(T−t)),

where K > 0 is the same constant from (30). □

5. Numerical example

This section is devoted to illustrate our theoretical results with a numerical example. Let us fix a time
horizon T = 10, and we introduce the random variables α, β ∼ Pois(λ) with λ = 5. We consider the
evolutive optimal control problems (1)-(2) and stationary (3)-(4) with matrices

A(ω) = α(ω)

(
2 −5
5 0.1

)
, B(ω) = β(ω)

(
5
7

)
, C =

(
0 1
1 0

)
, and z =

(
4
4

)
. (34)

Observe that with these matrices, Assumptions 1.1 and 1.2 holds. The numerical simulation of the
equation (2) uses the implicit Runga–Kutta method with n = 150 time steps. The optimal control
problem (1) is solved by the gradient descent method. The above is implemented through Gekko library
[1] in Python. The problem (3)-(4) is solved using Gekko, which this time uses the free solver APOPT.
Additionally, to approximate the expectation, we consider several realizations of the random variables.
The expectation of states and controls of both problems are shown in Figure 1.

(a) Average of the optimal evolutive
and stationary states. In light blue,
different realizations of the states are
illustrated to approximate the aver-
age.

(b) Optimal controls of the evolutive
and stationary states. The second
plot illustrates the turnpike property
upper bound.

Figure 1. Illustration of the turnpike property for optimal states and controls of (1)
and (3).

Let us note that the matrices given in (34) satisfy the hypotheses of [6], and therefore, the turnpike
property for the optimal control problem is considered there. The optimal states for the functional defined
in [6] are illustrated in Figure 2,

From Figure 1 and 2, it is immediate to notice the big difference between the result in this article and in
[6]. In our case, we have only penalized the expectation of the state, unlike in [6] where the cost functional
considers the penalty of the whole state. We refer to the next section for a better understanding of this
difference and how the hypotheses of our article and [6] are related.
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Figure 2. Optimal evolutive and stationary states of the functionals defined in [6]. In
light blue and red, we illustrate the evolutive and stationary optimal states, respectively,
for different realizations.

6. Open problems and further commentaries

In this article, the integral and exponential turnpike properties for parameter-dependent equations
with averaged observations have been proved. The main hypotheses in order to obtain these results
are Assumptions 1.1 and 1.2. We called the (A,C) detectability and (A,B) stabilizability on average
assumptions. For a better understanding of these concepts and their relationship to the existing literature,
we present a non-exhaustive discussion on them.

• We start with an interpretation of Assumption 1.1 with respect to the uniform detectability condition,
a concept which is given in the following definition.

Definition 6.1. A pair (A,C) ∈ C0(Ω,L(Rn))2 is uniformly detectable if there exists a constant α > 0
parameter-independent, such that for almost every ω ∈ Ω there exists KC(ω) such that for all v ∈ Rn

((A(ω) +KC(ω)C(ω))v, v)Rn ≥ α∥v∥2Rn . (35)

In order to interpret our assumption, we shall use the following lemma.

Lemma 6.1. A pair (A,C) ∈ (L(Rn))2 is not detectable if and only if for every α > 0 there there exists
a vα ∈ Rn such that

(Avα, vα)Rn < α∥vα∥2Rn and Cvα = 0. (36)

Proof. The proof of the sufficient condition is a direct computation.
In order to prove the necessary condition, we argue by contradiction, that is, there exists α > 0 such

that for every v either (Av, v)Rn ≥ α∥v∥2Rn or Cv ̸= 0.
Define KC = α̃

λ2C
∗, where

λ = inf
v/∈kerC

|Cv|
|v|

> 0, (37)

and

α̃ > α+ sup
v/∈kerA

(− (Av, v)

|v|2
).

Let us observe that (37) is not trivial in infinite dimension.
Then it is easy to check that for such constructed KC , for every v ∈ Rn

((A+KCC)v, v)Rn ≥ α∥v∥2Rn ,

i.e. the pair (A,C) is detectable, which contradicts the assumption. □

Under a procedure analogous to the previous one, the following result is immediately obtained.
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Lemma 6.2. A pair (A,C) ∈ C0(Ω,L(Rn))2 is not uniformly detectable on Ω if and only if for every α >
0 there exists a subset Ω1 ⊂ Ω of a positive measure such that for every ω ∈ Ω1 there is vα ∈ L2(Ω1;Rn)
such that

(A(ω)vα(ω), vα(ω))Rn < α∥vα(ω)∥2Rn and C(ω)vα(ω) = 0. (38)

Finally, we can prove the following, which gives us an interpretation of our hypothesis.

Lemma 6.3. Suppose that Assumption 1.1 holds. Then the pair (A,C) is uniformly detectable on Ω.

Proof. Assume the contrary. Then, according to Lemma 6.2 for every α > 0, there exists a subset Ω1 of
a positive measure such that for every ω ∈ Ω1 there is vα(ω) such that relation (38) holds.

Let us now define ṽ(ω) = vα(ω)χΩ1
(ω). Then C(ω)v(ω) = 0 for every ω ∈ Ω. Consequently, for every

KC ∈ C0(Ω,L(Rn))

(Aṽ, ṽ)L2(Ω;Rn) + |E(KCCv)|2 = (Aṽ, ṽ)L2(Ω1;Rn) < α∥vα(ω)∥2L2(Ω1;Rn) = α∥vα(ω)∥2L2(Ω;Rn),

which contradicts Assumption 1.1. □

• The same procedure holds for the Assumption 1.2 but now with the uniformly stabilizability condition
on Ω.

• Now, in [6], the turnpike property was established under similar kinds of assumptions used in this
paper. Actually, one takes the following form.

Assumption 6.1. There exists a feedback operator KC ∈ C0(Ω,L(Rn)) and a positive constant αC > 0
such that

(Av +KCCv, v)L2(Ω;Rn) ≥ αC∥v∥2L2(Ω;Rn), for every v ∈ L2(Ω;Rn). (39)

The following lemma provides the interpretation of this assumption.

Lemma 6.4. Assumption 6.1 is equivalent to the statement that the pair (A(ω), C(ω)) is uniformly
detectable, i.e. it satisfies the detectability assumption (35) for almost every ω ∈ Ω with the parameter
independent constant α.

Proof. Let us first suppose 6.1 holds for some KC ∈ C0(Ω,L(Rn)) and αC > 0. Arguing by contradiction,
suppose the pair (A(ω), C(ω)) is not uniformly detectable. Then there exists a parameter subset Ω1 ⊆ Ω
of a positive measure such that for every ω ∈ Ω1 there exist a vector v0(ω) such that

((A(ω) +KC(ω)C(ω))v0(ω), v0(ω))Rn) < αC∥v0(ω)∥2Rn , (40)

where operators KC(ω) and the constant α are those appearing in (39).
Let us now define ṽ(ω) = v0(ω)χΩ1

(ω). Taking into account (40) we obtain

(Aṽ +KCCṽ, ṽ)L2(Ω;Rn) < αC∥ṽ∥2L2(Ω;Rn),

which contradicts Assumption 6.1.
Reciprocally, in order to prove the reverse implication, it is enough to note that for almost every ω ∈ Ω

there exists KC(ω) such that the inequality

((A(ω) +KC(ω)C(ω))v0(ω), v0(ω))Rn) ≥ α∥v0(ω)∥2Rn ,

holds with a parameter independent constant α. Integrating the last equation with respect to Ω we get
the desired inequality (39). □

Comparing the last result with Lemma 6.3, we see that Assumption 6.1 required for the turnpike
property of simultaneous optimal control is weaker than Assumption 1.2 used in this paper. Unlike the
relation between averaged and simultaneous controllability, where the first notion is weaker, here we have
the opposite kind of relation: the turnpike property for averaged optimal control is stronger than the
one for simultaneous optimal control. This was to be expected since, in our case, we only penalized the
average of the observations, contrary to what was done in [6].

• It is a well-known result that condition (A,B)-stabilizability and (A,C)-detectability are related
to the exponential stability of the operators A∗ + B∗K∗

B and A +KCC, respectively. In this sense, for
parameter-dependent systems, hypotheses such as the following ones give us an exponential decay.
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Assumption 6.2. There exists a feedback operator KC ∈ C0(Ω,L(Rn)) and KB ∈ C0(Ω,L(Rm;Rn))
uniformly bounded with respect to ω ∈ Ω, and a positive constants αC , αB > 0 such that

(Av +KCCv,E[v])L2(Ω;Rn) ≥ αC∥E[v]∥2Rn , for every v ∈ L2(Ω;Rn), (41)

and

(A∗v +KBB
∗v,E[v])L2(Ω;Rn) ≥ αB∥E[v]∥2Rn , for every v ∈ L2(Ω;Rn).

Assumption 6.2 is particularly interesting since inequality (41) ensures that the average solution of
system {

xt(t, ω) +A(ω)x(t, ω) +KC(ω)C(ω)x(t, ω) = 0, t > 0,

x(0, ω) = x0(·) ∈ L2(Ω;Rn)

exponential decay, that is,

∥E[x(t)]∥2Rn ≤ e−αCt∥E[x0]∥2Rn

Thus, an interesting future research could be the analysis of the turnpike property, both integral and
exponential, under the previous assumptions. Observe that these assumptions are weaker than uniformly
detectability and stability.

• Let us observe that, Assumption 1.1 is stronger than Assumption 6.1. To illustrate this, consider
the following 1−dimensional example. Let us consider the discrete probability space (Ω,F ,P) with
Ω = {ω1, ω2} and P the Bernoulli distribution with parameter p = 1/2. Then, we define random variables

A(ω) =

{
1, if ω = ω1,

−1 if ω = ω2,
and C(ω) =

{
0 if ω = ω1,

−1 if ω = ω2.

Taking B = 1, we can introduce the optimal control (1)-(2), obtaining an optimal pair (x(ω), u). Observe
that if ω = ω1, we define a system that only depends on ω1. Similar to ω = ω2. Then, we have that
P[C(ω)x(ω) = C(1)x(2)] = P[C(ω)x(ω) = C(2)x(1)] = 0.

Now, consider a random variable KC , and observe that

(Av +KCCv, v)L2(Ω;R) =
1

2

(
(A(ω1)v(ω1) +KC(ω1)C(ω1)v(ω1))v(ω1)

+ (A(ω2)v(ω2) +KC(ω2)C(ω2)v(ω2))v(ω2)
)

=
1

2

(
|v(ω1)|2 − |v(ω2)|2 −KC(ω2)|v(ω2)|2

)
.

Therefore, taking KC(ω) such that KC(ω1) = 0 and KC(ω2) = −2 we have

(Av +KCCv, v)L2(Ω;R) ≥
1

2
(|v(ω1)|2 + |v(ω2)|2) = ∥v∥L2(Ω;R),

and Assumption 6.1 holds.
On the other hand, observe that

(Av +KCE[KCCv], v)L2(Ω;R)

=
1

2

(
A(ω1)v(ω1) +

KC(ω1)

4
(KC(ω1)C(ω1)v(ω1) +KC(ω2)C(ω2)v(ω2))

)
v(ω1)

+
1

2

(
A(ω2)v(ω2) +

KC(ω2)

4
(KC(ω1)C(ω1)v(ω1) +KC(ω2)C(ω2)v(ω2))

)
v(ω2)

=
1

2

(
|v(ω1)|2 −

KC(ω1)

4
KC(ω2)v(ω2)v(ω1)− |v(ω2)|2 −

|KC(ω2)|2

4
|v(ω2)|2.

Then, we can take KC(ω1) = 0 and recover the |v(ω2)| in order to have the ∥v∥L2(Ω;R) norm. However,
there is no real value for KC(ω2) such that we can obtain the |v(ω2)| with a positive sign. Consequently,
Assumption 1.1 does not hold.
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