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In cancer research, overall survival and progression free survival are often analyzed
with the Cox model. To estimate accurately the parameters in the model, sufficient
data and, more importantly, sufficient events need to be observed. In practice, this is
often a problem. Merging data sets from different medical centers may help, but this is
not always possible due to strict privacy legislation and logistic difficulties. Recently,
the Bayesian Federated Inference (BFI) strategy for generalized linear models was
proposed. With this strategy the statistical analyses are performed in the local centers
where the data were collected (or stored) and only the inference results are combined
to a single estimated model; merging data is not necessary. The BFI methodology
aims to compute from the separate inference results in the local centers what would
have been obtained if the analysis had been based on the merged data sets. In this
paper we generalize the BFI methodology as initially developed for generalized linear
models to survival models. Simulation studies and real data analyses show excellent
performance; i.e., the results obtained with the BFI methodology are very similar
to the results obtained by analyzing the merged data. An R package for doing the
analyses is available.
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1 INTRODUCTION

In cancer research, but also in many other research fields, overall survival (OS) is frequently regarded as the outcome
of main interest; it is seen as the gold standard. For instance, the efficacy of a treatment is often evaluated based
on overall survival and for cancer patient the remaining survival time is predicted based on the characteristics of
the patient and the tumour. To have sufficient statistical power for concluding efficacy of a treatment or to estimate
accurately a survival prediction model, sufficient events (i.e., deaths) need to be available in the data set. The latter
may be a problem, especially if survival rates are reasonably high. This has led to a shift from overall survival as
primary outcome to surrogate outcomes, like progression free survival and the objective response rate.1 An alternative
route would be to enlarge the data set and increase the total number of events (deaths) in the data by sharing data
across different medical centers. Because of regulatory constraints and privacy legislation, this is not always possible,
especially if the medical centers are located in different countries.
Recently, Jonker et al2 proposed the so-called Bayesian Federated Inference (BFI) methodology to extract and com-
bine information from different medical centers without actually sharing the data. In each center the local data are
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2 Pazira ET AL

analyzed and specific inference results are sent to a central server, where the results from the separatemedical centers
are combined into one statistical model such that the estimated parameters are approximately equal to the estimates
which would have been obtained if the data sets were pooled before the analysis was performed.With this methodol-
ogy, privacy issues do not play any role as the patient data do not leave the hospital and can not be retrieved from the
inference results that are sent to the central server. In Jonker et al2 the methodology has been proposed, explained
and tested for generalized linear models (GLMs). The results were even better than expected; parameter estimates
and outcome predictions obtained with the BFI methodology were very similar to those obtained by analyzing the
combined data set (so pooling the data before doing the analysis). In this paper we generalize the BFI methodology
to survival data.
The most popular model for analyzing survival data is the Cox proportional hazards (PH) model.3 Because this model
does not belong to the family of GLMs, the methodology developed in Jonker at al is not directly applicable.2 The Cox
PH model is a semi-parametric model. It consists of a regression part and an unknown baseline hazard function. For
predicting the survival time of future patients, both the regression parameters and the baseline hazard function need
to be estimated. Also when comparing the efficacy of treatments based on overall survival, an estimate of the hazard
rate is of limited clinical value without an estimate of the baseline hazard to measure the actual gain in survival time.
In the Cox model the baseline hazard function is left completely unconstrained (is non-parametric). It is unfeasible to
obtain a non-parametric BFI estimate for this function without sharing patient survival data with the central server
(where the estimates from the different centers are combined). Sharing patients’ survival data is often not allowed.
Therefore, in this paper the BFI methodology is derived for some alternative, parametric estimators for the baseline
hazard function. The parameter dimensionality of these estimators are low(er), but the patients’ privacy is guaranteed.
Specifically, we consider several parametric baseline hazard functions of a fixed form (eponential, Weibull, Gompertz),
an exponentiated polynomial hazard function, and the piecewise constant hazard function. Expressions for combining
the local inference results are derived for each model and the methodology is tested. One of the motivations for this
research was the estimation of overal survival models for salivary gland cancer, a rare cancer. As an application of the
methodology we analyze data of patients with this cancer type.
Methodology for federated analyses is not new. Federated Learning (FL) is an iterative machine learning approach that
was developed several years ago.4 Its aim is the same as that of the BFI method: doing a combined analysis without
sharing the data. However, the methods differ in implementation. With FL only the local data are used for training
a machine learning system in each center. The locally estimated parameters are sent to the central server where
the model is updated. The updated model is sent to the local centers again where the parameters are re-estimated
based on the local data and the updated model. This procedure is “cycled” around the centers until convergence has
been reached. The number of such iterations can easily exceed 100. As a comparison, for the BFI methodology a
single estimate, so a single round, is sufficient. The FL strategy has evolved enormously in the last years5 and is even
available for survival models.6,7 It performs excellently in e.g., image analysis,8,9, but can not easily handle statistical
complexities like heterogeneity across populations, missing data, and complex statistical models. In contrast, with the
BFI methodology the statistical models can be easily adjusted for heterogeneity and missing data.10
The outline of the paper is as follows. In Section 2 the methodology of the BFI for a general survival models is derived
for a parametric baseline hazard function. Different choices for this baseline hazard function are described in Section
3. Next, in Section 4 the results of multiple simulation studies are presented to study the performance of the BFI
methodology for the different baseline hazard functions. A BFI analysis of data of salivary gland cancer patients is
described in Section 5. The paper is summarized and discussed in Section 6. In that section we also discuss some
points for improvement which will be addressed in later projects. The BFI methodology for GLMs and survival models
has been implemented in an R-package called BFI and an accompanying manual is available.11

2 BAYESIAN FEDERATED INFERENCE FOR SURVIVAL MODELS

In this section we explain how to extend the Bayesian Federated Inference methodology as was originally proposed
in Jonker at al2, to models for time to event data. We consider the scenario in which data in 𝐿 medical centers are
available, but these data can not be merged to a single data set.
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2.1 Setting and Notation
Let, for patient 𝑖 from center 𝓁, 𝑌𝓁𝑖 be the time from a well specified time zero to an event of interest. The patient’s
vector of covariates measured at time zero is denoted as 𝒁𝓁𝑖 ∈ ℝ𝑝. Suppose that 𝑌𝓁𝑖|(𝒁𝓁𝑖 = 𝒛, 𝛉) has density 𝑦|𝒛, 𝛉 →
𝑝(𝑦|𝒛, 𝛉) and survival function 𝑦|𝒛, 𝛉 → 𝑆(𝑦|𝒛, 𝛉) = ∫ ∞

𝑦 𝑝(𝑠|𝒛, 𝛉)d𝑠, that are known up to the parameter 𝛉 which itself
has a density function 𝛉 → 𝜋𝓁(𝛉). Let 𝐶𝓁𝑖 be a non-negative right censoring time for this patient. We assume that
conditional on 𝒁𝓁𝑖 (and the parameters), the censoring time 𝐶𝓁𝑖 is independent of 𝑌𝓁𝑖. Further, let 𝑇𝓁𝑖 be defined as
𝑇𝓁𝑖 = min{𝑌𝓁𝑖, 𝐶𝓁𝑖} and let Δ𝓁𝑖 = 1{𝑇𝓁𝑖 ≤ 𝐶𝓁𝑖} be the indicator that equals 1 if 𝑇𝓁𝑖 ≤ 𝐶𝓁𝑖 and 0 otherwise. There are 𝐿
data sets in 𝐿 centers which can not be merged.We assume that the patients’ (stochastic) variables within the centers
and across the centers are independent and identically distributed (conditional on the model parameters).
For patient 𝑖 from center 𝓁 we observe the realisation (𝑡𝓁𝑖, 𝛿𝓁𝑖, 𝒛𝓁𝑖) of the stochastic triple (𝑇𝓁𝑖,Δ𝓁𝑖, 𝑍𝓁𝑖). The data set
in center 𝓁 is denoted by 𝑫𝓁 :

𝑫𝓁 = {(𝑡𝓁1, 𝛿𝓁1, 𝒛𝓁1),… , (𝑡𝓁𝑛𝓁 , 𝛿𝓁𝑛𝓁 , 𝒛𝓁𝑛𝓁 )},

where 𝑛𝓁 = |𝑫𝓁| is the number of patients in data set 𝑫𝓁 . The (fictive) combined data set, which is never actually
created, is denoted as 𝑫 = ∪𝐿𝓁=1𝑫𝓁 and contains data of 𝑛 ∶= |𝑫| =

∑𝐿
𝓁 𝑛𝓁 patients.

Different survival models for the time to event variable 𝑌𝓁𝑖 correspond to different functional forms for 𝑝(𝑦|𝒛, 𝛉). The
(semi-parametric) Cox proportional hazards model is arguably the most widely adopted, at least in medical applica-
tions.3 In this model the baseline hazard function is a priori unknown and unconstrained. Estimating the baseline
hazard function is essential if the fitted model is to be used for predicting the survival times for new patients or inter-
preting estimated hazard rates. However, within the BFI framework (without sharing the survival times) this is only
possible if a parametric form for baseline hazard function is assumed. For this reason, we will focus on parametric
proportional hazards models.
Conditional on the vector of covariates 𝒁𝓁𝑖 = 𝒛 and 𝛉, the hazard function for 𝑌𝓁𝑖 equals

𝑦|𝒛, 𝛉 → 𝜆(𝑦|𝒛, 𝛉) = 𝜆0(𝑦|𝛚) exp
(

𝒛⊤𝛃
)

, 𝛉 = (𝛃,𝛚)⊤

where 𝜆0(.|𝛚) is the baseline hazard function which is known up to the parameter 𝛚 ∈ ℝ𝑞 , and 𝛃 ∈ ℝ𝑝 is the unknown
vector with regression parameters. This yields the conditional density of the form

𝑦|𝒛, 𝛉 → 𝑝(𝑦|𝒛, 𝛉) = 𝜆0(𝑦|𝛚) exp
{

𝒛⊤𝛃 − Λ0(𝑦|𝛚) exp
(

𝒛⊤𝛃
)}

,

where Λ0(𝑦|𝛚) = ∫ 𝑦
0 𝜆0(𝑠|𝛚)d𝑠 is the cumulative baseline hazard function at time 𝑦. This class of parametric

proportional hazards models gives, for data set 𝑫𝓁 , the likelihood function

𝑝(𝐃𝓁|𝛃,𝛚) ∝
𝑛𝓁
∏

𝑖=1

{

𝜆0(𝑡𝓁𝑖|𝛚) exp
(

𝒛⊤𝓁𝑖𝛃
)}𝛿𝓁𝑖

exp
{

− Λ0(𝑡𝓁𝑖|𝛚) exp
(

𝒛⊤𝓁𝑖𝛃
)}

,

where we left out the factors that depend on the distribution functions for the censoring times and the covariates
only and, thus, do not depend on the parameters of interest 𝛉 = (𝛃,𝛚)⊤.

Suppose it had been possible to combine the data into the large data set 𝑫. For 𝑫, let (𝛃,𝛚) → 𝜋(𝛃,𝛚) be the global
prior over the parameters of the model. Then, its posterior density (𝛃,𝛚) → 𝑝(𝛃,𝛚|𝑫) would have been given by

𝑝(𝛃,𝛚|𝑫) =
𝑝(𝑫|𝛃,𝛚)𝜋(𝛃,𝛚)

𝑍(𝑫)
=

exp{Ω(𝛃,𝛚|𝑫)}
𝑍(𝑫)

,

with 𝑍(𝑫) ∶= ∫ 𝑝(𝑫|𝛃,𝛚)𝜋(𝛃,𝛚) d𝛃d𝛚 the normalizing constant of the posterior distribution and

Ω(𝛃,𝛚|𝑫) = log{𝜋(𝛃,𝛚)} + log{𝑝(𝑫|𝛃,𝛚)}. (1)

The maximum a posteriori (MAP) estimator for (𝛃,𝛚), denoted as (𝛃, �̂�), is obtained by maximizing (𝛃,𝛚) → 𝑝(𝛃,𝛚|𝑫)
with respect to (𝛃,𝛚):

(𝛃, �̂�) ∶= argmax
(𝛃,𝛚)

𝑝(𝛃,𝛚|𝑫) = argmax
(𝛃,𝛚)

Ω(𝛃,𝛚|𝑫).

Data sharing, i.e., creating 𝑫, is often not possible, hence the above global MAP estimator cannot be computed.
Bayesian Federated Inference (BFI) seeks to obviate this issue by expressing the globalMAP estimator (𝛃, �̂�) in terms
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of the localMAP estimators, i.e., the modes of the local posteriors (𝛃,𝛚) → 𝑝𝓁(𝛃,𝛚|𝑫𝓁):

(𝛃𝓁 , �̂�𝓁) ∶= argmax
(𝛃,𝛚)

𝑝𝓁(𝛃,𝛚|𝑫𝓁) = argmax
(𝛃,𝛚)

Ω𝓁(𝛃,𝛚|𝑫𝓁) (2)

with

Ω𝓁(𝛃,𝛚|𝑫𝓁) = log{𝜋𝓁(𝛃,𝛚)} + log{𝑝(𝑫𝓁|𝛃,𝛚)}

where (𝛃,𝛚) → 𝜋𝓁(𝛃,𝛚) is the local prior for the model parameters, and

log{𝑝(𝑫𝓁|𝛃,𝛚)} =
𝑛𝓁
∑

𝑖=1

{

𝛿𝓁𝑖
(

𝒛⊤𝓁𝑖𝛃 + log{𝜆0(𝑡𝓁𝑖|𝛚)}
)

− Λ0(𝑡𝓁𝑖|𝛚) exp
(

𝒛⊤𝓁𝑖𝛃
)}

.

In the next subsection the fictive global MAP estimator (𝛃, �̂�) is expressed in terms of the local MAP estimators
(𝛃𝓁 , �̂�𝓁),𝓁 = 1,… , 𝐿. Then, once the local MAP estimates have been computed in the centers and sent to the central
server, the global MAP estimates can be computed (approximated) via this expression.

2.2 Deriving the BFI estimators
By the definition of Ω(𝛃,𝛚|𝑫) in (1) and the statistical independence between the data across the different centers,
Ω(𝛃,𝛚|𝑫) can be written as

Ω(𝛃,𝛚|𝑫) = log{𝜋(𝛃,𝛚)} + log{𝑝(𝑫|𝛃,𝛚)} = log{𝜋(𝛃,𝛚)} +
𝐿
∑

𝓁=1
log{𝑝(𝑫𝓁|𝛃,𝛚)}

=
𝐿
∑

𝓁=1
Ω𝓁(𝛃,𝛚|𝑫𝓁) + log{𝜋(𝛃,𝛚)} −

𝐿
∑

𝓁=1
log{𝜋𝓁(𝛃,𝛚)}. (3)

We approximate the local posteriors by a second order Taylor expansion around the local MAP estimators (𝛃𝓁 , �̂�𝓁):

Ω𝓁(𝛃,𝛚|𝑫𝓁) = Ω𝓁(𝛃𝓁 , �̂�𝓁|𝑫𝓁) −
1
2

(

𝛃 − 𝛃𝓁
𝛚 − �̂�𝓁

)⊤

�̂�𝓁

(

𝛃 − 𝛃𝓁
𝛚 − �̂�𝓁

)

+ 𝑂𝑃
(

‖𝛃 − 𝛃𝓁‖3 + ‖𝛚 − �̂�𝓁‖
3
)

(4)

where 𝑂𝑃 (‖𝛃− 𝛃𝓁‖3 + ‖𝛚− �̂�𝓁‖
3) = (‖𝛃− 𝛃𝓁‖3 + ‖𝛚− �̂�𝓁‖

3)𝑂𝑝(1) with 𝑂𝑝(1) a term that is bounded in probability for
the sample size going to infinity12 and the matrix �̂�𝓁 is equal to minus the Hessian matrix of (𝛃,𝛚) → Ω𝓁(𝛃,𝛚|𝑫𝓁)
evaluated at the MAP estimator. The linear term is missing in the expansion as this term equals zero by the definition
of the MAP estimator.
We assume zero mean Gaussian priors in the combined and local data sets, with inverse covariance matrices 𝚪 and 𝚪𝓁 :

𝜋(𝛃,𝛚) =
(det

(

𝚪
)

(2𝜋)𝑑

)
1
2

exp

{

− 1
2

(

𝛃
𝛚

)⊤

𝚪
(

𝛃
𝛚

)}

,

𝜋𝓁(𝛃,𝛚) =
(det

(

𝚪𝓁

)

(2𝜋)𝑑

)
1
2

exp

{

− 1
2

(

𝛃
𝛚

)⊤

𝚪𝓁

(

𝛃
𝛚

)}

.

By this Gaussian prior assumption the matrix �̂�𝓁 can be decomposed into �̂�𝓁 ∶= �̂�𝓁 + 𝚪𝓁 , where �̂�𝓁 ∶= 𝐈𝓁(𝛃𝓁 , �̂�𝓁) is
defined as

𝐈𝓁(𝛃,𝛚) =
[

𝐈𝛃𝛃𝓁 (𝛃,𝛚) 𝐈𝛃𝛚𝓁 (𝛃,𝛚)
𝐈𝛚𝛃𝓁 (𝛃,𝛚) 𝐈𝛚𝛚𝓁 (𝛃,𝛚)

]
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with the blocks given by

𝐈𝛃𝛃𝓁 (𝛃,𝛚) =
𝑛𝓁
∑

𝑖=1

{

𝒛𝓁𝑖𝒛⊤𝓁𝑖Λ0(𝑡𝓁𝑖|𝛚) exp
(

𝒛⊤𝓁𝑖𝛃
)}

𝐈𝛃𝛚𝓁 (𝛃,𝛚) = 𝐈𝛚𝛃𝓁 (𝛃,𝛚) =
𝑛𝓁
∑

𝑖=1

{

𝒛𝓁𝑖∇𝛚Λ0(𝑡𝓁𝑖|𝛚)⊤ exp
(

𝒛⊤𝓁𝑖𝛃
)}

𝐈𝛚𝛚𝓁 (𝛃,𝛚) =
𝑛𝓁
∑

𝑖=1

{

∇2
𝛚Λ0(𝑡𝓁𝑖|𝛚) exp

(

𝒛⊤𝓁𝑖𝛃
)

− 𝛿𝓁𝑖∇2
𝛚 log{𝜆0(𝑡𝓁𝑖|𝛚)}

}

.

The derivatives with respect to 𝛚 can be computed explicitly once the parametric form of the baseline function has
been chosen (see Section 3). Inserting the Taylor approximation given in (4) and the Gaussian prior densities into the
expression of Ω(𝛃,𝛚|𝑫) in (3), gives

Ω(𝛃,𝛚|𝑫) = Ω𝐵𝐹𝐼 (𝛃,𝛚) + 𝑂𝑃
(

max
𝓁=1,…,𝐿

{

‖𝛃 − 𝛃𝓁‖3 + ‖𝛚 − �̂�𝓁‖
3
})

(5)

where the BFI surrogate objective function (𝛃,𝛚) → Ω𝐵𝐹𝐼 (𝛃,𝛚) is defined as

Ω𝐵𝐹𝐼 (𝛃,𝛚) ∶=
𝐿
∑

𝓁=1

{

Ω𝓁(𝛃𝓁 , �̂�𝓁|𝑫𝓁) −
1
2

(

𝛃 − 𝛃𝓁
𝛚 − �̂�𝓁

)⊤

�̂�𝓁

(

𝛃 − 𝛃𝓁
𝛚 − �̂�𝓁

)}

− 1
2

(

𝛃
𝛚

)⊤
(

𝚪 −
𝐿
∑

𝓁=1
𝚪𝓁

)

(

𝛃
𝛚

)

=
𝐿
∑

𝓁=1

{

Ω𝓁(𝛃𝓁 , �̂�𝓁|𝑫𝓁) −
1
2

(

𝛃𝓁
�̂�𝓁

)⊤

�̂�𝓁

(

𝛃𝓁
�̂�𝓁

)

+

(

𝛃
𝛚

)⊤

�̂�𝓁

(

𝛃𝓁
�̂�𝓁

)}

− 1
2

(

𝛃
𝛚

)⊤
(

𝚪 +
𝐿
∑

𝓁=1

{

�̂�𝓁 − 𝚪𝓁

})

(

𝛃
𝛚

)

.

The function (𝛃,𝛚) → Ω𝐵𝐹𝐼 (𝛃,𝛚) is a quadratic function with respect to 𝛃 and 𝛚 and can be easily maximized with
respect to (𝛃,𝛚). The value in which Ω𝐵𝐹𝐼 (𝛃,𝛚) attains its maximum is denoted as (𝛃𝐵𝐹𝐼 , �̂�𝐵𝐹𝐼 ), and is given by

(

𝛃𝐵𝐹𝐼
�̂�𝐵𝐹𝐼

)

= �̂�−1
𝐵𝐹𝐼

𝐿
∑

𝓁=1
�̂�𝓁

(

𝛃𝓁
�̂�𝓁

)

=
(

𝚪 +
𝐿
∑

𝓁=1
�̂�𝓁
)−1 𝐿

∑

𝓁=1

(

�̂�𝓁 + 𝚪𝓁

)

(

𝛃𝓁
�̂�𝓁

)

, (6)

�̂�𝐵𝐹𝐼 = 𝚪 +
𝐿
∑

𝓁=1

(

�̂�𝓁 − 𝚪𝓁

)

=
𝐿
∑

𝓁=1
�̂�𝓁 + 𝚪 . (7)

For 𝛃𝓁 and �̂�𝓁 in a small neighborhood of (𝛃𝐵𝐹𝐼 , �̂�𝐵𝐹𝐼 ) for every 𝓁, the remainder term in (5) will be small compared
to Ω𝐵𝐹𝐼 (𝛃𝐵𝐹𝐼 , �̂�𝐵𝐹𝐼 ). If, moreover, this remainder term behaves well in the sense that it is of bounded variation, the
estimator (𝛃𝐵𝐹𝐼 , �̂�𝐵𝐹𝐼 ) will be close to global MAP estimators in the combined data set: (𝛃, �̂�).
If the local sample sizes are sufficiently large, the MAP estimates and the maximum likelihood estimates will be very
similar and the matrices �̂�𝓁 in (7) are close to their local Fisher information matrices and, thus, positive definite. Since,
moreover, the matrix 𝚪 is positive definite by definition, �̂�𝐵𝐹𝐼 will be positive definite as well and the estimates in (6)
and (7) are well defined. However, even if in a single center �̂�𝓁 is not positive definite (which would be unexpected),
the matrix �̂�𝐵𝐹𝐼 may still be positive definite.
We stress that the BFI estimators in (6) and (7) can be computed via linear operations in a single communication
round from the local centers to the global central server without sharing the data, but only the local MAP esti-
mates (𝛃𝓁 , �̂�𝓁 , �̂�𝓁). An iterative algorithm to obtain estimators, as would have been required in Federated Learning
procedures, is here not necessary.
The (fictive) MAP estimator (𝛃, �̂�) (computed based on the combined data set) is approximately Gaussian with mean
(𝛃, �̂�) and inverse covariance matrix �̂�.12 With the BFI methodology (𝛃, �̂�) and �̂� are approximated by the BFI-
estimators (𝛃𝐵𝐹𝐼 , �̂�𝐵𝐹𝐼 ) and �̂�𝐵𝐹𝐼 and thus (𝛃, �̂�) is approximately Gaussian with mean (𝛃𝐵𝐹𝐼 , �̂�𝐵𝐹𝐼 ) and inverse
covariance matrix �̂�𝐵𝐹𝐼 . Now, using the normality yields approximated credible intervals for the parameters: for the
𝑘𝑡ℎ element of (𝛃,𝛚) its approximate (1 − 2𝛼)100% credible interval equals (𝛃𝐵𝐹𝐼 , �̂�𝐵𝐹𝐼 )𝑘 ± 𝜉𝛼 (�̂�−1

𝐵𝐹𝐼 )
1∕2
𝑘,𝑘 , for 𝜉𝛼 the

upper 𝛼-quantile of the standard Gaussian distribution.
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3 CHOICES FOR THE BASELINE HAZARD FUNCTION

In the previous section we derived the BFI estimators for a parametric survival model in which the baseline haz-
ard function has a general parametric form. In this section we consider different choices for this form. In Subsection
3.1 we start with the Weibull and Gompertz parameterizations of the baseline hazard, which depend on only two
parameters. We then continue with more complex models, where the number of parameters can, in principle, be
increased arbitrarily, allowing for more flexibility (i.e, as the number of parameters increases, the model can more
accurately represent the shape of the underlying true function). In particular in Subsection 3.2 we consider the sim-
ple, yet quite flexible, Piece-Wise Exponential model, where, as the name suggests, the baseline hazard function is
approximated with a piece-wise constant function. Finally, Subsection 3.3 deals with the Exponentiated Polynomial
parameterization, where the logarithm of the baseline hazard function is assumed to be a polynomial.
If categorical variables are included in the model, one of the categories is seen as reference category, and for the
other categories a dummy-variable is defined. In most regression models the effect of the reference group is hidden
in the intercept. In the semi-parametric Cox model no intercept is included as this intercept is incorporated in the
baseline hazard function. If the baseline hazard function is parametric, the intercept need to be included in one of the
parameters of the baseline hazard function. From the functional form of the baseline hazard functions given below,
it is clear that this happens.

3.1 Simple Parametric Proportional Hazards Models
The models discussed in this subsection are parameterized by a scale parameter exp

(

𝜔1
)

∈ ℝ+ where 𝜔1 ∈ ℝ and a
location parameter exp

(

𝜔2
)

∈ ℝ+ with 𝜔2 ∈ ℝ. Specifically, we examine theWeibull and Gompertz parameterizations
of the baseline hazard rate.13 These are well-known simple parametric models that assume fixed functional forms for
the baseline hazard function.
In the Weibull model the baseline hazard function and the cumulatives baseline hazard functions are defined by

𝜆0(𝑡|𝜔1, 𝜔2) = exp
(

𝜔1 + 𝜔2
)

𝑡exp(𝜔2)−1 and Λ0(𝑡|𝜔1, 𝜔2) = exp
(

𝜔1
)

𝑡exp(𝜔2).

For computing the matrix𝑀𝓁 the first and second derivatives of the cumulative baseline hazard function with respect
to the parameters need to be computed. These derivatives equal

∇𝛚Λ0(𝑡|𝛚) =
[

Λ0(𝑡|𝛚)
𝑡 log(𝑡) 𝜆0(𝑡|𝛚)

]

, ∇2
𝛚Λ0(𝑡|𝛚) =

[

Λ0(𝑡|𝛚) 𝑡 log(𝑡) 𝜆0(𝑡|𝛚)
𝑡 log(𝑡) 𝜆0(𝑡|𝛚) 𝑡 log(𝑡) 𝜆0(𝑡|𝛚)(1 + log(𝑡) exp

(

𝜔2
)

)

]

,

and

∇2
𝛚 log{𝜆0(𝑡|𝛚)} =

[

0 0
0 log(𝑡) exp

(

𝜔2
)

]

.

In the Gompertz model the baseline hazard function and the cumulative baseline hazard function are equal to

𝜆0(𝑡|𝜔1, 𝜔2) = exp
(

𝜔1 + exp
(

𝜔2
)

𝑡
)

and Λ0(𝑡|𝜔1, 𝜔2) = exp
(

𝜔1 − 𝜔2
)

(

exp
(

exp
(

𝜔2
)

𝑡
)

− 1
)

.

The gradients equal

∇𝛚Λ0(𝑡|𝛚) =
[

Λ0(𝑡|𝛚)
𝑡 𝜆0(𝑡|𝛚) − Λ0(𝑡|𝛚)

]

, ∇2
𝛚Λ0(𝑡|𝛚) =

[

Λ0(𝑡|𝛚) 𝑡 𝜆0(𝑡|𝛚) − Λ0(𝑡|𝛚)
𝑡 𝜆0(𝑡|𝛚) − Λ0(𝑡|𝛚) 𝑡 𝜆0(𝑡|𝛚) (𝑡 exp

(

𝜔2
)

− 1) + Λ0(𝑡|𝛚)

]

,

and

∇2
𝛚 log{𝜆0(𝑡|𝛚)} =

[

0 0
0 𝑡 exp

(

𝜔2
)

]

.

Both Weibull and Gompertz parameterizations of the baseline hazard function 𝜆0(⋅) are monotonic: the Gompertz
baseline hazard function is increasing, while the Weibull baseline hazard function might be increasing (𝜔2 > 1) or
decreasing (𝜔2 < 1).
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3.2 Piece-wise Exponential Model
The introduction of the piece-wise exponential baseline hazard function dates back to the work of Breslow14,15 in the
70s, followed by several studies on statistical inference16,17 in the following decade. The baseline hazard function is
approximated by a function which is constant on 𝑞 intervals delimited by 𝑞+1 end points 𝜏0,… , 𝜏𝑞 . The basis functions
are defined as

𝐛(𝑡) =
(

𝑏0(𝑡),… , 𝑏𝑞−1(𝑡)
)⊤
, 𝑏𝑘(𝑡) ∶= 𝑰[𝜏𝑘 < 𝑡 < 𝜏𝑘+1], 𝑘 = 0,… , 𝑞 − 1, (8)

where 𝑰[𝜏𝑘 < 𝑡 < 𝜏𝑘+1] equals 1 if 𝜏𝑘 < 𝑡 < 𝜏𝑘+1 and 0 otherwise. For these basis functions the baseline hazard function
can be written as

𝜆0(𝑡|𝛚) = exp(𝛚)⊤𝐛(𝑡)

with exp(𝛚) = (exp(𝜔0),… , exp(𝜔𝑞−1))⊤. This gives the cumulative hazard function

Λ0(𝑡|𝛚) = exp(𝛚)⊤𝐁(𝑡),

where

𝐁(𝑡) =
(

𝐵0(𝑡),… , 𝐵𝑞−1(𝑡)
)⊤
, 𝐵𝑘(𝑡) ∶= 𝑰[𝑡 > 𝜏𝑘] min{𝑡 − 𝜏𝑘, 𝜏𝑘+1 − 𝜏𝑘}.

The gradient of the cumulative hazard function equals

∇𝛚Λ0(𝑡|𝛚) = exp(𝛚)◦𝐁(𝑡)

where ◦ indicates the component-wise product. Further, ∇2
𝛚 log{𝜆0(𝑡|𝛚)} = 𝟎𝑞×𝑞 , a 𝑞 × 𝑞 matrix with zeroes, and

∇2
𝛚Λ0(𝑡|𝛚) = diag

(

exp(𝛚)◦𝐁(𝑡)
)

(9)

where the diag operator returns a square diagonal matrix with the input vector on the diagonal.

The piece-wise parametrization can be regarded as a relatively simple fully parametric version of the Cox model. Its
advantage over the parametric models of the previous subsection is its flexibility. In fact the piece-wise exponential
model is a special case of a B-spline parameterization of the baseline hazard function.18 The choice of the knots (i.e.,
𝜏1,… , 𝜏𝑞−1) plays a central role: “well chosen” knots will lead to a better fit of the data. Although several recipes have
been put forward, there is no unique agreed methodology to chose the position of the knots. It has been noticed
in literature19 that the positions of the knots do not generally impact on the quality of the fit: the number of knots
is crucial. Within the BFI framework it is essential that the same knots are used in every center. Practically it might
well be that the researchers across the different centers agree on a reasonable placement of the knots. Alternatively
it is also possible to adopt a penalized splines (P-spline) approach, i.e., use a large number of equi-spaced knots and
introduce a penalty term to contain the model complexity and “mitigate” overfitting.

3.3 Exponentiated Polynomial Model
In the exponentiated polynomial model we assume that the baseline hazard function is equal to

𝜆0(𝑡|𝛚) = exp
{

𝛚⊤𝐛(𝑡)
}

where 𝛚 is a 𝑞-dimensional vector of unknown parameters and 𝐛(𝑡) = (𝑏0(𝑡),… , 𝑏𝑞−1(𝑡))⊤ with

𝑏𝑘(𝑡) = 𝑡𝑘, 𝑘 = 0,… , 𝑞 − 1.

So the function 𝛚⊤𝐛(𝑡) is equal to a polynomial of the order 𝑞−1. The cumulative baseline hazard function can not be
computed in a closed form:

Λ0(𝑡|𝛚) =
𝑡

∫
0

exp
{

𝛚⊤𝐛(𝑠)
}

d𝑠
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which must then be evaluated numerically (e.g., when maximizing the posterior density), e.g., via quadratures. Its
gradient and the Hessian matrix equal

∇𝛚Λ0(𝑡|𝛚) =
𝑡

∫
0

𝐛(𝑠) exp
{

𝛚⊤𝐛(𝑠)
}

d𝑠, ∇2
𝛚Λ0(𝑡|𝛚) =

𝑡

∫
0

𝐛(𝑠)𝐛(𝑠)⊤ exp
{

𝛚⊤𝐛(𝑠)
}

d𝑠

and ∇2
𝛚 log{𝜆0(𝑡|𝛚)} = 𝟎, the 𝑞 × 𝑞 matrix with zeroes.

In the BFI framework it is important that the models that are fitted in the local centers have the same polynomial
order. Possibly, the researchers across the different local centers can agree upon the model, or the researcher in the
central server can determine this. Since the models are nested, there is hardly any risk if the order is chosen slightly
too high; the estimates of the parameters belonging to the redundant higher order terms will be close to zero. If the
order is chosen too small, the estimated baseline hazard function will be less flexible than it should be.
It might be difficult to choose an appropriate order beforehand. The order for the polynomial function can also be
chosen based on statistical arguments. The idea is that in each local center the model with the “best” polynomial order
is chosen based on a statistical procedure. For 𝑞⋆𝓁 the chosen order in center 𝓁, this yields the orders 𝑞⋆1 ,… , 𝑞⋆𝐿 in the
𝐿 centers. Since our initial assumption is that the models in all centers share the same baseline hazard function, the
order of the model is set equal to the maximum of the local orders 𝑞⋆ = max{𝑞⋆1 ,… , 𝑞⋆𝐿}. Next, in every center a model
with order 𝑞⋆ is fitted and the 𝐿 estimated models are combined with the BFI methodology to obtain a single model
for the merged data. The motivation for taking the highest-order polynomial is that it should capture more complex
features and details in the combined data and thus estimate the baseline hazard function more accurately. Moreover,
the models are nested and the model with a higher order includes the models with lower orders.
Oneway to select the optimal local order within a center is by using the likelihood ratio test. Let𝑞 be themodel with
a polynomial of order 𝑞. Note that the models form a sequence of nested models; model0 is a special case of model
1, model 1 is embedded into 2, and so on. In every center, first the null hypothesis 𝐻0 ∶ 0 = 1 is tested
against the alternative hypothesis 𝐻1 ∶ 0 ≠ 1. The model 0 is the simplest model where the baseline hazard
function is constant over time (i.e., the exponential model), and model 1 assumes a baseline hazard function that
is exponential in time. If 𝐻0 is not rejected, then the procedure ends, and we choose model 0 as the “best” model
given the data in the local center. Otherwise, the procedure continues with testing the null hypothesis𝐻0 ∶ 1 = 2
against the alternative hypothesis𝐻1 ∶ 1 ≠ 2, and so forth until the null hypothesis is not rejected.
The procedure described above would involve two rounds of communication between the central server and the local
centers, since the order of each center must be communicated first to the central server in order to decide upon the
final order. In order to avoid this and achieve a single round communication process, the local estimated model with
the optimal order, as well as all fitted models with a higher polynomial order are sent to the central server. In the
central server, the maximum order is computed and the local models with the corresponding orders are combined.

4 SIMULATION STUDIES

4.1 Settings
Suppose there are 𝐿 = 3 centers with data sets with sample sizes varying between 50, 100 and 500. For each patient
the time-to-event is simulated from a multivariable Cox model with four covariates. The baseline hazard function
correspond to the Weibull distribution with a scale parameter of exp

(

𝜔1
)

where 𝜔1 = −0.9 and a shape param-
eter of exp

(

𝜔2
)

with 𝜔2 = 1.8. Within a patient (and across patients) the covariate values are independently and
randomly generated from a standard normal distribution. The values of the regression coefficients are set equal to
𝛃 = (−0.6,−0.4, 0.4, 0.6) to achieve hazard ratios ranging from about 0.5 to 2. For generating the survival data with
a predefined censoring rate of 30%, we used a small modified version of the methodology proposed by Wan20 (see
Appendix A).
For analysis, we consider six models: exponential (Exp), Weibull (Wei), Gompertz (Gom), exponentiated polynomial
(Poly), piece-wise exponential with four intervals (PW4) and piece-wise exponential with eight intervals (PW8). Fur-
ther, we assumed zero-mean multivariate Gaussian distribution as (relatively uninformative) priors with the inverse
covariance matrix equal to a diagonal matrix 𝚪𝛃 = 𝚪𝛃𝓁 = 10−2𝐈4 and 𝚪𝝎 = 𝚪𝝎𝓁 = 10−2𝐈𝑞 where 𝑞 refers to the number
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of model parameters for the baseline hazard function. For example, in the PW4 model 𝑞 = 4. For the Poly model we
set a maximum value for 𝑞 to be 2 (i.e., 𝜔0 and 𝜔1), corresponding to a first order polynomial. For each choice of the
sample sizes in the centers, data sets are simulated and analyzed 𝐵 = 100 times.
For comparison, we consider two more estimators which are commonly used in practice if the data from different
centers can not be merged. The first estimator is referred to as the weighted average estimator (WAV). This estimator
is found by combining the MAP estimators from the 𝐿 different data sets by taking a weighted average where the
weights are based on the size of the data set. The estimator for the 𝑘𝑡ℎ coordinate is defined as:

𝛽𝑊𝐴𝑉 ,𝑘 =
1
𝑛

𝐿
∑

𝓁=1
𝑛𝓁𝛽𝓁,𝑘,

where 𝑛 = ∑𝐿
𝓁=1 𝑛𝓁 . The second extra estimator is simply theMAP estimator in the largest of the 𝐿 data sets. We refer

to this estimator as 𝛃𝑆𝑖𝑛𝑔𝑙𝑒 and to its 𝑘𝑡ℎ coordinate as 𝛽𝑆𝑖𝑛𝑔𝑙𝑒,𝑘. This reflects the situation in which one performs the
analysis in a single center only and one does not try to combine estimates or data.

4.2 Measures to quantify performance
With the BFI methodologywe try to reconstruct from local inferences what wewould have obtained if we hadmerged
the data sets before doing the analysis. That means that the BFI estimators by definition cannot do better than the
MAP estimators based on the combined data (the gold standard). Therefore, the parameter estimates obtained by the
BFI approach are compared to those found after combining the data. Also the estimates based on a single data set
and the weighted average of local estimates are compared to the combined data estimate.
Let, for a given model, (𝛃𝐵𝐹𝐼 , �̂�𝐵𝐹𝐼 , �̂�𝐵𝐹𝐼 ) be the BFI-estimates and (𝛃𝐶𝑜𝑚, �̂�𝐶𝑜𝑚, �̂�𝐶𝑜𝑚) theMAP estimates found after
combining all data. To verify the performance of the BFI estimationmethod themean squared error (MSE) is computed
for each coefficient:

𝑀𝑆𝐸𝛽𝑘,𝐵𝐹𝐼 =
1
𝐵

𝐵
∑

𝑏=1

(

𝛽(𝑏)𝐵𝐹𝐼,𝑘 − 𝛽
(𝑏)
𝐶𝑜𝑚,𝑘

)2
,

where 𝛽(𝑏)𝐵𝐹𝐼,𝑘 is the estimated value of the 𝑘th coefficient of 𝛃 using the BFI method in the 𝑏th iteration, and 𝛽(𝑏)𝐶𝑜𝑚,𝑘 is
the estimated value of the 𝑘th coefficient using the combined data in the 𝑏th iteration. Similarly, we define the MSE
for the two other estimators 𝛽𝑊𝐴𝑉 ,𝑘 and 𝛽𝑆𝑖𝑛𝑔𝑙𝑒,𝑘 as follows:

𝑀𝑆𝐸𝛽𝑘,𝑊 𝐴𝑉 = 1
𝐵

𝐵
∑

𝑏=1

(

𝛽(𝑏)𝑊𝐴𝑉 ,𝑘 − 𝛽
(𝑏)
𝐶𝑜𝑚,𝑘

)2
, 𝑀𝑆𝐸𝛽𝑘,𝑆𝑖𝑛𝑔𝑙𝑒 =

1
𝐵

𝐵
∑

𝑏=1

(

𝛽(𝑏)𝑆𝑖𝑛𝑔𝑙𝑒,𝑘 − 𝛽
(𝑏)
𝐶𝑜𝑚,𝑘

)2
.

In all definitions of the MSE the estimate of interest is compared to the estimate that is based on the merged data.
A small value means that there is hardly any loss when computing the corresponding estimator compared to what
would have been obtained if all data had been merged. As a consequence of the above definitions, we do not yet
measure model misspecification. A model that is misspecified can still have a small MSE, and the estimates from the
true model may not necessarily have the smallest MSEs.
The square root of a diagonal element of the inverse of �̂�𝐵𝐹𝐼 is an estimate of the standard deviation of the BFI
estimator of the corresponding parameter. Its accuracy (compared to what would have been found if the data sets
were merged) is estimated by the MSE:

𝑀𝑆𝐸(𝐌)𝑘𝑘,𝐵𝐹𝐼 =
1
𝐵

𝐵
∑

𝑏=1

(

{(

�̂�(𝑏)
𝐵𝐹𝐼

)−1}
1
2
𝑘𝑘

−
{(

�̂�(𝑏)
𝐶𝑜𝑚

)−1}
1
2
𝑘𝑘

)2

.

Since the number of baseline hazard parameters 𝝎 varies across the analysis models, the following MSE is employed
to evaluate the efficacy of the BFI estimators of the baseline hazard functions:

𝑀𝑆𝐸Λ0,𝐵𝐹𝐼 (𝑡
∗) = 1

𝐵

𝐵
∑

𝑏=1

(

Λ̂(𝑏)
0,𝐵𝐹𝐼 (𝑡

∗) − Λ̂(𝑏)
0,𝐶𝑜𝑚(𝑡

∗)
)2
.
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To quantify the difference between the curves Λ̂0,𝐵𝐹𝐼 (𝑡∗) and Λ̂0,𝐶𝑜𝑚(𝑡∗), we designate four distinct time points for
𝑡∗ such that the quantiles of the probability distribution of survival time of the distribution we simulate from corre-
sponding to these points are 0.2, 0.4, 0.6, and 0.8. For the Weibull distribution with 𝜔1 = −0.9 and 𝜔2 = 1.8, the time
points are set to 𝑡∗ = (0.9056, 1.0385, 1.1438, 1.2554).
In the simulation study, the mean squared errors are computed for every analysis model, every model parameter, for
the three estimators and for multiple combinations of the sample sizes.

4.3 Simulation results
In this subsection, we present the results of our simulation study. First, for the different analysis models the MSEs
of the regression parameters based on the three estimators have been computed. They are presented in the table
B1. Consistently, across all sample sizes, the models exhibited small MSEs for the regression coefficients computed
with the BFI estimates, even for small sample sizes. This holds for all models, also if the model is misspecified. This
indicates that there is hardly any loss when computing the estimates with the BFI methodology, compared to the
estimates that would have been found after merging the data. Also the weighted average estimator shows lowMSEs.
The single center estimator seems to do worse for low sample sizes, but improves if the sample size in the center
increases. Further, as expected, for all models and all estimators, theMSEs tend to decrease for increasing sample sizes
by decreasing variability of the estimates and possible decreasing overfitting bias. The MSEs for Λ0 at four quantiles
are shown in Table B2. It can be seen that the curves estimated by the BFI methodology are close to those estimated
after combining the data sets, particularly for large local samples.
To visualize some of our results, we plotted the MSEs for the first regression parameter for different estimators and
different models as a function of the sample size in the third center (Figure 1). The sample sizes in the first and second
center are fixed to 50. For small sample sizes in the three centers, the gain of the BFI estimator compared to the singe
center becomes clearly visible. For a large sample size in one of the centers all estimators perform well; in those cases
the largest data set (the third data set) simply dominates the full data set.
A second simulation study has been performed. In this study the life times were simulated from an exponential
distribution (constant baseline hazard function). The results were very similar to the results as described above.
Increasing 𝛾 , the diagonal elements of the diagonal inverse covariance matrix of the prior, means stronger regulariza-
tion and all parameter estimates are pushed towards zero. This leads to smaller MSE values. For 𝛾 close to zero, the
MAP estimator is approximately equal to the maximum likelihood estimator. A similar simulation study with 𝛾 very
small (10−9) yielded a similar figure as Figure 1, but with slightly larger values of the MSEs.
Better agreement between the estimates and those found after combining the data, does not necessarily mean that
the estimated model is closer to the true model, as model misspecification is not measured. We therefore also com-
puted the𝑀𝑆𝐸𝛃,𝐵𝐹𝐼 as defined before, but replaced the estimate that is based on the merged data in the definition,
by the true values of the regression parameters in the true model. This yields the values𝑀𝑆𝐸𝛃,𝐵𝐹𝐼,𝑇 𝑟𝑢𝑒 given in Table
B2. Now, model misspecification is also measured. The MSE values for the Weibull model (the data were simulated
from a Weibull model) are smaller than those for the other analysis models. Moreover, as expected, the MSEs are
much larger now.

5 APPLICATION: SALIVARY GLAND CANCER

5.1 Data description
Salivary gland cancer (SGC) is a rare and diverse malignancy with over 20 subtypes . The Radboud university medical
center (Radboudumc) is a tertiary SGC expertise center in the Netherlands, receiving referrals from across the country.
Data was collected in a real-world database and the used data set contained data from SGC patients referred to the
Radboudumc from all 8 Dutch academic medical centers and tens of smaller non-academic hospitals, with 1 to 63
patients per center.21,22 In general, the academic hospitals referred more patients than the smaller non-academic
hospitals. Of 491 patients data was present. Of these patients, 205 have a date of death (an event). Our aim is to
fit a multivariable model for the overall survival, defined as the time of diagnosis to death (of any cause), based on
characteristics of the patient and the tumor. We will use the three estimators as defined before.
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FIGURE 1 The 𝑀𝑆𝐸𝛽1,𝑆𝑖𝑛𝑔𝑙𝑒, 𝑀𝑆𝐸𝛽1,𝑊 𝐴𝑉 and 𝑀𝑆𝐸𝛽1,𝐵𝐹𝐼 for different models and as a function of the
sample size in the third center 𝑛3. The sample size in center 1 and 2 (𝑛1 and 𝑛2) are fixed to 50. Some
curves overlap. The green dashed lines (‘Single’) correspond to the 𝑀𝑆𝐸𝛽1,𝑆𝑖𝑛𝑔𝑙𝑒 computed based on
the estimate in the center with the highest sample size. The blue solid lines (‘WAV’) correspond to the
𝑀𝑆𝐸𝛽1,𝑊 𝐴𝑉 computed based on the weighted average of the estimates in the different centers. The red
dashed lines (‘BFI’) correspond to the𝑀𝑆𝐸𝛽1,𝐵𝐹𝐼 and is based on the BFI estimates. In all cases the MSE
is computed for comparison with the estimate for 𝛽1 computed based on the merged data. The survival
data were generated from a Weibull distribution.

Based on literature and knowledge of our medical researchers, five covariates had been selected: age at diagnosis,
sex, subtype, M-stage, and N-stage. The covariate ‘age’ is a continuous variable and is denoted in years, the covariate
‘sex’ is dichotomous. The variable ’subtype’ is categorical with three levels: Salivary duct carcinoma (reference level)
and Adenoid cystic carcinoma, which are the most common subtypes, and the remainder, even more rare, subtypes
combined into one category. TheM-stage (metastasis stage) indicates whether the cancer has spread to other parts of
the body. There are three categories: M0 (no distant metastasis, reference level), M1 (distant metastasis are present)
and Mx (distant metastasis cannot be assessed). The covariate N-stage (regional lymph node stage) indicates whether
the cancer is present in regional lymph nodes. In our dataset 5 categories were classified: N0 (regional lymph nodes
do not contain metastasis, reference group), N1 (there are cancer cells in 1, 2 or 3 nearby lymph nodes), N2 (there are
cancer cells in 4 to 9 nearby lymph nodes), N3 (there are cancer cells in at least 10 nearby lymph nodes) and Nx (there
is no information about the regional lymph nodes). Some of the categories have subcategories, but we ignored these
in the analysis.23
Categorical covariates can be included in the analysis by defining dummy variables. However, if the local sample size is
small, it might happen that there are no patients in one or more categories of a categorical variable. The corresponding
category can not be left out from the model, because this would lead to different models across the centers. Because
we are working in a Bayesian setting, the MAP estimate of the regression parameter of the ‘empty category’ can be
estimated as the mean of the Gaussian prior (so zero). First and second derivatives of the log posterior density are
also non-zero by the presence of the prior.
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5.2 Random allocation to medical centers
In the first data analysis we randomly distribute all patients in the data set over three fictive medical centers with,
respectively, 100, 150, and 241 patients of which less than 50% had an event. The sample sizes, and thus the number
of events, are relatively large in the three hospitals compared to the actual sample sizes in the centers. Still, compared
to the number of model parameters, the number of events are low. In every of these three data sets (i.e., medical
centers), we compute the MAP estimates of the parameters in the models described in Section 3 (Weibull, Gompertz,
piecewise constant, exponentiated polynomial). For the parameter prior we took a multivariate Gaussian distribution
with mean zero and a diagonal inverse covariance matrix with 𝛾 = 0.01 on the diagonal. A value 𝛾 = 0.01 corresponds
to a variance of 100. So the MAP estimates are close to the maximum likelihood estimates. Next, for every model
the MAP estimates from the three centers are combined with the BFI methodology (with the same prior for the
combined data set) and the weighted average method. The single center estimator uses the data from the center with
241 patients. For all models and all patients the linear combinations 𝒛⊤𝓁𝑖𝛃𝐵𝐹𝐼 , 𝒛

⊤
𝓁𝑖𝛃𝑊𝐴𝑉 and 𝒛⊤𝓁𝑖𝛃𝑆𝑖𝑛𝑔𝑙𝑒 are computed.

Also, for every model, the MAP estimates of the model parameters were determined based on the merged data set
and for every patient the corresponding linear combination 𝒛⊤𝓁𝑖𝛃𝐶𝑜𝑚 was computed. For every model, scatter plots of
the points (𝒛⊤𝓁𝑖𝛃𝐵𝐹𝐼 , 𝒛

⊤
𝓁𝑖𝛃𝐶𝑜𝑚), of the points (𝒛⊤𝓁𝑖𝛃𝑊𝐴𝑉 , 𝒛⊤𝓁𝑖𝛃𝐶𝑜𝑚) and of (𝒛⊤𝓁𝑖𝛃𝑆𝑖𝑛𝑔𝑙𝑒, 𝒛

⊤
𝓁𝑖𝛃𝐶𝑜𝑚) were made. Since we aim to

compute from the separate inference results in the local centers what would have been obtained if the data sets had
been merged before the analysis, finding all points on the line 𝑦 = 𝑥 will correspond to a perfect fit. For the Weibull
model, the three scatter plots and the estimates of Λ0 are given in Figure 2. The plots for the other models are given
in Figure B1 in the appendix.
From the scatter plots, we see that for all models the BFI methodology performs very well; the BFI estimates 𝒛⊤𝓁𝑖𝛃𝐵𝐹𝐼
are almost exactly equal to the corresponding estimates based on the merged data. There is a minor rotation visible
in the plot, possibly due to overfitting in the centers. The weighted average method also performs well for all models,
but the accuracy is clearly lower than that of BFI. The performance of the single center estimator is not that good:
the accuracy is low and the cloud with points seems to be rotated, possibly due to overfitting.
The plots of the estimates of Λ0 for the Weibull model in Figure 2 and for the other models in Figure B1 show that
the BFI estimator performs well; the estimated curve is very close to the estimated curve based on the combined
data. The weighted average estimator performs reasonably well, but the single center estimator is quite far from the
estimated curve based on all data.
We repeated the whole procedure several times and the conclusions were found to be similar.

5.3 Four hospitals
We selected all centers which referred more than 30 patients each. Four centers satisfied this condition. Their sample
sizes are 42, 43, 60 and 63, with, respectively, 18, 12, 39 and 28 events. We performed the BFI protocol with the
Weibull, Gompertz, piecewise constant (with four intervals) and the exponentiated polynomial model (with threshold
0.10). For the prior we took a multivariate Gaussian distribution with mean zero and a diagonal inverse covariance
matrix with 𝛾 = 0.1 on the diagonal. A value 𝛾 = 0.1 corresponds to a variance of 10. Since the number of events
are really small compared to the number of model parameters, we used a larger value of 𝛾 to overcome overfitting.
The same scatter plots as in the previous subsection were made (see Figure 3 for the Weibull model and Figure B2
for the other models). From the figures we see that the BFI estimates perform reasonably well for all models. The
points are nicely scattered around the 𝑦 = 𝑥 line. Although for most of our models the cumulative baseline hazard
function seems to be overestimated, this effect is only minor. The weighted average estimator performs less well.
It seems that the linear predictor 𝒛𝑇𝛃𝑊𝐴𝑉 is underestimated; most of the points are located below the 𝑦 = 𝑥 line.
However, in the plots with the estimates of the cumulative baseline hazard function we see that the estimate for the
weighted average strategy clearly overestimates the cumulative baseline hazard function. Possibly the biases in the
two estimators compensate each other. However, as our aim is to approximate the estimates that would have been
found if the data had been merged, we can conclude that the weighted average estimator didn’t perform well in this
data example. The single center estimator is based on the data from the largest data set, so based on data of 63
patients only. Again, we compare the estimates with those that were obtained after merging the data from the four
medical centers. From the plots it is clearly visible that the estimator has a poor performance.
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FIGURE 2 All patients have been randomly allocated to three hospitals. Scatter plots of 𝒛⊤𝛃𝐵𝐹𝐼 , 𝒛⊤𝛃𝑊𝐴𝑉
and 𝒛⊤𝛃𝑆𝑖𝑛𝑔𝑙𝑒 against 𝒛⊤𝛃𝐶𝑜𝑚, respectively, for the Weibull model. Fourth plot: estimates of Λ0 in the
Weibull model. The priors are zero mean Gaussian distributions with diagonal inverse covariance matri-
ces with 𝛾 = 0.01 on the diagonal.

In the two smallest datasets, consisting of data from 42 and 43 patients, some variable categories had no patients.
The corresponding regression parameters were estimated as zero as this is the mean of the prior distribution.

6 DISCUSSION

In this paper, the BFI methodology for GLMs is extended to survival models. Survival models are more complex than
GLMs by the presence of the unknown baseline hazard function. Multiple parametric hazard functions of different
complexity have been considered. Leaving the shape of the baseline completely unconstrained seems to be impossible
without sharing patients’ survival data with the central server. We considered three baseline hazard functions of
fixed shape: the exponential, the Weibull and the Gompertz distribution. A disadvantage of these models is their
low flexibility. However, especially if the local data sets are small, such assumptions are necessary to be able to fit
the model. The exponentiated polynomial approach gives more flexibility. The order of the polynomial function can
be fixed beforehand, but can also be determined based on the data via a testing procedure. The piecewise constant
baseline hazard function is also flexible if the number of intervals is not too small. We considered the situation with
four and eight intervals. The position of the knots where chosen beforehand. Usually this is not a problem as the
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FIGURE3Data from four hospitals have been used. Scatter plots of 𝒛⊤𝛃𝐵𝐹𝐼 , 𝒛⊤𝛃𝑊𝐴𝑉 and 𝒛⊤𝛃𝑆𝑖𝑛𝑔𝑙𝑒 against
𝒛⊤𝛃𝐶𝑜𝑚, respectively, for theWeibull model. Fourth plot: estimates of Λ0 in theWeibull model. The priors
equal zero mean Gaussian distributions with diagonal inverse covariance matrices with 𝛾 = 0.1 on the
diagonal.

researchers in the local centers are allowed to have contact with each other to discuss model assumptions like the
location of the knots. Which model is best in practice depends on the situation. If local sample sizes are large and
the shape of the baseline hazard function is completely unknown, the polynomial and piecewise constant hazard
functions would be preferred above the lower dimensional alternatives. However, if the local samples sizes are low,
one should be careful using the piecewise exponential hazard function with many intervals.
In the simulation study, the performance of the BFI estimators is compared to that of alternative estimators that could
be considered for combining the local parameter estimators: namely the weighted average of the estimates, and using
the estimates from the single center with the largest number of data. The results show that the BFI estimator out-
performs the other estimators, but the differences in performance decrease if the local sample sizes increase (as one
would anticipate). A better performance of the BFI estimator compared to the estimator based on the data of single
center was expected, as the BFI estimator uses more data, and thus more information to estimate the parameters.
The BFI estimators of the parameters are actually determined by a linear combination of the local estimators, but the
weights are different from the weighted average estimator. Apparently this BFI combination leads to better estima-
tors. The BFI estimator aims to approach the estimates that would have been obtained in the merged data set. That
means that possible overfitting errors in the local centers (due to small sample sizes) are (partly) filtered out.
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In practical applications one needs to choose the inverse covariance matrix of the prior distribution. If the matrix
equals a diagonal matrix with the value 𝛾 on the diagonal, this 𝛾 coincides with the penalization parameter in a ridge
regression. However, in the BFI methodology a prior is chosen for every model parameter, whereas with ridge regres-
sion only the regression parameters are penalized. The higher the value of 𝛾 , the stronger the penalization will be. If
only one data set is available, the best value of 𝛾 could be selected via cross validation or other methods. In the BFI
setting with multiple local centers, every center could choose its own value. The BFI strategy is constructed in such
a way that the BFI estimates are approximately equal to the estimates obtained from the analysis based on the com-
bined data set, where the sample size is higher (by definition) and less overfitting is expected to be present in the
estimates. Therefore, it is not clear beforehand whether there is merit in determining the best values of 𝛾 in the local
centers and, thus, use different values across the centers. This will be the topic of our next project.
In the present paper it is assumed that the patients’ populations do not differ significantly across the centers. This is
a strong assumption, since centers may be located in different areas and even different countries. For instance, one
can imagine that the age distribution of patients in hospitals located in big cities is different from the one in hospitals
in more rural areas, or that patients in academic hospitals are more serious ill than those in peripheral hospitals. This
heterogeneity across the populations leads to different values of the parameters of the distributions of the covariates.
Under the assumption that the regression parameters and the parameters that determine the baseline hazard function
are statistically independent of the parameters for the covariate distribution, this type of heterogeneity does not
affect the estimation of the regression parameters and the parameters for the baseline hazard function.
We have also assumed that the baseline hazard functions are identical across centers. However, stratified BFI models
can also be constructed, but sufficient data in the centers should be available. However, one should keep in mind that
the BFI methodologywas proposed to enlarge our statistical power for estimating themodel parameters by increasing
the ratio of sample size versus number of parameters. If there is expected to be strong hetereogeneity across locations
it might be better to fit a BFI model only for centers for which the models are expected to be reasonably similar.
When applying the BFI methodology to data in different centers, it is important that the local models include the same
covariates. Otherwise, combining the estimated local models is not sensible. This makes covariate selection difficult.
An option could be to consider a multi-cycle procedure that visit the local centers multiple times to determine the best
selection of the covariates based on a pre-defined criterion. An alternative would be to estimate regression models
with every possible subset of covariates in every local center, send all estimated models to the central server and
perform a model selection strategy at the central server. These approaches will be considered in more detail in one
of our next projects.
In the data example we used a data set of salivary gland cancer patients who were referred to the Radboud univer-
sity medical center (Nijmegen, the Netherlands) for treatment. We used the hospital were the diagnoses had taken
place to define the different medical centers. Since all data are available it was possible to measure and compare the
performance of the different estimators. In reality this is not possible as the data can not be merged. With the results
from this paper and from the previously published papers, we are convinced that the methodology works well for
GLMs and time-to-event models.2,10 Currently a project has been started to apply the methodology for estimation
with data sets that are not combined. With the BFI methodology collaboration between researchers becomes easier
and research proceeds faster, as no time-consuming data transfer agreements are necessary.
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APPENDIX

A : GENERATING SURVIVAL DATA WITH PREDEFINED CENSORING RATES

Here, we explain the methodology for simulating right-censored survival data from a Weibull survival distribution,
censoring times from a uniform distribution, and covariate values from a Gaussian distribution. Before simulating
data, we need to determine a parameter that controls the proportion of censored subjects in the final data (called
the censoring rate). This is done in three steps20: 1) Determine the censoring probability for each subject based on
subject-specific covariates; 2) Derive a censoring rate function for the study population by marginalizing covariates
from the patient censoring probability function; 3) Solve the censoring parameter within the censoring rate function
to achieve a specified censoring proportion. Once we have the censoring parameter, we can proceed with simulating
the data.
We assume that the censoring time has density function 𝐶 ∼ 𝑔(𝑐|𝑢1, 𝑢2) = Uniform(𝑢1, 𝑢2) where 𝑢1 is known and
𝑢2 > 𝑢1 is an unknown parameter, and that the event time 𝑌 has theWeibull distribution. We let 𝑇 = min(𝑌 , 𝐶) be the
observed follow-up time, 𝐶 be independent of 𝑌 , and Δ = 𝐼(𝑌 ≤ 𝐶) be the censoring indicator. The patient specific
covariates 𝒛𝑖 are generated from the multivariate Gaussian distribution 𝒛𝑖 ∼  (0𝑝, 𝜎2 𝐈𝑝).
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By assuming the baseline hazard from Weibull(𝜔2, 1∕𝜔1), with 𝜆0(𝑡|, 𝜔1, 𝜔2) = 𝜔1𝜔2𝑡𝜔2−1, the patient censoring
probability for the subject 𝑖 can be expressed as

ℙ(Δ = 0|𝜓𝑖, 𝑢1, 𝑢2, 𝜔1, 𝜔2) = ℙ(𝑢1 ≤ 𝐶 ≤ 𝑢2, 𝐶 ≤ 𝑌 ≤ ∞) =

∞

∫
0

𝑔(𝑐|𝑢1, 𝑢2)

∞

∫
𝑐

𝑓𝑌 (𝑡|𝜔1, 𝜔2) d𝑡d𝑐

= 1
𝑢2 − 𝑢1

𝑢2

∫
𝑢1

exp
(

−𝜓𝑖 Λ0(𝑐|𝜔1, 𝜔2)∕𝜔1
)

d𝑐 = 1
𝑢2 − 𝑢1

𝑢2

∫
𝑢1

exp
(

−𝜓𝑖𝑐𝜔2
)

d𝑐

=
𝜓−1∕𝜔2
𝑖

(𝑢2 − 𝑢1)𝜔2

𝜓𝑖𝑢
𝜔2
2

∫
𝜓𝑖𝑢

𝜔2
1

𝑠1∕𝑏−1 exp(−𝑠)d𝑠, 𝑠 = 𝜓𝑖𝑐
𝜔2 ,

=
𝜓−1∕𝜔2
𝑖

(𝑢2 − 𝑢1)𝜔2

[

Γ(1∕𝑏, 𝜓𝑖𝑢
𝜔2
2 ) − Γ(1∕𝑏, 𝜓𝑖𝑢

𝜔2
1 )

]

,

where 𝜓𝑖 = 𝜔1 exp
(

𝒛⊤𝑖 𝛃
)

∼ 𝑙𝑛𝑁(ln𝜔1, 𝜎2
∑𝑝
𝑗=1 𝛽

2
𝑗 ) has a lognormal distribution, and Γ(⋅, ⋅) is a lower incomplete gamma

function. The censoring parameter 𝑢2 needs to be determined to yield the desirable censoring rates in simulated
survival data (𝜋) by numerically solving the equations below with respect to 𝑢2:

0 = ℙ(Δ = 0|𝑢1, 𝑢2, 𝜔1, 𝜔2) − 𝜋 = 𝔼𝜓𝑖(ℙ(Δ = 0|𝜓𝑖, 𝑢1, 𝑢2, 𝜔1, 𝜔2)) − 𝜋

=

∞

∫
0

ℙ(Δ = 0|𝑠, 𝑢1, 𝑢2, 𝜔1, 𝜔2)𝑓𝜓𝑖(𝑠)𝑑𝑠 − 𝜋.

By having the value of 𝑢2, the survival data set can be simulated with predefined censoring rates 𝜋.

B : TABLES AND FIGURES DESCRIBING SIMULATION STUDIES AND DATA ANALYSIS

In this appendix the results of the simulation studies and the data analyses are presented. In the Tables B1 and B2
the 𝑀𝑆𝐸 for the regression parameters, their standard deviations, and the cumulative baseline hazard function in
a series of time points are given, for multiple combinations of the sample sizes in three hospitals, different analysis
models and the three estimators 𝛃𝐵𝐹𝐼 ,𝛃𝑊𝐴𝑉 and 𝛃𝑆𝑖𝑛𝑔𝑙𝑒. The data were simulated from a Weibull model. In Figure
B1 the performance of the BFI methodology is compared to the other proposed strategies. All salivary gland cancer
patients had been randomly divided into three groups (i.e., three hospitals). In Figure B2 similar plots are shown, but
this time the estimates are based on the data of the patients from the four largest medical centers.
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TABLE B1 Simulation results for 𝑀𝑆𝐸𝛃,𝐵𝐹𝐼 , 𝑀𝑆𝐸𝛃,𝑊 𝐴𝑉 and 𝑀𝑆𝐸𝛃,𝑆𝑖𝑛𝑔𝑙𝑒. All MSE values in this table
have been multiplied by 103 for clarity.

103 ×𝑀𝑆𝐸𝛃,𝐵𝐹𝐼 103 ×𝑀𝑆𝐸𝛃,𝑊 𝐴𝑉 103 ×𝑀𝑆𝐸𝛃,𝑆𝑖𝑛𝑔𝑙𝑒

(𝑛1, 𝑛2, 𝑛3) model 𝛽1 𝛽2 𝛽3 𝛽4 𝛽1 𝛽2 𝛽3 𝛽4 𝛽1 𝛽2 𝛽3 𝛽4
(50, 50, 50) Exp 0.00 0.01 0.01 0.01 0.20 0.21 0.23 0.22 4.41 5.11 4.25 5.24

Gom 1.98 1.58 1.51 3.55 5.56 5.13 5.84 6.48 44.1 35.4 50.9 58.3

Wei 0.35 0.37 0.26 0.39 5.16 4.44 5.41 4.53 40.4 32.2 30.0 39.0

PW4 0.16 0.15 0.19 0.17 2.93 1.87 2.14 1.89 30.9 17.6 23.7 21.2

PW8 0.30 0.23 0.22 0.49 3.55 2.96 3.06 3.54 40.6 32.2 26.2 38.6

Poly 0.74 0.42 0.62 0.60 7.90 7.19 5.68 8.43 64.8 43.9 52.6 65.3
(50, 50, 100) Exp 0.00 0.00 0.01 0.01 0.14 0.08 0.09 0.10 1.03 1.21 1.64 1.75

Gom 0.88 0.75 0.72 1.28 4.01 2.94 3.24 3.59 13.2 11.6 14.3 11.5

Wei 0.19 0.23 0.22 0.25 3.20 2.50 2.37 3.77 12.1 15.3 9.87 12.1

PW4 0.07 0.08 0.08 0.10 1.37 1.17 1.23 1.10 8.20 7.80 5.35 8.96

PW8 0.19 0.17 0.17 0.14 2.59 1.86 1.98 1.84 9.26 9.92 10.3 7.07

Poly 0.43 0.33 0.36 0.37 5.33 2.81 1.92 5.13 20.3 11.9 9.59 14.4
(50, 100, 100) Exp 0.00 0.00 0.00 0.00 0.05 0.07 0.08 0.06 1.78 1.92 1.92 1.69

Gom 1.89 0.97 0.90 1.73 2.13 2.23 1.63 2.26 18.1 17.6 11.0 21.8

Wei 0.14 0.08 0.09 0.07 2.23 1.31 1.21 2.33 16.5 13.1 16.4 16.4

PW4 0.05 0.04 0.05 0.04 0.61 0.48 0.62 0.74 7.47 6.57 7.15 6.92

PW8 0.09 0.09 0.11 0.09 1.13 0.83 0.95 1.14 13.7 8.72 10.9 10.9

Poly 0.25 0.22 0.27 0.20 2.64 1.79 2.06 1.83 17.3 13.4 18.4 15.2
(100, 100, 100) Exp 0.00 0.00 0.00 0.00 0.04 0.04 0.06 0.04 2.01 2.28 1.71 1.75

Gom 0.63 0.31 0.33 0.63 1.08 1.35 1.18 1.39 19.6 18.2 15.8 17.9

Wei 0.08 0.09 0.05 0.06 1.54 0.83 0.99 0.94 19.1 17.1 14.2 17.2

PW4 0.03 0.03 0.04 0.03 0.47 0.39 0.34 0.34 10.1 7.89 7.88 8.42

PW8 0.07 0.04 0.07 0.10 0.67 0.75 0.75 1.14 9.99 11.9 13.4 15.1

Poly 0.12 0.11 0.10 0.11 1.33 0.99 1.30 1.47 17.2 18.4 15.3 20.1
(50, 50, 500) Exp 0.00 0.00 0.00 0.00 0.02 0.02 0.01 0.02 0.08 0.10 0.09 0.12

Gom 1.13 0.51 0.55 1.06 0.43 0.33 0.32 0.49 0.55 0.71 0.77 0.71

Wei 0.03 0.04 0.03 0.04 0.41 0.39 0.26 0.38 0.61 0.65 0.68 0.57

PW4 0.01 0.01 0.01 0.01 0.17 0.12 0.17 0.13 0.34 0.31 0.38 0.37

PW8 0.03 0.02 0.02 0.03 0.25 0.17 0.17 0.19 0.59 0.39 0.48 0.52

Poly 0.04 0.05 0.05 0.08 0.45 0.38 0.40 0.38 0.95 0.99 0.74 0.88
(50, 100, 500) Exp 0.00 0.00 0.00 0.00 0.01 0.01 0.01 0.01 0.13 0.11 0.09 0.11

Gom 0.72 0.29 0.31 0.82 0.34 0.29 0.23 0.36 0.94 1.13 1.12 1.17

Wei 0.03 0.02 0.01 0.02 0.36 0.24 0.26 0.23 0.95 0.85 0.71 0.77

PW4 0.01 0.01 0.01 0.01 0.07 0.12 0.08 0.10 0.58 0.58 0.42 0.41

PW8 0.02 0.02 0.02 0.02 0.17 0.15 0.16 0.18 0.61 0.65 0.55 0.57

Poly 0.04 0.02 0.02 0.04 0.27 0.20 0.22 0.30 1.02 0.74 0.84 0.85
(100, 100, 500) Exp 0.00 0.00 0.00 0.00 0.01 0.01 0.01 0.01 0.15 0.13 0.12 0.15

Gom 0.38 0.16 0.19 0.40 0.29 0.38 0.23 0.36 1.28 1.61 1.22 1.44

Wei 0.01 0.01 0.02 0.02 0.25 0.26 0.15 0.25 1.13 0.87 1.15 0.99

PW4 0.01 0.00 0.01 0.00 0.07 0.08 0.07 0.07 0.65 0.56 0.65 0.57

PW8 0.01 0.01 0.01 0.01 0.15 0.11 0.11 0.15 0.93 0.81 0.62 0.93

Poly 0.02 0.02 0.02 0.04 0.22 0.20 0.29 0.39 1.17 1.40 1.20 1.28
(500, 500, 500) Exp 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.38 0.35 0.32 0.34

Gom 0.03 0.01 0.01 0.03 0.08 0.05 0.06 0.08 2.78 2.25 3.02 3.77

Wei 0.00 0.00 0.00 0.00 0.04 0.02 0.03 0.03 2.13 1.47 1.83 1.72

PW4 0.00 0.00 0.00 0.00 0.02 0.02 0.02 0.02 1.51 1.26 1.37 1.43

PW8 0.00 0.00 0.00 0.00 0.03 0.03 0.03 0.04 2.91 2.14 2.34 2.37

Poly 0.01 0.00 0.00 0.00 0.06 0.05 0.05 0.05 2.76 2.28 3.07 2.90
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TABLE B2 Simulation results for𝑀𝑆𝐸Λ0
(𝑡∗) at four different quantiles,𝑀𝑆𝐸(𝐌)𝑘𝑘,𝐵𝐹𝐼 and𝑀𝑆𝐸𝛃,𝐵𝐹𝐼,𝑇 𝑟𝑢𝑒

of the regression coefficients. To enhance clarity, all MSE values in the table have been multiplied by 103,
except for the𝑀𝑆𝐸(𝐌)𝑘𝑘,𝐵𝐹𝐼 values, which have been multiplied by 106.

103 ×𝑀𝑆𝐸Λ0
(𝑡∗) 106 ×𝑀𝑆𝐸(𝐌)𝑘𝑘,𝐵𝐹𝐼 103 ×𝑀𝑆𝐸𝛃,𝐵𝐹𝐼,𝑇 𝑟𝑢𝑒

(𝑛1, 𝑛2, 𝑛3) model 20% 40% 60% 80% 𝛽1 𝛽2 𝛽3 𝛽4 𝛽1 𝛽2 𝛽3 𝛽4
(50, 50, 50) Exp 0.04 0.06 0.07 0.08 0.98 1.12 1.01 1.10 230 106 105 226

Gom 0.54 2.59 12.2 70.7 8.55 15.8 15.3 12.5 25.5 25.5 19.4 29.5

Wei 0.23 1.23 4.35 15.6 12.5 12.9 11.7 7.85 17.0 14.2 10.8 15.2

PW4 0.66 1.56 3.01 8.17 7.97 5.55 7.23 6.49 26.1 18.3 15.2 33.6

PW8 1.49 3.72 8.57 23.8 8.19 9.20 6.15 7.22 18.0 11.6 14.1 14.3

Poly 0.75 2.51 6.45 17.4 14.8 8.74 14.2 10.3 15.9 12.7 19.0 20.1
(50, 50, 100) Exp 0.03 0.04 0.04 0.05 0.40 0.35 0.38 0.50 224 103 108 228

Gom 0.24 1.01 4.35 23.8 5.40 5.68 5.84 6.35 22.3 19.0 16.8 19.3

Wei 0.17 0.85 2.90 10.1 4.30 4.94 3.62 4.30 7.43 8.81 10.1 11.9

PW4 0.33 0.80 1.50 3.64 2.89 3.20 2.90 2.39 26.9 14.1 13.6 26.8

PW8 0.81 2.19 4.60 10.2 3.64 3.42 3.83 2.72 16.4 13.2 11.2 12.0

Poly 0.37 1.26 3.31 9.09 5.28 5.20 4.60 4.98 16.8 15.3 13.3 17.5
(50, 100, 100) Exp 0.02 0.02 0.03 0.03 0.27 0.23 0.27 0.20 227 98.2 102 228

Gom 0.23 0.71 3.41 22.4 3.37 2.94 4.58 2.75 18.0 11.0 12.3 17.2

Wei 0.07 0.40 1.44 5.24 2.17 2.41 2.93 2.27 8.52 5.59 8.46 8.05

PW4 0.18 0.46 0.83 1.90 1.36 1.45 1.47 1.21 25.5 15.3 13.8 23.4

PW8 0.43 1.10 2.72 6.59 2.55 1.81 1.83 1.89 11.4 7.64 9.03 12.1

Poly 0.20 0.71 1.93 5.57 2.16 2.59 3.94 2.96 8.28 8.91 8.20 8.24
(100, 100, 100) Exp 0.01 0.01 0.02 0.02 0.17 0.15 0.10 0.10 232 100 101 227

Gom 0.12 0.44 1.96 11.7 2.33 1.59 2.13 2.45 13.4 8.80 8.36 16.5

Wei 0.06 0.30 1.03 3.44 1.63 1.53 1.63 1.80 6.93 6.10 6.23 7.78

PW4 0.15 0.35 0.61 1.32 0.74 0.98 0.61 0.89 20.8 11.7 13.2 21.0

PW8 0.29 0.74 1.60 4.19 0.94 1.39 1.00 1.62 6.60 6.19 6.66 9.59

Poly 0.11 0.42 1.18 3.54 1.85 2.01 1.57 1.91 12.6 9.14 7.85 8.87
(50, 50, 500) Exp 0.00 0.00 0.01 0.01 0.02 0.01 0.02 0.02 226 100 100 228

Gom 0.09 0.06 0.45 7.10 0.17 0.21 0.24 0.22 10.7 6.73 7.77 12.0

Wei 0.02 0.09 0.30 0.98 0.13 0.22 0.16 0.15 3.31 3.35 2.40 2.78

PW4 0.04 0.10 0.18 0.40 0.10 0.11 0.12 0.11 25.8 11.3 12.2 26.3

PW8 0.09 0.21 0.45 1.04 0.13 0.12 0.13 0.14 9.67 6.88 6.39 11.6

Poly 0.04 0.12 0.33 0.94 0.29 0.28 0.23 0.42 6.34 4.27 3.23 6.21
(50, 100, 500) Exp 0.00 0.00 0.00 0.00 0.01 0.01 0.02 0.02 227 101 101 226

Gom 0.07 0.09 0.41 4.84 0.19 0.24 0.15 0.31 8.71 5.43 4.47 9.21

Wei 0.01 0.06 0.21 0.72 0.20 0.14 0.10 0.13 2.92 2.26 2.95 2.70

PW4 0.03 0.08 0.15 0.31 0.07 0.07 0.08 0.08 21.5 10.3 10.9 22.0

PW8 0.07 0.18 0.38 0.92 0.09 0.11 0.11 0.10 9.26 4.99 4.67 9.60

Poly 0.03 0.10 0.28 0.79 0.15 0.18 0.16 0.17 6.19 4.47 4.65 7.18
(100, 100, 500) Exp 0.00 0.00 0.00 0.00 0.01 0.01 0.01 0.01 227 100 100 226

Gom 0.04 0.05 0.27 2.68 0.19 0.22 0.20 0.21 8.38 4.71 5.62 7.79

Wei 0.01 0.05 0.19 0.68 0.12 0.10 0.15 0.15 2.54 2.15 2.51 2.81

PW4 0.02 0.06 0.10 0.22 0.07 0.05 0.07 0.08 19.5 9.17 10.3 21.0

PW8 0.05 0.13 0.30 0.68 0.11 0.09 0.07 0.09 6.00 3.10 3.70 6.22

Poly 0.02 0.08 0.23 0.71 0.15 0.21 0.17 0.28 5.91 3.66 4.46 5.36
(500, 500, 500) Exp 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 227 101 101 227

Gom 0.00 0.02 0.08 0.44 0.05 0.03 0.03 0.03 5.36 2.83 2.24 4.83

Wei 0.00 0.01 0.03 0.09 0.01 0.01 0.01 0.01 1.51 0.98 1.22 1.07

PW4 0.01 0.01 0.03 0.05 0.01 0.01 0.01 0.01 17.4 8.50 8.29 17.3

PW8 0.01 0.03 0.06 0.15 0.01 0.01 0.01 0.01 3.21 2.17 1.81 3.59

Poly 0.00 0.02 0.05 0.16 0.03 0.02 0.04 0.03 3.21 2.39 2.78 4.33



Pazira ET AL 21

0 1 2 3 4

0
1

2
3

4

Gompertz

Zcom βcom

Z
c
o
m

 β
B

F
I

0 1 2 3 4

0
1

2
3

4

Piecewise

Zcom βcom

Z
c
o
m

 β
B

F
I

0 1 2 3 4

0
1

2
3

4

Polynomial

Zcom βcom

Z
c
o
m

 β
B

F
I

0 1 2 3

0
1

2
3

Zcom βcom

Z
c
o
m

 β
W

A
V

0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5

0
.0

0
.5

1
.0

1
.5

2
.0

2
.5

3
.0

3
.5

Zcom βcom

Z
c
o
m

 β
W

A
V

0 1 2 3

0
1

2
3

Zcom βcom

Z
c
o
m

 β
W

A
V

0 1 2 3 4

0
1

2
3

4

Zcom βcom

Z
c
o

m
 β

S
in

g
le

0 1 2 3 4

0
1

2
3

4

Zcom βcom

Z
c
o

m
 β

S
in

g
le

0 1 2 3 4

0
1

2
3

4

Zcom βcom

Z
c
o

m
 β

S
in

g
le

0 5 10 15 20

0
.0

0
.1

0
.2

0
.3

0
.4

0
.5

t

Λ
0
(t

)

Single

WAV

BFI

Com

0 5 10 15 20

0
.0

0
.1

0
.2

0
.3

0
.4

0
.5

t

Λ
0
(t

)

Single

WAV

BFI

Com

0 5 10 15 20

0
.0

0
.1

0
.2

0
.3

0
.4

0
.5

t

Λ
0
(t

)

Single

WAV

BFI

Com

FIGURE B1 All patients were randomly allocated to three medical centers. Scatter plots of 𝒛⊤𝛃𝐵𝐹𝐼 ,
𝒛⊤𝛃𝑊𝐴𝑉 and 𝒛⊤𝛃𝑆𝑖𝑛𝑔𝑙𝑒 against 𝒛⊤𝛃𝐶𝑜𝑚 in the first, second and third row, respectively, for three models:
Gompertz (first column), piecewise constant with four intervals (second column), exponentiated poly-
nomial (third column). Fourth row: estimates of Λ0 in the three models: Gompertz (first plot), piecewise
constant (second plot), exponentiated polynomial (third plot). The priors equal zero mean Gaussian dis-
tributions with diagonal inverse covariance matrices with 𝛾 = 0.01 on the diagonal.
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FIGURE B2Data from four hospitals. Scatter plots of 𝒛⊤𝛃𝐵𝐹𝐼 , 𝒛⊤𝛃𝑊𝐴𝑉 and 𝒛⊤𝛃𝑆𝑖𝑛𝑔𝑙𝑒 against 𝒛⊤𝛃𝐶𝑜𝑚 in the
first, second and third row, respectively, for 3 models: Gompertz (first column), piecewise constant with
four intervals (second column), exponentiated polynomial (third column). Fourth row: estimates of Λ0
in the three models: Gompertz (first plot), piecewise constant (second plot), exponentiated polynomial
(third plot). The priors equal zero mean Gaussian distributions with diagonal inverse covariance matrices
with 𝛾 = 0.1 on the diagonal.
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