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#### Abstract

Deep learning models can exhibit what appears to be a sudden ability to solve a new problem as training time $(T)$, training data $(D)$, or model size $(N)$ increases, a phenomenon known as emergence. In this paper, we present a framework where each new ability (a skill) is represented as a basis function. We solve a simple multi-linear model in this skill-basis, finding analytic expressions for the emergence of new skills, as well as for scaling laws of the loss with training time, data size, model size, and optimal compute $(C)$. We compare our detailed calculations to direct simulations of a two-layer neural network trained on multitask sparse parity, where the tasks in the dataset are distributed according to a power-law. Our simple model captures, using a single fit parameter, the sigmoidal emergence of multiple new skills as training time, data size or model size increases in the neural network.


## 1 Introduction

Large language models (LLMs) can exhibit rapid (on a log scale) transitions where they acquire the ability (or skill) to solve a new task as the number of parameters, the training dataset size, or the amount of training time is scaled up. This phenomenon has been dubbed emergence [1-4], and has attracted a lot of recent attention. It motivates the costly drive to train ever larger models on ever larger datasets, in the hope that new skills will emerge. It also motivates theoretical studies with the goal that LLMs can be made more predictable and safer in the future. While the concept of emergence has been critiqued on the grounds that the sharpness of the transition to acquiring a new skill may be sensitive to the measure being used [5], the observation that important new skills are learned for larger models that appear not to be present in smaller ones is robustly established. These results raise many challenging questions such as: What triggers the appearance of complex new skills as models scale up? Can we predict when new skills will be acquired? These questions are complicated by difficulties in formally defining skills or capabilities [6], and by our general lack of understanding of the internal representations of deep neural networks [7].

Another widely observed property of deep learning models is that the loss improves predictably as a power-law in the number of data points or number of model parameters or simply in the amount of compute thrown at a problem. Such phenomenon are called neural scaling laws [8, 9], and have been widely observed across different architectures and datasets [10-15]. While the scaling exponents can depend on these details, the general phenomenon of scaling appears to be remarkably robust. This raises many interesting questions such as: What causes the near-universal scaling behaviour? How does the continuous scaling of the loss relate to the discontinuous emergence of new skills?

A challenge in answering the questions raised by the phenomena of emergence and scaling laws arises from the enormous scale and expense of training cutting-edge modern LLMs, which are optimized for commercial applications, and not for answering scientific questions about how they work. One way that progress can be made is to study simpler dataset/architecture combinations that are more tractable. The current paper is inspired in part by recent work in this direction that proposed studying emergence in learning the sparse parity problem $[16,17]$, which is easy to define, but known to be computationally hard. In particular, Michaud et al. [17] introduce the multiple unique sparse parity

[^0]problem - where tasks are distributed in the data through a power-law distribution of frequencies as a proxy for studying emergence and neural scaling in LLMs. For this data set, the authors were able to empirically measure and schematically derive scaling laws as a function of training steps $(T)$, parameters $(N)$, and training samples $(D)$. They also directly observed the emergence of new skills with increasing $T$, showing how smooth neural scaling laws can arise by averaging over many individual cases of the emergence of new skills.

Here we define a basis of orthogonal functions for the multitask sparse parity problem. Each basis function corresponds to a skill that can be learned, and their respective frequencies are distributed following a power law with exponent $\alpha+1$. We then propose a simple multilinear expansion in these orthogonal functions that introduces a layered structure reminiscent of neural networks and gives rise to the stage-like training dynamics [18]. With our simple model, we can analytically calculate full scaling laws, including pre-factors, as a function of data exponent $\alpha, T, D, N$, and optimal compute $C$. Our simple model can, with just one parameter calibrated to the emergence of the first skill, predict the ordered emergence of multiple skills in a 2-layer neural network. We summarize our contributions:

1. Skills as basis functions. We establish a framework for investigating emergence by representing skills as orthogonal functions that form a basis in function space (Section 2). We apply our methods to controlled experiments on the multitask sparse parity dataset.
2. Multilinear model. We propose an analytically tractable model that is expanded in the basis of skill functions, and is multilinear with respect to its parameters so that it possesses a layerwise structure (Section 3). The multilinear nature of the model produces non-linear dynamics, and the orthogonal basis decouples the dynamics of each skill.
3. Scaling laws. We employed both intuitive (Section 4, Section 5, and Appendix D) and rigorous (Appendix J) derivations of scaling laws for our multilinear model, relating the model's performance to training time $(T)$, dataset size $(D)$, number of parameters $(N)$, and optimal compute $(C=N \times T)$. We show that the scaling exponents for these factors are $-\alpha /(\alpha+1),-\alpha /(\alpha+1)$, $-\alpha,-\alpha /(\alpha+2)$, respectively, where $\alpha+1$ is the exponent of the power-law (Zipfian) input data.
4. Predicting emergence. We demonstrate that our multilinear model captures the skill emergence of a 2-layer NN for varying training time, dataset size, and number of trainable parameters. Our results show that the multilinear model, calibrated only on the first skill, can predict the emergence of subsequent skills in the 2-layer NN, see Fig. 1 and Section 6.


Figure 1: Predicting Emergence. The skill strength $\mathcal{R}_{k}$, defined as the $k^{\text {th }}$ coefficient if a model is expanded in the basis of the skill functions $\left(g_{k} \mathrm{~s}\right)$, measures how well the $k^{\text {th }}$ skill is learned, and is plotted against (a) time $T$, (b) data set size $D$, and (c) number of parameters $N . \mathcal{R}_{k}$ is normalized by the target scale $S$ such that $\mathcal{R}_{k} / S=1$ means zero skill loss. The dashed lines show the abrupt growth - emergence - of 5 skills for a 2-layer NN (Appendix I) trained on the multitask sparse parity problem with data power-law exponent $\alpha=0.6$. Solid lines are the predictions (Eqs. (37), (40) and (44), respectively) from our multilinear model calibrated on the first skill (blue) only.

| Skill idx $(I)$ | Control bits | Skill bits $(X)$ | $y$ | $M(i, x)$ | $g_{1}(i, x)$ | $g_{2}(i, x)$ | $\ldots$ | $g_{n_{s}}(i, x)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 10000000 | 110011000001010 | $S$ | $[1,1,0]$ | 1 | 0 | $\ldots$ | 0 |
| 1 | 10000000 | 100110010100011 | $-S$ | $[0,1,0]$ | -1 | 0 | $\ldots$ | 0 |
| $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ |
| 2 | 01000000 | 001101010110101 | $-S$ | $[0,0,1]$ | 0 | -1 | $\ldots$ | 0 |
| $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ |
| $n_{s}$ | 00000001 | 001001001001100 | $-S$ | $[1,1,1]$ | 0 | 0 | $\ldots$ | -1 |

Table 1: Multitask sparse parity dataset and skill basis functions. The control bits $n_{s}$ are onehot vectors encoding specific parity tasks, indexed in the first column. The frequency of the distinct parity tasks follows a rank-frequency distribution with an inverse power law relation. The skill bits are binary strings. The $y$ column shows the target scale $S$ multiplied by the resulting parity computed from $m=3$ bits (highlighted in colors), which form the subset $M(i, x)$. The last columns show the values of the skill basis functions $g_{k}(i, x)$, defined in Eq. (2).

Related works. Focusing on data scaling, Hutter [19] develops a model with a discrete set of features. Under the assumption of a Zipfian distribution of features, this model demonstrates that the error decreases as a power law with increasing data size. In a related vein, Michaud et al. [17] propose a model of neural scaling laws in which the loss is decomposed into a sum over 'quanta'. Their model aims to reconcile the apparent discrepancy between loss metrics' regular power-law scaling and novel capabilities' abrupt development in large-scale models. Various other models for neural scaling laws have been proposed in recent research, including connecting neural scaling exponents to the data manifold's dimension [20] and their relation with kernels [21], proposing solvable random-feature models [22, 23], and developing data scaling models using kernel methods [24-26]. Closely related to the study of neural scaling laws is the understanding of emergent abilities in large language models. Several studies [1-4] document examples of such emergent abilities. ${ }^{1}$ Arora and Goyal [28] propose a framework for the emergence of tuples of skills in language models, in which the task of predicting text requires combining different skills from an underlying set of language abilities. Okawa et al. [29] demonstrate that a capability composed of smoothly scaling skills will exhibit emergent scaling due to the multiplicative effect of the underlying skills' performance. Other works related to the skill acquisition include Yu et al. [30], who introduce a new evaluation to measure the ability to combine skills and develop a methodology for grading such evaluations, and Chen et al. [31], who formalize the notion of skills and their natural acquisition order in language models. Throughout this work, we consider the infinite data regime, such that the optimizer only sees 'fresh' samples at each iteration step, and there is no distinction between training and test losses. This contrasts with the grokking phenomenon [32], which also exhibits sigmoid-shape curves but is related to a discrepancy between the model's train and test behavior.

## 2 Setup

In this section, we define the multitask sparse parity problem under the mean-squared error (MSE) loss. We represent skills as orthogonal functions and measure their strength in a model by calculating the linear correlation between the model output and the skill basis functions. For a comprehensive list of notations used in this work, refer to the glossary in Appendix A.

Multitask sparse parity problem. In the sparse parity problem, $n_{b}$ skill bits are presented to the model. The target function is a parity function applied to a fixed subset of the input bits. The model must detect the relevant $m<n_{b}$ sparse bits and return the parity function on this subset $(M(i, x)$, see Table 1). Michaud et al. [17] introduced the multitask sparse parity problem by introducing $n_{s}$ unique sparse parity variants - or skills - with different sparse bits (for a representation, see Table 1).

[^1]Each skill is represented in the $n_{s}$ control bits as a one-hot string, and the model must solve the specific sparse parity task indicated by the control bits (for more details, see Appendix B.1).

The $n_{s}$ skills (random variable $I \in\left\{1,2, \ldots, n_{s}\right\}$ ) follow a power law (Zipfian ${ }^{2}$ ) distribution $\mathcal{P}_{s}$, and the skill bits (random variable $X \in\{0,1\}^{n_{b}}$ ) are uniformly distributed. Because $\mathcal{P}_{s}$ and $\mathcal{P}_{b}$ are independent, the input distribution $\mathcal{P}(I, X)$ follows a product of two distributions:

$$
\begin{equation*}
\mathcal{P}_{s}(I=i):=\frac{i^{-(\alpha+1)}}{\sum_{j}^{n_{s}} j^{-(\alpha+1)}}, \quad \mathcal{P}_{b}(X=x):=2^{-n_{b}}, \quad \mathcal{P}(I, X):=\mathcal{P}_{s}(I) \mathcal{P}_{b}(X) \tag{1}
\end{equation*}
$$

We denote $A=\left(\sum_{j=1}^{n_{s}} j^{-(\alpha+1)}\right)^{-1}$ so that $\mathcal{P}_{s}(i):=A i^{-(\alpha+1)}$.
Skill basis functions. We represent the $k^{t h}$ skill as a function $g_{k}:\{0,1\}^{n_{s}+n_{b}} \rightarrow\{-1,0,1\}$ that returns the parity $(\{-1,1\})$ on the $k^{t h}$ skill's sparse bits if $i=k$, but returns 0 if the control bit mismatches that of the $k^{t h}$ skill $(i \neq k)$ :

$$
g_{k}(i, x):=\left\{\begin{array}{cc}
(-1)^{\sum_{j} M_{j}(i, x)} & \text { if } i=k  \tag{2}\\
0 & \text { otherwise }
\end{array}\right.
$$

where $M:\{0,1\}^{n_{s}+n_{b}} \rightarrow\{0,1\}^{m}$ is the map that selects the relevant sparse bits for the $i^{t h}$ skill (Table 1). Note that different skill functions have 0 correlation as the supports of skills functions are mutually exclusive:

$$
\begin{equation*}
g_{k}(i, x) g_{k^{\prime}}(i, x)=\delta_{i, k} \delta_{k, k^{\prime}} . \tag{3}
\end{equation*}
$$

The target function. The target function is a sum over $n_{s}$ skill functions multiplied by a target scale $S$ :

$$
\begin{equation*}
f^{*}(i, x):=S \sum_{k=1}^{n_{s}} g_{k}(i, x) \tag{4}
\end{equation*}
$$

The target scale $S$ is the norm of the target function $\left(\mathbf{E}_{I, X}\left[f^{*}(I, X) f^{*}(I, X)\right]=S^{2}\right)$. Note that the skill functions serve as 'features' or countable basis for describing the target function as in [19].

Loss. We use MSE loss For analytic tractability:

$$
\begin{equation*}
\mathcal{L}:=\frac{1}{2} \mathbf{E}_{X, I}\left[\left(f^{*}(I, X)-f(I, X)\right)^{2}\right] \tag{5}
\end{equation*}
$$

where $f$ is the function expressed by a given model. We define the skill loss $\mathcal{L}_{k}$ as the loss when only the $k^{t h}$ skill is given, formulated as

$$
\begin{equation*}
\mathcal{L}_{k}:=\frac{1}{2} \mathbf{E}_{X}\left[\left(f^{*}(I=k, X)-f(I=k, X)\right)^{2}\right] \tag{6}
\end{equation*}
$$

Then the total loss can be expressed as a sum of $\mathcal{L}_{k}$ weighted by their skill frequencies $\mathcal{P}_{s}(I=k)$ :

$$
\begin{align*}
\mathcal{L} & =\frac{1}{2} \sum_{k=1}^{n_{s}} \mathcal{P}_{s}(I=k) \mathbf{E}_{X}\left[\left(S g_{k}(I=k, X)-f(I=k, X)\right)^{2}\right]  \tag{7}\\
& =\sum_{k=1}^{n_{s}} \mathcal{P}_{s}(I=k) \mathcal{L}_{k} \tag{8}
\end{align*}
$$

Skill strength. The skill strength or the linear correlation between the $k^{t h}$ skill $\left(g_{k}\right)$ and a function expressed by the model at time $T\left(f_{T}\right)$ is

$$
\begin{equation*}
\mathcal{R}_{k}(T):=\mathbf{E}_{X}\left[g_{k}(I=k, X) f_{T}(I=k, X)\right] \tag{9}
\end{equation*}
$$

[^2]The skill strength $\mathcal{R}_{k}$ is the $k^{t h}$ coefficient if a model is expanded on the basis of the skill functions $\left(g_{k} \mathrm{~s}\right)$. The skill strength, like the test loss, can be accurately approximated (see Appendix I.2). The skill loss $\mathcal{L}_{k}$ (Eq. (6)) can be expressed by the skill strength and the norm of the learned function for $I=k$ :

$$
\begin{align*}
\mathcal{L}_{k}(T) & =\frac{1}{2} \mathbf{E}_{X}\left[\left(S g_{k}(I=k, X)-f_{T}(I=k, X)\right)^{2}\right]  \tag{10}\\
& =\frac{1}{2}\left(S^{2}+\mathbf{E}_{X}\left[f_{T}(I=k, X)^{2}\right]-2 S \mathcal{R}_{k}\left(f_{T}\right)\right) . \tag{11}
\end{align*}
$$

The skill loss becomes 0 if and only if $f_{T}(I=k, X)=S g_{k}(I=k, X)$.

Experimental setting. We experiment with a 2-layer fully connected neural network (NN) with ReLU activations. The NN receives the $n_{s}+n_{b}$ bits as inputs and outputs a scalar $\left(\{0,1\}^{n_{s}+n_{b}} \rightarrow \mathbb{R}\right)$. In most of the experiments, the NN is trained with stochastic gradient descent (SGD) with width 1000, using $n_{s}=5, m=3$, and $n_{b}=32$, unless otherwise stated. See Appendix I for details.

## 3 Multilinear Model

We propose a simple multilinear model - multilinear with respect to the parameters - with the first $N$ most frequent skill functions $g_{k}(i, x)$ as the basis functions (features):

$$
\begin{equation*}
f_{T}(i, x ; a, b)=\sum_{k=1}^{N} a_{k}(T) b_{k}(T) g_{k}(i, x), \tag{12}
\end{equation*}
$$

where $a, b \in \mathbb{R}^{N}$ are the parameters. The model has built-in skill functions $g_{k}$ - which transform control bits and skill bits into the parity outputs of each skill - so the model only needs to scale the parameters to $a_{k} b_{k}=S$. The multilinear structure (Fig. 2(a)) is similar to the layered structure of NNs and gives rise to the stage-like training dynamics (Section 4) different from that of linear models. ${ }^{3}$ A similar model and its dynamics have been studied by Saxe et al. [18] in the context of linear neural networks; see Appendix B. 2 for details.

Note that $a_{k}(T) b_{k}(T)$ is equivalent to the skill strength $\mathcal{R}_{k}$ in Eq. (9):

$$
\begin{equation*}
a_{k}(T) b_{k}(T)=\mathbf{E}_{X}\left[g_{k}(I=k, X) f_{T}(I=k, X)\right]=\mathcal{R}_{k}(T) \tag{13}
\end{equation*}
$$

For the multilinear model, we can express the skill loss in Eq. (10) as a function of $\mathcal{R}_{k}$ :

$$
\begin{equation*}
\mathcal{L}_{k}(T)=\frac{1}{2}\left(S-\mathcal{R}_{k}(T)\right)^{2} \tag{14}
\end{equation*}
$$

Assuming that we are training the model on $D$ samples from $\mathcal{P}(I, X)$, the dynamics of each skill $\left(\mathcal{R}_{k}\right)$ is decoupled because $g_{k} s^{\prime}$ supports are mutually exclusive (Eq. (3)). The empirical loss on $D$ samples can be decomposed into the sum of empirical skill losses, which only depends on their respective $\mathcal{R}_{k}$ (see Appendix C.1):

$$
\begin{equation*}
\mathcal{L}^{(D)}=\sum_{k=1}^{n_{s}} \mathcal{L}_{k}^{(D)}=\frac{1}{2 D} \sum_{k=1}^{n_{s}} d_{k}\left(S-\mathcal{R}_{k}\right)^{2} \tag{15}
\end{equation*}
$$

where $d_{k}$ is the number of samples of the $k^{t h}$ skill (i.e. number of samples $(i, x)$ with $\left.g_{k}(i, x) \neq 0\right)$. Now, we can independently solve each skill's dynamics under gradient descent.

[^3]Decoupled dynamics of the multilinear model. Assuming small and positive initialization $(0<$ $\left.\mathcal{R}_{k}(0) \ll S\right)$, the $k^{\text {th }}$ skill strength $\left(\mathcal{R}_{k}(T)\right)$ follows

$$
\begin{equation*}
\frac{1}{S}=\frac{\mathcal{R}_{k}(T)}{1+\left(\frac{S}{\mathcal{R}_{k}(0)}-1\right) e^{-2 \eta \frac{d_{k}}{D} S T}} \tag{16}
\end{equation*}
$$

where $\eta$ is the learning rate, $D$ is the number of training samples, and $d_{k}$ is the number of samples of the $k^{\text {th }}$ skill (i.e. number of samples $(i, x)$ with $\left.g_{k}(i, x) \neq 0\right)$.
Proof See Appendix C.1.
The skill strength in Eq. (16) is a sigmoid function in time and smaller $d_{k} / D$, which becomes $\mathcal{P}_{s}(I=k)$ for $D \rightarrow \infty$, results in a delayed growth (Fig. 2(b)). For the connection to linear neural networks [18], see Fig. 7 in Appendix B.2.

(a) Multilinear model illustration

$$
-d_{1} / D=0.5 \quad-d_{2} / D=0.2 \quad-d_{3} / D=0.1
$$


(b) Decoupled dynamics

Figure 2: Multilinear model. (a): An illustration of the multilinear model which is multilinear in terms of parameters, generating a layerwise structure. The model has the skill functions $g_{k} \mathrm{~s}$ as basis functions. (b): The dynamics of the multilinear model are decoupled and each skill strength $\left(\mathcal{R}_{k}\right)$ shows a sigmoidal growth in time. Note that skills with lower frequency have a more delayed growth.

## 4 Stage-like training: intuitive derivation of the scaling laws

In this section, we define stage-like training - one skill is completely learned before the next skill initiates learning (Fig. 2(b)) - show under what conditions it occurs, and provide an example of how stage-like training results in the time scaling law. This section offers intuition on how the layerwise structure shared by NNs and our model can result in empirically observed scaling laws. Readers may skip this section as the scaling laws for our model (Section 5) can be shown without the stage-like training assumption. Still, it provides intuition for the discussion on NN dynamics in Section 6 and explains how the model in [17] may arise from the NN dynamics.

In Fig. 2(b), we observe the stage-like training in which one skill saturates (reaches $\mathcal{R}_{k} / S \approx 1$ ) before the next skill initiates its emergence. To quantify this behavior, we define two intervals for each skill (see Fig. 3(a)):

- The emergent time $\tau_{k}^{(e)}(\epsilon)$ : the time for $\mathcal{R}_{k} / S$ to reach $\epsilon$;
- The saturation time $\tau_{k}^{(s)}(\epsilon)$ : the time for $\mathcal{R}_{k} / S$ to saturate from $\epsilon$ to $1-\epsilon$.

Using the dynamics equation (Eq. (16)) and that $d_{k} / D \rightarrow \mathcal{P}_{s}(k)$, the emergent time and saturation time of the $k^{t h}$ skill becomes

$$
\begin{equation*}
\tau_{k}^{(e)}(\epsilon)=\frac{1}{2 \eta \mathcal{P}_{s}(k) S} \ln \left(\frac{\frac{S}{\mathcal{R}_{k}(0)}-1}{\frac{1}{\epsilon}-1}\right) \propto k^{\alpha+1}, \quad \tau_{k}^{(s)}(\epsilon)=\frac{1}{\eta \mathcal{P}_{s}(k) S} \ln \left(\frac{1}{\epsilon}-1\right) \propto k^{\alpha+1} . \tag{17}
\end{equation*}
$$



Figure 3: Stage-like training. The multilinear model is trained on the multitask sparse parity problem with $\alpha=0.6$. (a): Skill strength of the model as a function of time. The emergent time $\tau_{k}^{(e)}(\epsilon)$ is the time required for the $k^{t h}$ skill to reach $\mathcal{R}_{k} / S=\epsilon$. The saturation time $\tau_{k}^{(s)}(\epsilon)$ is the time required for $\mathcal{R}_{k} / S$ to saturate from $\epsilon$ to $1-\epsilon$. The model shows stage-like training if the emergent time interval $\tau_{k+1}^{(e)}(\epsilon)-\tau_{k}^{(e)}(\epsilon)$ is larger than the saturation time $\tau_{k}^{(s)}(\epsilon)$ for sufficiently small $\epsilon$ ( 0.05 in the figure). (b): The loss as a function of time for the same system as (a). For stage-like training, the change in the loss for the $k^{t h}$ emergence is $\mathcal{L}_{k}+\mathcal{O}(\epsilon)$ and the interval for the next emergence is $\Delta \tau^{(e)}(\epsilon)=\tau_{k+1}^{(e)}(\epsilon)-\tau_{k}^{(e)}(\epsilon)$.

For sufficiently small initialization $\left(\mathcal{R}_{k}(0) \ll S\right)$, we get a stage-like training:

$$
\begin{equation*}
\tau_{k}^{(s)}(\epsilon)<\tau_{k+1}^{(e)}(\epsilon)-\tau_{k}^{(e)}(\epsilon), \quad \epsilon \ll 1 \tag{18}
\end{equation*}
$$

In other words, the model finishes learning (saturating) the $k^{t h}$ skill before starting to learn (emerging) the next skill (Fig. 3(a)). The emergent interval between the $k$ and $k+1$ skills relative to the $\tau_{k}^{(e)}(\epsilon)$ is

$$
\begin{align*}
\frac{\Delta T}{T} & =\frac{\tau_{k+1}^{(e)}(\epsilon)-\tau_{k}^{(e)}(\epsilon)}{\tau_{k}^{(e)}(\epsilon)}=\frac{(k+1)^{\alpha+1}-k^{\alpha+1}}{k^{\alpha+1}}  \tag{19}\\
& =(\alpha+1) k^{-1}+\mathcal{O}\left(k^{-2}\right) \tag{20}
\end{align*}
$$

Accordingly, at $\tau_{k}^{(e)}(\epsilon)$, all skills with index up to but not including $k$ have saturated ( $\mathcal{R}_{i<k} \approx S$ ), or equivalently $\mathcal{L}_{i<k} \approx 0$ (Eq. (14)). The total loss, the sum of $\mathcal{L}_{k}$ weighted by $\mathcal{P}_{s}(k) \propto k^{-(\alpha+1)}$ (Eq. (8)), becomes $\sum_{j=k}^{\infty} \mathcal{P}_{s}(I=j) S^{2} / 2$ (see Fig. 3(b)). The saturation of the $k^{t h}$ skill results in a loss difference of $\mathcal{P}_{s}(I=k) S^{2} / 2$. Thus, we obtain

$$
\begin{align*}
\frac{\Delta \mathcal{L}}{\mathcal{L}} & \approx \frac{\mathcal{P}_{s}(I=k)}{\sum_{j=k}^{\infty} \mathcal{P}_{s}(I=j)}=-\frac{k^{-(\alpha+1)}}{\sum_{j=k}^{\infty} j^{-(\alpha+1)}} \approx-\frac{k^{-(\alpha+1)}}{\int_{k}^{\infty} j^{-(\alpha+1)} d j}  \tag{21}\\
& =-\alpha k^{-1}+\mathcal{O}\left(k^{-2}\right) \tag{22}
\end{align*}
$$

Assuming $k \gg 1$ and combining Eq. (22) and Eq. (20) to the largest order, we have the equation for the power law with exponent $-\alpha /(\alpha+1)$ in Fig. 4(a, i):

$$
\begin{equation*}
\frac{\Delta \mathcal{L}}{\mathcal{L}}=-\frac{\alpha}{\alpha+1} \frac{\Delta T}{T} \tag{23}
\end{equation*}
$$

When the condition $k \gg 1$ is no longer met, typically for small $T$, the model deviates from the power-law, as evident in the top left region of Fig. 4(a,i). This behavior is further illustrated by the reversed-sigmoidal shape of $\mathcal{L}$ in Fig. 3(b).

If the stage-like training holds for any resource (e.g., time, data, or parameters), the scaling law can be derived using the ratio of change in loss per skill (Eq. (22)) and the ratio of change with respect to
the resource (given by the emergent time in Eq. (20)). Although the stage-like training dynamics may not occur in real-world scenarios, studying the layerwise dynamics and the stage-like training behavior that emerges from the power-law input distribution $\left(\mathcal{P}_{s}\right)$ offers insights into the emergence of skills in NNs that possess this layerwise structure.

## 5 Scaling laws

In this section, we derive the scaling laws of our multilinear model (Section 3) for time $(T)$, data $(D)$, parameters $(N)$ and optimal compute $(C)$. For analytical tractability, we define compute as $C:=T \times N[23]$. Table 2 shows a summary of the scaling laws. Note that we achieve the same scaling laws as in Hutter [19] for $D$ and in Michaud et al. [17] for $T, D$, and $N$. Assuming $0<\alpha<1$, the exponents are consistent with the small power-law exponents reported in large-scale experiments, see, e.g., $[9,14,33]$.

Using Eqs. (7), (14) and (16), we have the loss as a function of time $(T)$, data $(D)$, parameters $(N)$, and the number of observations for each skill $\left[d_{1}, \cdots, d_{n_{s}}\right]$ :

$$
\begin{equation*}
\mathcal{L}=\frac{S^{2}}{2} \sum_{k=1}^{N} \mathcal{P}_{s}(k) \frac{1}{\left(1+\left(\frac{S}{\mathcal{R}_{k}(0)}-1\right)^{-1} e^{2 \eta \frac{d_{k}}{D} S T}\right)^{2}}+\frac{S^{2}}{2} \sum_{k=N+1}^{n_{s}} \mathcal{P}_{S}(k) \tag{24}
\end{equation*}
$$

Under suitable assumptions (for example, we take $D, N \rightarrow \infty$ for the $T$ scaling law), we can use Eq. (24) to derive how $\mathcal{L}$ scales respect to $T, D, N$, and $C$ (Table 2). Figure 4 shows the empirical scaling laws for $T, D$, and $N$, while Fig. 5 shows the empirical scaling for optimal compute $C$ where model sizes $(N)$ and training times $(T)$ are chosen optimally to minimize the loss for given compute budget $(C)$. Details of the intuitive derivations for the scaling laws are provided in Appendix D, while a rigorous approach (including error bounds) is presented in Appendix J.


Figure 4: Scaling laws. The learning curve ( $\mathcal{L}$ is the MSE loss) of the multilinear model (solid) and the respective power-law (dotted) for (a) time $T$, (b) data $D$, and (c) parameters $N$. Lower left legends show the condition and exponent for each scaling law. For the derivation of the exponents of the scaling laws, see Appendix D. For a rigorous derivation including the prefactors, see Appendix J.

### 5.1 Time scaling law

As previously discussed, when the initialization is sufficiently small, we can derive the time scaling law in Eq. (23) using the stage-like training condition in Eq. (18). However, for our model, it is possible to derive the time scaling law without relying on the stage-like assumption. We first assume the time as the bottleneck and take $N, D \rightarrow \infty$. By using Eq. (14) and the decoupled dynamics of the skill loss (Eq. (16)), each skill loss $\mathcal{L}_{k}$ becomes a function solely dependent on $k^{-(\alpha+1)} T$. This establishes a relationship between the derivatives of the skill loss with respect to $k$ and $T$.

| Bottleneck | Time | Data | Parameter | Exponent |
| :---: | :---: | :---: | :---: | :---: |
| Time $(T)$ | $T$ | $\infty$ | $\infty$ | $-\alpha /(\alpha+1)$ |
| Data $(D)$ | $\infty$ | $D$ | $\infty$ | $-\alpha /(\alpha+1)$ |
| Parameter $(N)$ | $\infty$ | $\infty$ | $N$ | $-\alpha$ |
| Compute $(C)$ | $C^{(\alpha+1) /(\alpha+2)}$ | $\infty$ | $C^{1 /(\alpha+2)}$ | $-\alpha /(\alpha+2)$ |

Table 2: Summary of the scaling laws. The leftmost column shows the bottleneck of the scaling law. The middle three columns show the resource values in terms of the bottleneck (either taken to infinity or proportional to the bottleneck). The last column shows the scaling exponent for the loss as power-law of the bottleneck where $\alpha+1$ is the exponent of the Zipfian input data (Eq. (1)). For a detailed derivation, see Appendix D.

$$
\begin{equation*}
\mathcal{L}_{k}=\frac{S^{2}}{2\left(1+\left(\frac{S}{\mathcal{R}_{k}(0)}-1\right)^{-1} e^{2 \eta A k^{-(\alpha+1)} S T}\right)^{2}}, \quad \frac{d \mathcal{L}_{k}}{d T}=-\frac{k}{(\alpha+1) T} \frac{d \mathcal{L}_{k}}{d k} \tag{25}
\end{equation*}
$$

where $d_{k} / D \rightarrow \mathcal{P}_{s}$ for $D \rightarrow \infty$ and $A$ is the normalization constant for the distribution of skills $\mathcal{P}_{s}$ in Eq. (1). For the total loss, we approximate the sum in Eq. (8) by an integral and differentiate with respect to $T$, which can be integrated by parts using Eq. (25) to give the scaling law:

$$
\begin{equation*}
\frac{d \mathcal{L}}{d T} \approx \int_{1}^{\infty} A k^{-(\alpha+1)} \frac{d \mathcal{L}_{k}}{d T} d k=-\frac{1}{(\alpha+1) T} \int_{1}^{\infty} A k^{-\alpha} \frac{d \mathcal{L}_{k}}{d k} d k \approx-\frac{\alpha}{(\alpha+1)} \frac{\mathcal{L}}{T} \tag{26}
\end{equation*}
$$

where the last approximation requires large $T$. We can rearrange the equation above to obtain the time scaling law with exponent $-\alpha /(\alpha+1)$ as in Fig. 4(a). For details of the derivation and the finite correction of the scaling law for small $\alpha$, see Appendix D.2.

### 5.2 Data scaling law

The data scaling law assumes $T \rightarrow \infty$ and $N \rightarrow \infty$ with data as the bottleneck. From the dynamics of the multilinear model (Eq. (16)) and the relationship between skill loss and skill strength (Eq. (14)), we can show that our model is a one-shot learner:

One shot learner. Given that $N>k, T \rightarrow \infty$, and $d_{k}$ is the number of samples from the training set with $g_{k}(i, x) \neq 0$, the $k^{\text {th }}$ skill loss after training is

$$
\mathcal{L}_{k}(\infty)=\left\{\begin{array}{cl}
0 & : d_{k}>0  \tag{27}\\
\left(S-\mathcal{R}_{k}(0)\right)^{2} / 2 \approx S^{2} / 2 & : d_{k}=0
\end{array}\right.
$$

Proof Follows trivially from Eq. (15), see Appendix C.2.
Our model requires only one sample from the $k^{t h}$ skill to learn such a skill, similar to how language models are few-shot learners at inference. ${ }^{4}$ The model can one-shot learn a skill since it has $g_{k}$ as the basis functions, and the dynamics among different skills are decoupled. A similar one-shot learner has been studied in Hutter [19] where the error depends on a single 'observation' of a feature.

Because the $k^{t h}$ skill loss only depends on $d_{k}$ (number of observations for the $k^{t h}$ skill), we can calculate the expectation of the skill loss for $D$ data points from $P_{\text {observed }}(k \mid D)$ or the probability that $d_{k}>0$ :

$$
\begin{equation*}
P_{\text {observed }}(k \mid D)=1-\left(1-\mathcal{P}_{s}(k)\right)^{D}, \quad \mathbf{E}_{D}\left[\mathcal{L}_{k}\right]=\frac{1}{2} S^{2}\left(1-P_{\text {observed }}(k \mid D)\right) \tag{28}
\end{equation*}
$$

where the expectation $\mathbf{E}_{D}$ is over all possible training sets of size $D$. Using Eq. (8) and Eq. (28), the total loss is

$$
\begin{equation*}
\mathbf{E}_{D}[\mathcal{L}]=\frac{1}{2} S^{2} \sum_{k=1}^{\infty}\left(1-\mathcal{P}_{s}(k)\right)^{D} \mathcal{P}_{s}(k) \approx \frac{1}{2} S^{2} A \int_{1}^{\infty}\left(1-A k^{-(\alpha+1)}\right)^{D} k^{-(\alpha+1)} d k \tag{29}
\end{equation*}
$$

[^4]where $A$ is the normalization constant for $\mathcal{P}_{s}(k)$ in Eq. (1). We can express the loss difference for an additional data point $\Delta \mathcal{L}=\mathbf{E}_{D+1}[\mathcal{L}]-\mathbf{E}_{D}[\mathcal{L}]$ as an integral over $k$ :
\[

$$
\begin{equation*}
\Delta \mathcal{L} \approx-\frac{1}{2} \alpha S^{2} A \int_{1}^{\infty}\left(1-A k^{-(\alpha+1)}\right)^{D} k^{-2(\alpha+1)} d k \tag{30}
\end{equation*}
$$

\]

We can calculate $\Delta \mathcal{L}$ with integration by parts and express the terms with $\Delta \mathcal{L}$ and $\mathbf{E}_{D}[\mathcal{L}]$ to obtain the following relationship for $D \gg 1$ :

$$
\begin{equation*}
\frac{\Delta \mathcal{L}}{\mathbf{E}_{D}[\mathcal{L}]} \approx-\frac{\alpha}{(\alpha+1)} \frac{\Delta D}{D} \tag{31}
\end{equation*}
$$

The equation above is the data scaling law with exponent $-\alpha /(\alpha+1)$ (Fig. $4(\mathrm{~b})$ ), which agrees with previous works, see, e.g., $[17,19,26]$. For the details of the derivation, see Appendix D.3.

### 5.3 Parameter scaling law

The parameter scaling law assumes $T \rightarrow \infty$ and $D \rightarrow \infty$, with the parameters $N<n_{s}$ as the bottleneck. Because our model is a one-shot learner (Eq. (27)), learning of the $k^{t h}$ skill only depends on the existence of $g_{k}$ in the model; the model with $\left[g_{1}, \cdots, g_{N}\right]$ will learn all $k \leq N$ skills with $\mathcal{L}_{k}=0$.

Equivalence between a basis function and a skill. Given $T, D \rightarrow \infty$ and if the multilinear model has the $N$ most frequent skill functions as a basis,

$$
\mathcal{L}_{k}(\infty)=\left\{\begin{array}{cl}
0 & : k \leq N  \tag{32}\\
S^{2} / 2 & : k>N
\end{array}\right.
$$

Proof Follows trivially from Eq. (15), see Appendix C.3.
Using Eq. (32) and Eq. (7), we can express the total loss as function of $N$ :

$$
\begin{equation*}
\mathcal{L} \approx \frac{S^{2}}{2} \int_{N+1}^{\infty} A k^{-(\alpha+1)} d k \propto(N+1)^{-\alpha} \tag{33}
\end{equation*}
$$

By approximating $N \approx N+1$ for $N \gg 1$, we obtain the power law with exponent $-\alpha$ (Fig. 4(c)).

### 5.4 Scaling law for compute optimal performance

Assuming $D \rightarrow \infty$ and ignoring the constant factors, we approximate the loss in Eq. (24) as

$$
\begin{equation*}
\mathcal{L} \approx T^{-\alpha / \alpha+1}+N^{-\alpha} \tag{34}
\end{equation*}
$$

where we approximate the first term in Eq. (24) (first $N$ skills bottlenecked by time) with the time scaling law and the second term in Eq. (24) $\left(n_{s}-N\right.$ unlearned skills bottlenecked from the lack of basis functions) with the parameter scaling law. By Lagrangian multiplier, we can show that optimal compute $C$ is achieved when $T \propto N^{\alpha+1}$. Intuitively, the optimal allocation $T \propto N^{\alpha+1}$ is when $T$ is just enough to learn the first $N$ skills as the emergent and saturation times of the $N^{t h}$ skill is proportional to $T^{\alpha+1}$ (Eq. (17)). Plugging in the relationship between $T$ and $N$ for optimal $C$ in Eq. (34), we get

$$
\begin{equation*}
\mathcal{L} \propto C^{-\alpha /(\alpha+2)} \tag{35}
\end{equation*}
$$

In Fig. 5, we plot the loss as the function of $C$ for various $N$ and observe that optimal $C$ follows the scaling law (Eq. (35)). The derivation for Eq. (35) from Eq. (34) is provided in Appendix D.4, but the justification of Eq. (34) requires a more formal approach, which is given in Appendix J (for relevant theorems, see Theorems 1 to 3 ; for the summary, see Corollaries 3 and 4).


Figure 5: Scaling law for optimal compute. The solid lines are the learning curves of the multilinear model as a function of compute $C=T \times N$ with varying parameters $N$ from $10^{1}$ (top plateau) to $10^{4}$ (bottom plateau). A tradeoff between $N$ and $T$ exists for fixed $C$ : smaller $N$ trains faster but plateaus after learning all $N$ skills while larger $N$ can achieve smaller loss at a slower pace. The dotted lines show the optimal loss for given compute $C$, which follows a power law with exponent $-\alpha /(\alpha+2)$. Note that the solid lines plateau after intersecting with the dotted lines, indicating that the optimal allocation of $T$ and $N$ for $C$ is to have $T$ just large enough to fit $N$ skills. For the discussion on $\alpha=0.3$ where the optimal $C$ for the model decays faster than the power-law, see Appendix D.2.

## 6 Predicting Emergence

In the previous section, we have shown that our simplified model satisfies scaling laws for time, data points, and parameters, which match the exponents observed in Michaud et al. [17]. In deriving the scaling law, we used emergence or an abrupt change in $\mathcal{L}_{k}$ : (i) decoupled sigmoidal saturation (Eq. (25)) for the time scaling law, (ii) one-shot learning (Eq. (27)) for data scaling law, and (iii) the one-to-one relationship between basis functions and skills for the parameter scaling law (Eq. (32)). In this section, we analyze the emergence of a 2-layer fully connected NN (Section 2) and discuss to what degree the emergence in NNs can be described with our model.

Because NNs lack the built-in $g_{k}$, we extend our model to approximate the emergence in NNs. The extended models will keep their multilinearity and decoupling among the skills, resulting in the same scaling laws, but will require an extra parameter that must be calibrated (fit). We calibrate our model from an NN trained on one skill $\left(n_{s}=1\right)$ and use it to predict the emergence of all skills for the $n_{s}=5$ setup (Fig. 6).

### 6.1 Time emergence

In our multilinear model, the orthonormal basis $g_{k}$ results in decoupled dynamics for each skill (Eq. (15)), and the layerwise structure - the product of parameters $a_{k} b_{k}$ - leads to abrupt saturation of each skill strength (Eq. (16)). NNs share the layerwise structure but lack a fixed orthonormal basis $g_{k}$ and thus the decoupled dynamics for each skill; NNs must 'discover' $g_{k}$ (up to a scaling factor) during training before/while saturating each skill (i.e., $\mathcal{R}_{k} / S \approx 1$ ).

Extended model. To address this difference in scaling between our model and NNs, we extend the model by multiplying our basis $g_{k}$ by a constant $\mathcal{B}>0$ :

$$
\begin{equation*}
f_{T}(i, x ; a, b)=\sum_{k=1}^{N} a_{k}(T) b_{k}(T) \mathcal{B} g_{k}(i, x), \quad \mathcal{B}>0 \tag{36}
\end{equation*}
$$

The calibration constant $0<\mathcal{B}<1$ adjusts the slower dynamimes resulting from NN 'discovering' (feature-learning) $g_{k}$, which rescales the dynamics in $T$ :

$$
\begin{equation*}
\frac{\mathcal{R}_{k}(T)}{S}=\frac{1}{1-\left(\frac{S}{\mathcal{R}_{k}(0)}-1\right) e^{-2 \eta \mathcal{P}_{s}(I=k) \mathcal{B}^{2} S T}} \tag{37}
\end{equation*}
$$



Figure 6: Calibration and prediction on emergence. (a): The calibration of the extended multilinear model (solid) on the 2-layer NN (dashed) for $n_{s}=1$ system. For the calibrated parameters, we have $\mathcal{B}^{2}=1 / 22$ for time (Eq. (37)), $D_{c}=800$ for data (Eq. (40)), and $N_{c}=4$ for parameters (Eq. (44)). (b): The emergence prediction of the multilinear model (solid) compared to the emergence of 2-layer NN (dashed) for $n_{s}=5$ system (Fig. 1 repeated). For the NN, we repeated the experiments 50 times from random initialization to calculate the standard deviation.

In Fig. $6(\mathrm{a}, \mathrm{i})$, we observe that the extended model with $\mathcal{B}^{2}=1 / 22$ fits the NN trained on one skill (i.e., $n_{s}=1$ ). In Fig. $6(\mathrm{~b}, \mathrm{i})$, we observe that the extended model with $\mathcal{B}^{2}=1 / 22$ accurately predicts each skill's time of emergence and reasonably well the time of saturation, suggesting that emergence in NNs can be described by gradient descent dynamics of a simple layerwise model.

### 6.2 Data point emergence

In Section 5, we derived the data scaling law with the model's single-shot learning ability. One-shot learning is only possible because the model has $g_{k} \mathrm{~s}$ as an orthogonal basis. NNs, without $g_{k} \mathrm{~s}$ as a fixed basis, must 'discover' $g_{k}$, which requires multiple samples from the $k^{\text {th }}$ skill.

Extended model. To make our model a $D_{c}$-shot learner, we extend it by replacing $g_{k}$ with the $e_{k, l}$ basis:

$$
\begin{equation*}
f_{T}(i, x ; a, B)=\sum_{k=1}^{N} a_{k}(T) \sum_{l=1}^{D_{c}} B_{k, l}(T) e_{k, l}(i, x), \tag{38}
\end{equation*}
$$

where the matrix $B \in \mathbb{R}^{N \times D_{c}}$ is an extension of $b \in \mathbb{R}^{N}$ in Eq. (12), $D_{c}$ is a fixed scalar, and $e_{k, l}(i, x):\{0,1\}^{n_{s}+n_{b}} \rightarrow \mathbb{R}$ are functions with the following properties:

$$
\begin{equation*}
\mathbf{E}_{X \mid I=k}\left[e_{k, l} e_{k, l^{\prime}}\right]=\delta_{l l^{\prime}}, \quad e_{k, l}(I \neq k, x)=0, \quad \sum_{l=1}^{D_{c}} \frac{1}{\sqrt{D_{c}}} e_{k, l}=g_{k} \tag{39}
\end{equation*}
$$

The first property states that $e_{k} \mathrm{~s}$, when $I=k$, are orthonormal in $X$. The second property asserts that, similar to $g_{k}$ (Eq. (2)), $e_{k, l}$ is non-zero only when $I=k$, and fitting of the $k^{t h}$ skill only occurs among $e_{k, l}$ s: the skills are still decoupled. The third property states that $g_{k}$ can be expressed using $e_{k, l}$.

Because the extended model decouples the learning of each skill, we can express $\mathcal{L}_{k}$ with $d_{k}$, analogous to Eq. (27). For the $k^{t h}$ skill, the extended model overfits when there are fewer observations $\left(d_{k}\right)$ compared to the dimension of the $e_{k, l}$ basis $\left(D_{c}\right)$, and fits $g_{k}$ when $d_{k} \geq D_{c}$ : thus our model is a $D_{c}$ shot learner.
$D_{c}$ shot learner. If we initialize the extended model in Eq. (38) with sufficiently small initialization and if Eqs. (39) are satisfied, then the skill strength after training $(T \rightarrow \infty)$ on $D$ datapoints is

$$
\mathcal{R}_{k}(\infty)=\left\{\begin{array}{cl}
S\left(1-\sqrt{1-d_{k} / D_{c}}\right) & : d_{k}<D_{c}  \tag{40}\\
S & : d_{k} \geq D_{c}
\end{array}\right.
$$

The number $d_{k}$ is the number of samples in the training set for the $k^{\text {th }}$ skill (i.e. datapoints with $\left.g_{k}(i, x) \neq 0\right)$.
Proof See Appendix E.3.
Using Eq. (40), we can calculate the emergence of $\mathcal{R}_{k} / S$ as a function of $D$. Note that Eq. (40) reduces to Eq. (27) when $D_{c}=1$ and is similar to the model in [17] in that, to learn a skill, the model requires a certain number of samples from the skill.

The derivation of Eq. (40) follows trivially from the dynamics of the extended model (Eq. (16)) and well-known results in linear/kernel regression [26, 34-37]. To be more specific, the model finds the minimum norm solution as if we performed ridgeless regression on $g_{k}$ with basis functions $\left[e_{k, 1}, \cdots e_{k, D_{c}}\right]$. See Appendix E. 3 for details.

In Fig. 6(a, ii), we observe that the NN saturates at $D \approx 800$ (solid line) for $n_{s}=1$ set up. In Fig. 6(b, ii), we observe that our extended model with $D_{c}=800$ approximates the data emergence for the consecutive skills, suggesting that the NN discovers $g_{k}$ when it observes $D_{c}$ samples from the $k^{t h}$ skill.

### 6.3 Parameter emergence

Since our model has $g_{k} \mathrm{~s}$ as basis functions, adding a $g_{N}$ (2 parameters) results in learning the $N^{t h}$ skill (Eq. (32)). A 2-layer NN with $N$ parameters - the width of the hidden layer (number of nodes)

- cannot express $g_{N}$ with a single node (hidden neuron); it requires multiple hidden nodes to express a single skill (Fig. 6(a,iii)). For this experiment, Adam [38] was used, instead of SGD, to increase the chance of escaping the near-flat saddle points induced by an insufficient number of parameters. ${ }^{5}$

Extended model. To compensate for the need for multiple nodes in expressing one skill, we extend our model similarly to Eq. (38). Because the number of parameters is now a bottleneck, we ensure the model has $N$ basis functions ( $e_{k, l} \mathrm{~s}$ ).

$$
\begin{equation*}
f_{T}(i, x ; a, B)=\sum_{k=1}^{q-1} \sum_{l=1}^{N_{c}} a_{k}(T) B_{k, l}(T) e_{k, l}(i, x)+\sum_{l^{\prime}=1}^{r} a_{q}(T) B_{q, l^{\prime}}(T) e_{q, l^{\prime}}(i, x), \tag{41}
\end{equation*}
$$

where $N_{c}$ is the number of basis functions needed to express a skill, quotient $q$ is $\left\lfloor(N-1) / N_{c}\right\rfloor+1,{ }^{6}$ and remainder $r$ is such that $(q-1) N_{c}+r=N$. In short, the $N$ basis functions are

$$
\begin{equation*}
\left[e_{1,1}, \cdots, e_{1, N_{c}}, e_{2,1}, \cdots, e_{q, r}\right] \tag{42}
\end{equation*}
$$

Similar to Eq. (39), the basis functions satisfy the following properties

$$
\begin{equation*}
\mathbf{E}_{X \mid I=k}\left[e_{k, l} e_{k, l^{\prime}}\right]=\delta_{l l^{\prime}}, \quad e_{k, l}(I \neq k, x)=0, \quad \sum_{l=1}^{N_{c}} \frac{1}{\sqrt{N_{c}}} e_{k, l}=g_{k} \tag{43}
\end{equation*}
$$

$N_{c}$ basis functions for a skill. For the extended model in Eq. (41), the skill strength at $T, D \rightarrow \infty$ for a given $N$ becomes

$$
\mathcal{R}_{k}(\infty)=\left\{\begin{array}{cl}
0 & : k>q  \tag{44}\\
S \frac{r}{N_{c}} & : k=q \\
S & : k<q
\end{array}\right.
$$

Proof See Appendix E.4.
We can derive Eq. (44) because the basis functions $\left[e_{k, 1}, \cdots, e_{k, N_{c}}\right]$ for $k<q$ can express $g_{k}$ (Eq. (43)) but $\left[e_{q, 1}, \cdots, e_{q, r}\right]$ cannot express $g_{q}$ when $r<N_{c}$.

In Fig. 6(a, iii), the extended model (Eq. (41)) with $N_{c}=4$ fits the $n_{s}=1$ set up where $N$ is the hidden-layer width of the NN. The $N_{c}=4$ model leads to good prediction for the $n_{s}=5$ setup in Fig. 6(b, iii). The results suggest that an NN, while lacking the ordering of basis functions (Eq. (42)), prefers to use the hidden neuron in fitting more frequent skills. The 'preference' toward frequent skills is in agreement with Fig. 6(b,i) where NN learns more frequent skills first.

### 6.4 Limitations of the multilinear model

Our extended multilinear model, with the decoupled dynamics for each skill, predicts the time, data, and parameter emergence with a single calibration. However, the dynamics of a simple model with strong assumptions such as in-built $g_{k}$ differ from the more complex dynamics of NNs that lack such assumptions.

Time emergence. We note that the NN and the multilinear model emerge at similar instances, but the NN takes longer to saturate fully. This is because, for a given skill, the dynamics of the NN is not one sigmoidal saturation but a sum of multiple sigmoidal dynamics with different saturation times. To express the parity function, the NN must use multiple hidden neurons, and the skill strength can be divided into the skill strength from each neuron ${ }^{7}$ whose dynamics follow a sigmoidal saturation. Because of the non-linearity and the function it expresses, each neuron is updated at different rates, and the slowly saturating neurons result in a longer tail in comparison to our multilinear model. For an example, see Fig. 9 in Appendix F.

[^5]Data point emergence. Our extended model (Eq. (40)) deviates from the NN when $d_{k} \ll D_{c}$ : NN shows a more abrupt change in $\mathcal{R}_{k}$ as a function of $D$. This is because our model asserts strict decoupling among the skills: even a few $d_{k}$ will contribute to learning $g_{k}$ from $e_{k, l}$. This differs from the NN, which lacks strict decoupling among the samples from different skills. We speculate that because NNs can perform benign [39] or tempered [40] overfitting, they treat a few data points from less frequent skills as 'noise' from more frequent skills: requiring more samples to learn the infrequent skills.

Parameter emergence. Note that Fig. 6(b, iii) has high variance compared to other emergence plots in Fig. 6(b); this is because NN sparsely, over many repeated trials, use the hidden neurons to learn less frequent skills over more frequent ones (See Fig. 11 in Appendix H for an example of such outliers). Because the 'preference' of NNs toward more frequent skills is not as strict as in our model, we speculate that initial conditions (ones that ease the learning of less frequent skills) play a role in creating outliers.

## 7 Discussion and Conclusion

This paper established an explicit setting to investigate emergence by representing skills as orthogonal functions. We proposed a tractable multilinear model-with the skill functions $g_{k}$ as the basis-that shows emergence and scaling laws. We additionally extended the model to predict emergence in a 2-layer NN.

In our multilinear model, the skill functions (as basis functions) decouple the loss, so each skill loss evolves independently of the others (Eq. (15)). As a consequence, for time, skill learning dynamics are decoupled (Eq. (16)); for data, they depend only on that specific skill's observation (Eq. (27)); for the parameter, learning of the $N^{t h}$ skill depends only on $g_{N}$ (Eq. (32)); these are the main properties we use to derive the scaling laws.

Given the importance of $g_{k}$ in our model, especially in decoupling the skills, it is puzzling why our model can describe emergence in NNs, which lack the $g_{k} \mathrm{~s}$ as the basis. NNs, with the ability to feature-learn [41, 42] (for recent studies on feature learning, see e.g. [43-48]), will eventually fit the target function, but it need not learn each $g_{k}$ in a decoupled manner. For example, an NN is free to learn any linear combination of $g_{k}$ in any order independent of the skill frequency. We speculate that the layerwise structure - which leads to a stage-like training, along with the significant differences in skill frequency (Zipfian), prompts the NN to learn the most frequent $g_{k}$ with limited resources (time, data, or parameters): an effective decoupling of skills.

We can interpret the skill functions as features - the functions useful in describing the target function [41] - and the multilinear model as a 'feature-learned' model already equipped with the $g_{k} \mathrm{~s}$. In this interpretation, the resemblance between emergence in NNs and the multilinear model (Section 6) may inform us about the relationship between feature learning and emergence [6]; the feature learning of the $k^{t h}$ skill - learning to express $g_{k}$ - may have occurred well before $\mathcal{R}_{k}$ saturates (and $\mathcal{L}_{k}$ decreases). Investigating the role of features (and feature learning) in emergence is left for future work.

While much work remains to understand LLMs, it is encouraging that a simple model can replicate emergence and that an NN, by its layerwise structure, allows decoupled approximations. Our proposal sheds light on the relationship between model scale and performance and lays the foundation for further theoretical investigations into the emergence of complex skills in large-scale models.

We, similar to many previous investigations (see e.g., [17, 19]), used a simple data structure with a power-law distribution. This begs the question of how well these results hold for more realistic datasets. In future research, we plan to explore setups involving natural language processing tasks to establish a tighter connection between 'skills' exhibited by LLMs and our theoretical framework. One approach is to design a task where the skill functions $g_{k}$ are directly relevant to language tasks, such as translation with Zipfian word frequencies. This extension is natural since our current work only utilizes the orthogonality and frequency of $g_{k}$, without relying on the fact that they are parity functions. By validating our theoretical findings in language tasks using transformer-like models, we aim to contribute to a broader understanding of how neural networks acquire and exhibit complex behaviors.
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## A Glossary

$S \quad$ The target scale or the norm of the target function
$\mathcal{R}_{k} \quad$ Skill strength of the $k^{t h}$ skill (Eq. (9))
$\mathcal{L} \quad$ Total (generalization) loss
$\mathcal{L}^{(D)} \quad \quad$ Empirical loss for $D$ samples
$\mathcal{L}_{k} \quad$ Skill loss of the $k^{t h}$ skill (Eq. (10))
$d_{k} \quad$ Number of observation of the $k^{t h}$ skill (i.e. number of training points $(i, x)$ with $\left.g_{k}(i, x) \neq 0\right)$
$f^{*} \quad$ Target function $f^{*}:\{0,1\}^{n_{s}+n_{b}} \rightarrow\{-S, S\}$ (Eq. (4))
$g_{k} \quad$ The $k^{t h}$ skill basis function $g_{k}:\{0,1\}^{n_{s}+n_{b}} \rightarrow\{-1,0,1\}$ (Eq. (2))

| Control bits | Skill bits | $y$ |
| :---: | :---: | :---: |
| 10000000000 | 110001000001010 | 1 |
| 01000000000 | 010100100001000 | 0 |
| 00100000000 | 001101010110101 | 1 |
| $\vdots$ | $\vdots$ | $\vdots$ |
| 00000000001 | 100010001001100 | 1 |

Table 3: Representation of the multitask sparse parity as presented in [17]. The control bits are one-hot vectors encoding a specific parity task. The frequency of the different tasks follows a Zipfian distribution. In this example, there are $n_{s}=10$ tasks, and skill bits are length $n_{b}=15$. The $y$ column is the resulting parity computed from $m=3$ bits (highlighted in colors). The multitask dataset provides a controlled experimental setting designed to investigate skills.

## B Background

In the following, we describe the multitask sparse parity dataset as in [17], and the nonlinear dynamics of two-layer linear networks as in [18].

## B. 1 Multitask sparse parity

The sparse parity task can be stated as follows: for a bit string of length $n_{b}$, the goal is to determine the parity (sum mod 2) of a predetermined subset of $m$ bits within that string. The multitask sparse parity [17] extends this problem by introducing $n_{s}$ unique sparse parity variants in the dataset. The input bit strings have a length of $n_{s}+n_{b}$. The first $n_{s}$ bits function as indicators by assigning a specific task. The frequency of the distinct parity tasks follows a rank-frequency distribution with an inverse power law relation (Zipfian distribution). The last $n_{b}$ bits are uniformly distributed. This sets a binary classification problem $\{0,1\}^{n_{s}+n_{b}} \rightarrow\{0,1\}$ where only a single bit of the initial $n_{s}$ bits is nonzero. In Table 3 , the many distinct parity tasks represent different skills. ${ }^{8}$

The proposal in [17] aims to reconcile the regularity of scaling laws with the emergence of abilities with scale using three key hypotheses: (i) skills, represented as a finite set of computations, are distinct and separate; (ii) these skills differ in their effectiveness, leading to a ranking based on their utility to reduce the loss; and (iii) the pattern of how frequently these skills are used in prediction follows a Zipfian power-law distribution. Interestingly, the multitask problem has a consistent pattern across scaling curves: each parity displays a distinct transition, characterized by a sharp decrease in loss at a specific scale of parameters, data, or training step. Such a sudden shift occurs after an initial phase of no noticeable improvement, leading to reverse sigmoid-shaped learning curves. Michaud et al. [17] empirically show that for a one-hidden-layer neural network with ReLU activation, trained using cross-entropy loss and the Adam optimizer, these transitions happen at different scales for distinct tasks. This results in a smooth decrease in the overall loss as the number of skill levels increases.

## B. 2 Nonlinear dynamics of linear neural network

Saxe et al. [18] have solved the exact dynamics for two-layer linear neural networks with gradient descent ${ }^{9}$ under MSE loss (Fig. 7(a)). The dynamics decompose into independent modes that show sigmoidal growth at different timescales (Fig. 7(c)). The setup assumes orthogonal input features $X \in \mathbb{R}^{d_{1}}$ and input-output correlation matrix $\Sigma \in \mathbb{R}^{d_{1} \times d_{3}}$ for target output $f^{*}(X) \in \mathbb{R}^{d_{3}}$ :

$$
\begin{equation*}
\mathbf{E}_{X}\left[X_{i} X_{j}\right]=\delta_{i j}, \quad \Sigma=\mathbf{E}_{X}\left[X f^{* T}(X)\right] \tag{45}
\end{equation*}
$$

By performing SVD (singular value decomposition) on $\Sigma=U \Lambda V$, the target function $f^{*}: \mathbb{R}^{d_{1}} \rightarrow$ $\mathbb{R}^{d_{3}}$ becomes:

$$
\begin{equation*}
f^{*}(x)=\sum_{k=1}^{d_{2}} v_{k} \lambda_{k} u_{k}^{T} x, \quad U \Lambda V=\mathbf{E}_{X}\left[X f^{*}(X)^{T}\right] \tag{46}
\end{equation*}
$$

[^6]

Figure 7: Nonlinear dynamics of linear neural networks. (a) A two-layer undercomplete neural network, which is a multiplication of two matrices, where $d_{2}<d_{1}$ and $d_{2}<d_{3}$. (b) The $d_{2}$ independent modes of dynamics for linear neural network (Eq. (47)). The product of parameters $a_{k} b_{k}$ are learnable parameters and vectors $u_{k}, v_{k}$ are obtained from SVD of the input-output correlation matrix $\Sigma$ (Eq. (45)). (c) The temporal evolution of $a_{k} b_{k}$ under gradient descent, which follows a sigmoidal growth (Eq. (48)). Note that smaller $\lambda_{k}$ - the singular value of $\Sigma$ - results in delayed saturation of $a_{k} b_{k}$.
where $u_{k} \in \mathbb{R}^{d_{1}}, v_{k} \in \mathbb{R}^{d_{3}}$ are the row vectors of $U, V$ and $\lambda_{k} \in \mathbb{R}$ are the singular values of $\Lambda$ of the input-output correlation matrix $\Sigma$.

The dynamics of a two-layer undercomplete linear neural network (the width of the hidden layer is smaller than the width of the input and output) equals that of the following model:

$$
\begin{equation*}
v_{k}^{T} f(x ; a, b)=a_{k} b_{k} u_{k}^{T} x \quad k \in\left\{1,2, \cdots, d_{2}\right\} . \tag{47}
\end{equation*}
$$

where $a_{k}, b_{k} \in \mathbb{R}$ are the parameters. Note that Eq. (47) are $d_{2}$ decoupled functions $v_{k}^{T} f(x): \mathbb{R}^{d_{1}} \rightarrow \mathbb{R}$ (Fig. 7(b)). Assuming small and positive initialization $\left(0<a_{k}(0) b_{k}(0) \ll \lambda_{k}\right)$, the dynamics of Eq. (47) under gradient descent with learning rate $\eta$ can be solved analytically; the product of parameters $a_{k} b_{k}$ grows sigmoidally with saturation time proportional to $\lambda_{k}^{-1}$ (Fig. 7(c)):

$$
\begin{equation*}
\frac{a_{k}(T) b_{k}(T)}{\lambda_{k}}=\frac{1}{1+\left(\frac{\lambda_{k}}{a_{i}(0) b_{i}(0)}-1\right) e^{-2 \eta \lambda_{k} t}} . \tag{48}
\end{equation*}
$$

As this is a linear neural network, the sigmoid growth is the result of the nonlinear dynamics of learning (non-linear activations are not present). Saxe et al. [18] demonstrate that multilinear models show delayed sigmoidal growth of different modes and show that Eq. (48) agrees with the empirical dynamics of a two-layer neural network with tanh activations.

## C Derivation of the multilinear model

In this section, we provide derivation for our multilinear model. The two corollaries for data and parameters (Corollaries 1 and 2) follow from the decoupled dynamics of NN (Lemma 1).

## C. 1 Decoupled dynamics of the multilinear model

Lemma 1. Let the multilinear model Eq. (12) be trained with gradient on $D$ i.i.d samples for the setup in Section 3 (input distribution: Eq. (1), target function: Eq. (4), and MSE loss: Eq. (5)). Let $k \leq N$ be a skill index in the multilinear model and the input distribution ( $k \leq n_{s}$ ). Then assuming the following initialization $a_{k}(0)=b_{k}(0)$ and $0<a_{k}(0) b_{k}(0)<S$, the dynamics of the $k^{\text {th }}$ skill strength $\left(\mathcal{R}_{k}\right)$ is

$$
\begin{equation*}
\mathcal{R}_{k}(T)=\frac{S}{1+\left(\frac{S}{\mathcal{R}_{k}(0)}-1\right) e^{-2 \eta S \frac{d_{k}}{D} T}} \tag{49}
\end{equation*}
$$

and the skill loss is

$$
\begin{equation*}
\mathcal{L}_{k}(T)=\frac{S^{2}}{2\left(1+\left(\frac{S}{\mathcal{R}_{k}(0)}-1\right)^{-1} e^{2 \eta S \frac{d_{k}}{D} T}\right)^{2}} . \tag{50}
\end{equation*}
$$

where $\eta$ is the learning rate and $d_{k}$ is the number of observations with $g_{k}\left(I=k, x^{\left(j_{k}\right)}\right) \neq 0$.
Proof For $j=1, \cdots, D$, denote $\left(i^{(j)}, x^{(j)}\right)$ be the $j^{t h}$ data point in the training set. Then the empirical loss for $D$ datapoints is given as

$$
\begin{equation*}
\mathcal{L}^{(D)}=\frac{1}{2 D} \sum_{j=1}^{D}\left(f^{*}\left(i^{(j)}, x^{(j)}\right)-f\left(i^{(j)}, x^{(j)}\right)\right)^{2} \tag{51}
\end{equation*}
$$

We note that

$$
\begin{aligned}
\left(f^{*}\left(i^{(j)}, x^{(j)}\right)-f\left(i^{(j)}, x^{(j)}\right)\right)^{2} & =\left(\sum_{k=1}^{n_{s}}\left(S-a_{k} b_{k}\right) g_{k}\left(i^{(j)}, x^{(j)}\right)\right)^{2} \\
& =\left(S-a_{i^{(j)}} b_{i^{(j)}}\right)^{2} g_{i(j)}\left(i^{(j)}, x^{(j)}\right)^{2} \\
& =\left(S-a_{i^{(j)}} b_{i(j)}\right)^{2}
\end{aligned}
$$

as $g_{i}(i, j) \in\{1,-1\}$ and $g_{k}(i, j)=0$ for $i \neq k$. So if we denote $d_{k}$ the number of data points with $i^{(j)}=k$, then we can conclude

$$
\begin{equation*}
\mathcal{L}^{(D)}=\frac{1}{2 D} \sum_{j=1}^{D}\left(S-a_{i^{(j)}} b_{i^{(j)}}\right)^{2}=\frac{1}{2 D} \sum_{k=1}^{n_{s}} d_{k}\left(S-a_{k} b_{k}\right)^{2}, \tag{52}
\end{equation*}
$$

which is the decoupled loss in the main text (Eq. (15)). Using the gradient descent equation and Eq. (52), we obtain

$$
\begin{align*}
\frac{d a_{k}}{d t} & =-\eta \frac{d \mathcal{L}_{D}}{d a_{k}}  \tag{53}\\
& =-\eta \frac{d_{k}}{D} b_{k}\left(a_{k} b_{k}-S\right) \tag{54}
\end{align*}
$$

Likewise, we can obtain the equation for $b_{k}$ as

$$
\begin{equation*}
\frac{d b_{k}}{d t}=-\eta \frac{d_{k}}{D} a_{k}\left(a_{k} b_{k}-S\right) \tag{55}
\end{equation*}
$$

Because of symmetry between $a$ and $b$ (See Appendix B. 2 or [18]), assuming $a_{k}(0)=b_{k}(0)$, and $a_{k}(0) b_{k}(0)>0$ results in $a_{k}(T)=b_{k}(T)$ for all $T$. The equation for $\mathcal{R}_{k}=a_{k} b_{k}$ is

$$
\begin{align*}
\frac{d \mathcal{R}_{k}}{d t} & =-\eta \frac{d a_{k}}{d t} b_{k}+a_{k} \frac{d b_{k}}{d t}=-\eta \frac{d_{k}}{D}\left(b_{k}^{2}+a_{k}^{2}\right)\left(a_{k} b_{k}-S\right)  \tag{56}\\
& =-2 \eta \frac{d_{k}}{D} \mathcal{R}_{k}\left(\mathcal{R}_{k}-S\right) \tag{57}
\end{align*}
$$

Assuming $a_{k}(0) b_{k}(0)<S$, we can solve the differential equation to obtain

$$
\begin{equation*}
\mathcal{R}_{k}(T)=\frac{S}{1+\left(\frac{S}{\mathcal{R}_{k}(0)}-1\right) e^{-2 \eta S \frac{d_{k}}{D} T}} . \tag{58}
\end{equation*}
$$

The equation for $\mathcal{L}_{k}$ follows from Eq. (14).

## C. 2 One-shot learner

Corollary 1. For the setup in Lemma 1, the $k^{\text {th }}$ skill loss ( $\mathcal{L}_{k}$ ) at $T, N \rightarrow \infty$ is

$$
\mathcal{L}_{k}(\infty)=\left\{\begin{array}{cl}
0 & : d_{k}>0  \tag{59}\\
\left(S-\mathcal{R}_{k}(0)\right)^{2} / 2 \approx S^{2} / 2 & : d_{k}=0
\end{array}\right.
$$

where $d_{k}$ is the number of $k^{\text {th }}$ skill's observation.
Proof The corollary follows directly from Lemma 1. By taking $T, N \rightarrow \infty$,

$$
\mathcal{R}_{k}(\infty)=\left\{\begin{array}{cc}
d_{k}>0: & S  \tag{60}\\
d_{k}=0: & \mathcal{R}_{k}(0)
\end{array}\right.
$$

We obtain the result by using the relationship between $\mathcal{R}_{k}$ and $\mathcal{L}_{k}$ in Eq. (14).

## C. 3 Equivalence between a basis function and a skill

Corollary 2. Let the multilinear model Eq. (12) be trained with gradient on $D$ i.i.d samples for the setup in Section 3 (input distribution: Eq. (1), target function: Eq. (4), and MSE loss: Eq. (5)). Assume $a_{k}(0)=b_{k}(0), 0<a_{k}(0) b_{k}(0)<S$, and that the model has $N$ most frequent skills as basis functions. Then $\mathcal{R}_{k}$ for the $k^{t h} \leq n s$ skill at $T, D \rightarrow \infty$ is

$$
\mathcal{L}_{k}(\infty)=\left\{\begin{array}{cl}
0 & : k \leq N  \tag{61}\\
S^{2} / 2 & : k>N
\end{array}\right.
$$

Proof The corollary follows directly from Lemma 1. By taking $T, D \rightarrow \infty$,

$$
\mathcal{R}_{k}(\infty)=\left\{\begin{array}{lc}
k \leq N: & S  \tag{62}\\
k>N: & \mathcal{R}_{k}(0)
\end{array}\right.
$$

We obtain the result by using the relationship between $\mathcal{R}_{k}$ and $\mathcal{L}_{k}$ in Eq. (14) and $\mathcal{R}_{k}(0) \ll S$.

## D Detailed derivation of the scaling laws

This section provides a detailed derivation of the scaling laws up to a rigor common in physics and engineering. For example, we approximate the Riemann sum as integral or treat $k$, the number of skills, as a differentiable parameter. For more general and rigorous derivations and discussions, see Appendix J.

## D. 1 Summary of the scaling laws

| Bottleneck | Time | Data | Parameter | Exponent |
| :---: | :---: | :---: | :---: | :---: |
| Time $(T)$ | $T$ | $\infty$ | $\infty$ | $-\alpha /(\alpha+1)$ |
| Data $(D)$ | $\infty$ | $D$ | $\infty$ | $-\alpha /(\alpha+1)$ |
| Parameter $(N)$ | $\infty$ | $\infty$ | $N$ | $-\alpha$ |
| Compute $(C)$ | $C^{(\alpha+1) /(\alpha+2)}$ | $\infty$ | $C^{1 /(\alpha+2)}$ | $-\alpha /(\alpha+2)$ |

## D. 2 Time scaling law

With the dynamics of $\mathcal{R}_{k}$ solved as Eq. (16), we can calculate the skill loss $\mathcal{L}_{k}=\left(S-\mathcal{R}_{k}(T)\right)^{2} / 2$ (given as Eq. (14)) as follows:

$$
\begin{equation*}
\mathcal{L}_{k}=\frac{S^{2}}{2\left(1+\left(\frac{S}{\mathcal{R}_{k}(0)}-1\right)^{-1} e^{2 \eta \frac{d_{k}}{D} S T}\right)^{2}} \tag{63}
\end{equation*}
$$

Noting that $d_{k} / D \rightarrow \mathcal{P}_{s}$ as $D \rightarrow \infty$, where $\mathcal{P}_{s}=A k^{-(\alpha+1)}$, we have

$$
\begin{equation*}
\mathcal{L}_{k}=\frac{S^{2}}{2\left(1+\left(\frac{S}{\mathcal{R}_{k}(0)}-1\right)^{-1} e^{2 \eta A k^{-(\alpha+1)} S T}\right)^{2}} \tag{64}
\end{equation*}
$$

This is a function of $k^{-(\alpha+1)} T$ only, suggesting the decoupling of dynamics for each skill. Thus,

$$
\begin{equation*}
\frac{d \mathcal{L}_{k}}{d T}=-\frac{k}{(\alpha+1) T} \frac{d \mathcal{L}_{k}}{d k} \tag{65}
\end{equation*}
$$

Using Eq. (8) and taking $N, n_{s} \rightarrow \infty$ at the same rate ${ }^{10}$, we can approximate the loss as integral instead of a sum over $k$ :

$$
\begin{equation*}
\mathcal{L} \approx \lim _{N \rightarrow \infty} \int_{1}^{N} A k^{-(\alpha+1)} \mathcal{L}_{k} d k \tag{66}
\end{equation*}
$$

where $A$ is the normalization constant for $\mathcal{P}_{s}$. We can differentiate the loss and use Eq. (65) to express the equation in terms of $k$ :

$$
\begin{equation*}
\frac{d \mathcal{L}}{d T}=\lim _{N \rightarrow \infty} \int_{1}^{N} A k^{-(\alpha+1)} \frac{d \mathcal{L}_{k}}{d T} d k=-\lim _{N \rightarrow \infty} \frac{1}{(\alpha+1) T} \int_{1}^{N} A k^{-\alpha} \frac{d \mathcal{L}_{k}}{d k} d k \tag{67}
\end{equation*}
$$

Integrating by parts, we obtain

$$
\begin{align*}
\frac{d \mathcal{L}}{d T} & =-\lim _{N \rightarrow \infty} \frac{1}{(\alpha+1) T}\left[A k^{-\alpha} \mathcal{L}_{k}\right]_{1}^{N}-\lim _{N \rightarrow \infty} \frac{\alpha}{(\alpha+1) T} \int_{1}^{N} A k^{-(\alpha+1)} \mathcal{L}_{k} d k  \tag{68}\\
& =-\lim _{N \rightarrow \infty} \mathcal{O}\left(N^{-\alpha} \frac{1}{T}\right)+\mathcal{O}\left(\frac{1}{T e^{T}}\right)-\frac{\alpha}{(\alpha+1) T} \mathcal{L} \tag{69}
\end{align*}
$$

The first term goes to 0 as $N \rightarrow \infty$ and the second term goes to 0 exponentially faster compared to the last term for $T \gg 1$, which leads to the scaling law:

$$
\begin{equation*}
\frac{d \mathcal{L}(T)}{\mathcal{L}(T)}=-\frac{\alpha}{\alpha+1} \frac{d T}{T} \tag{70}
\end{equation*}
$$

Finite $N$ correction for small $\alpha$. In Fig. 8, we observe that our model with $\alpha=0.1$ deviates from the expected power law with exponent $-\alpha /(\alpha+1)$. The deviation can be explained by the antiderivative term in Eq. (68):

$$
\begin{equation*}
\lim _{N \rightarrow \infty}\left[\frac{1}{2(\alpha+1)} \frac{S^{2} A}{\left(1+\frac{1}{S / \mathcal{R}_{k}(0)-1} e^{2 \eta S A k^{-(\alpha+1)} T}\right)^{2}} \frac{k^{-\alpha}}{T}\right]_{1}^{N}=\lim _{N \rightarrow \infty}\left(\mathcal{O}\left(N^{-\alpha} \frac{1}{T}\right)-\mathcal{O}\left(\frac{1}{T e^{T}}\right)\right) \tag{71}
\end{equation*}
$$

The second term ( $k=1$ ) goes to 0 faster than $\mathcal{O}\left(T^{-1}\right)$ for sufficiently larger $T$ but the first term $(k=N)$ may not decay fast enough for finite $N$ and sufficiently small $\alpha$. For example, $N=50,000$ and $\alpha=0.1$ leads to $N^{-\alpha} \approx 0.3$, which is not negligibly small.

[^7]$$
-\alpha=0.1 \quad-\alpha=0.3 \quad-\alpha=0.5 \quad-\alpha=0.7
$$


Figure 8: Scaling law and corrected predictions. A simulation of our multilinear model with $N=50,000$ (solid), a scaling law with exponent $-\alpha /(\alpha+1)$ (dotted), and a corrected scaling law considering finite $N$ (dashed, Eq. (72)). The finite $N$ corrected scaling law better predicts the dynamics, especially for smaller $\alpha$.

Assuming finite $N$ and small $\alpha$ such that the first term in Eq. (71) is non-negligible, we can rewrite Eq. (68) as

$$
\begin{equation*}
\frac{d \mathcal{L}}{d T} \approx-\frac{\alpha}{(\alpha+1)} \frac{\mathcal{L}+\mathcal{L}_{C}}{T}, \quad \mathcal{L}_{C} \approx S^{2} A N^{-\alpha} / 2 \alpha \tag{72}
\end{equation*}
$$

where we assumed a small initialization $S / \mathcal{R}_{k}(0) \gg 1$ and sufficiently large number of parameters $N^{\alpha+1} \gg T$ to approximate $\mathcal{L}_{C}$. Because the total loss at initialization is $\mathcal{L}(0)=S^{2} / 2, \mathcal{L}_{C}$ is nonnegligible compared to the loss for sufficiently small $\alpha$. Thus considering $\mathcal{L}_{C}$, we obtain the corrected power-law which better approximates the time scaling law (dashed lines in Fig. 8). For a rigorous and comprehensive analysis of the time scaling law, see Theorem 2 and Theorem 3 in Appendix J.

## D. 3 Data scaling law

In this section, we show the data scaling law in more detail. Using the one-shot learning property (Eq. (27)), the probability of observing the $k^{t h}$ skill (Eq. (28)), and the decomposition of the loss into skill losses (Eq. (7)), the expected loss for $D$ datapoints is

$$
\begin{align*}
\mathbf{E}_{D}[\mathcal{L}] & =\sum_{k=1}^{\infty} S^{2} \mathcal{P}_{s}(I=k)\left(1-P_{\text {observed }}(k)\right)  \tag{73}\\
& =S^{2} A \sum_{k=1}^{\infty} k^{-(\alpha+1)}\left(1-\mathcal{P}_{s}(I=k)\right)^{D}  \tag{74}\\
& \approx S^{2} A \int_{1}^{\infty} k^{-(\alpha+1)}\left(1-A k^{-(\alpha+1)}\right)^{D} d k, \tag{75}
\end{align*}
$$

where $A$ is the normalization constant such that $\mathcal{P}(I=k)=A k^{-(\alpha+1)}$. The difference in the loss $\Delta \mathcal{L}=\mathbf{E}_{D+1}[\mathcal{L}]-\mathbf{E}_{D}[\mathcal{L}]$ is

$$
\begin{align*}
\Delta \mathcal{L} & =S^{2} A \int_{1}^{\infty} k^{-(\alpha+1)}\left(1-A k^{-(\alpha+1)}\right)^{D}\left(\left(1-A k^{-(\alpha+1)}\right)-1\right) d k  \tag{76}\\
& =-S^{2} A^{2} \int_{1}^{\infty} k^{-2(\alpha+1)}\left(1-A k^{-(\alpha+1)}\right)^{D} d k \tag{77}
\end{align*}
$$

We can integrate $\Delta \mathcal{L}$ by parts.

$$
\begin{aligned}
\Delta \mathcal{L} & =\left[-\frac{S^{2} A k^{-\alpha}}{(\alpha+1)(D+1)}\left(1-A k^{-(\alpha+1)}\right)^{D+1}\right]_{1}^{\infty} \\
& \quad-\frac{S^{2} A \alpha}{(\alpha+1)(D+1)} \int_{1}^{\infty} k^{-(\alpha+1)}\left(1-A k^{-(\alpha+1)}\right)^{D+1} d k \\
\approx & \mathcal{O}\left(\left(1-\mathcal{P}_{s}(1)\right)^{D+1}\right)-\frac{S^{2} A \alpha}{(\alpha+1)(D+1)} \int_{1}^{\infty} k^{-(\alpha+1)}\left(1-A k^{-(\alpha+1)}\right)^{D}\left(1-A k^{-(\alpha+1)}\right) d k \\
& \approx-\frac{\alpha}{(\alpha+1)(D+1)} \mathbf{E}_{D}[\mathcal{L}]+\frac{\alpha}{(\alpha+1)(D+1)} \Delta \mathcal{L}
\end{aligned}
$$

In the second line, the first term goes to 0 for $D \gg 1$. In the last line, we used the expression for $\Delta \mathcal{L}$ (Eq. (76)) and $\mathbf{E}_{D}[\mathcal{L}]$ (Eq. (73)). Rearranging the equation above and using that $D \gg 1$, we obtain

$$
\begin{align*}
\frac{\Delta \mathcal{L}}{\mathbf{E}_{D}[\mathcal{L}]} & =-\frac{\alpha}{1+(\alpha+1) D} \approx-\frac{\alpha}{(\alpha+1)} \frac{1}{D}  \tag{78}\\
& =-\frac{\alpha}{(\alpha+1)} \frac{\Delta D}{D} . \tag{79}
\end{align*}
$$

where in the last line, $\Delta D / D=1 / D$ as the change in the number of data points relative to $D$ is one.

## D. 4 Optimal compute scaling law

We start from Eq. (24) with $D \rightarrow \infty$

$$
\begin{equation*}
\mathcal{L} \approx \int_{1}^{N} A k^{-(\alpha+1)} \mathcal{L}_{k} d k+\lim _{n_{s} \rightarrow \infty} \frac{S^{2}}{2} \int_{N}^{n_{s}} A k^{-(\alpha+1)} d k \tag{80}
\end{equation*}
$$

We can use Eq. (72) to calculate the first term and integrate the last term to get

$$
\begin{align*}
\mathcal{L} & \approx\left(\mathcal{L}(0)+\mathcal{L}_{C}\right) T^{-\alpha /(\alpha+1)}-\mathcal{L}_{c}+\frac{S^{2} A}{2 \alpha} N^{-\alpha}  \tag{81}\\
& \approx \mathcal{O}\left(T^{-\alpha /(\alpha+1)}\right)+\mathcal{O}\left(N^{-\alpha}\right) \tag{82}
\end{align*}
$$

where we used that $\mathcal{L}(0) \gg \mathcal{L}_{C}$ and $S^{2} A /(2 \alpha)-\mathcal{L}_{C}>0$. Intuitively, the approximation shows the tradeoff between $T$ - when increased, decreases the loss of the first $N$ skills - and $N$ - when increased, decreases the loss at sufficiently large $T$ - for fixed compute $C$. For a comprehensive analysis of the approximation above, see Appendix J.

Removing the irrelevant constant terms,

$$
\begin{equation*}
\mathcal{L}=T^{-\alpha /(\alpha+1)}+N^{-\alpha} . \tag{83}
\end{equation*}
$$

We can use the method of Lagrangian multiplier to obtain

$$
\begin{align*}
-\frac{\alpha}{\alpha+1} T^{-\alpha /(\alpha+1)-1}+\lambda N & =0  \tag{84}\\
-\alpha N^{-(\alpha+1)}+\lambda T & =0  \tag{85}\\
N T-C & =0 \tag{86}
\end{align*}
$$

where $\lambda$ is the Lagrange multiplier and $C$ is compute. We can solve the above set of equations to obtain $T^{\alpha+1} \propto N$ and plug it in Eq. (83) to get

$$
\begin{equation*}
\mathcal{L} \propto C^{-\alpha /(\alpha+2)} \tag{87}
\end{equation*}
$$

The derivation is similar to that of [23]. For a rigorous derivation of the optimal compute scaling law, see Corollary 4 and Appendix J.

## E Derviation of the extended multilinear model

## E. 1 Gradient flow in the extended multilinear model

Lemma 2. Let the extended multilinear model Eq. (38) be trained with gradient on $D$ i.i.d samples for the setup in Section 3 (input distribution: Eq. (1), target function: Eq. (4), and MSE loss: Eq. (5)). For the skill index $k \leq N$ be a skill index in the multilinear model, let the feature matrix $\Phi \in \mathbb{R}^{D_{C} \times d_{k}}$ for the $k^{t h}$ skill be

$$
\begin{equation*}
\Phi_{l j}=e_{k, l}\left(i^{(j)}=k, x^{(j)}\right) \tag{88}
\end{equation*}
$$

and $S V D$ on $\Phi=U S V$. Assuming that the system is overparametrized ( $d_{k}<D_{c}$ ), the gradient on $B_{k} \in \mathbb{R}^{D_{C}}$ is contained in the column space of semi-orthogonal matrix $U \in \mathbb{R}^{D_{C} \times d_{k}}$ :

$$
\begin{equation*}
U U^{T} \frac{d B_{k}}{d t}=\frac{d B_{k}}{d t} \tag{89}
\end{equation*}
$$

Proof Similar to Lemma 1, the total loss can be decomposed into each skill such that the dynamics of $B_{k, l}$ relies only on $d_{k}$ observations of the $k^{t h}$ skill:

$$
\begin{align*}
\mathcal{L}_{D} & =\frac{1}{2 D} \sum_{k=1}^{n_{s}} \sum_{j=1}^{D}\left(f^{*}\left(i^{(j)}, x^{(j)}\right)-f\left(i^{(j)}, x^{(j)}\right)\right)^{2}  \tag{90}\\
& =\frac{1}{2 D} \sum_{k=1}^{n_{s}} \sum_{j_{k}=1}^{d_{k}}\left(S g_{k}\left(k, x^{\left(j_{k}\right)}\right)-\sum_{l=1}^{D_{C}} a_{k} B_{k, l} e_{k, l}\left(k, x^{\left(j_{k}\right)}\right)\right)^{2}  \tag{91}\\
& =\frac{1}{2 D} \sum_{k=1}^{n_{s}} \sum_{j_{k}=1}^{d_{k}}\left(\sum_{l=1}^{D_{C}}\left(\frac{S}{\sqrt{D_{C}}}-a_{k} B_{k, l}\right) e_{k, l}\left(k, x^{\left(j_{k}\right)}\right)\right)^{2} \tag{92}
\end{align*}
$$

In the second line, we used Eq. (39) that $e_{k, l}(I \neq k, x)=0$ and the orthogonality of $g_{k}$ (Eq. (3)). In the last line, we used Eq. (39) that $g_{k}=D_{C}{ }^{-1 / 2} \sum_{l} e_{k, l}$. We can find the gradient descent equation of $B_{k, l}$ from Eq. (92):

$$
\begin{equation*}
\frac{d B_{k, l}}{d t}=-\eta \sum_{j=1}^{d_{k}} \frac{1}{D}\left[a_{k} e_{k, l}\left(k, x^{(j)}\right) \sum_{l^{\prime}=1}^{D_{C}}\left(a_{k} B_{k, l^{\prime}}-\frac{S}{\sqrt{D_{C}}}\right) e_{k, l^{\prime}}\left(k, x^{(j)}\right)\right] \tag{93}
\end{equation*}
$$

which in the matrix form is

$$
\begin{equation*}
\frac{d B_{k}}{d t}=-\frac{\eta a_{k}}{D} \Phi \Phi^{T}\left(B_{k} a_{k}-\frac{\vec{S}}{\sqrt{D_{C}}}\right) \tag{94}
\end{equation*}
$$

where $D_{c}$ dimensional vectors $B_{k}$ and $\vec{S}$ are $\left[B_{k, 1}, \cdots, B_{k, D_{C}}\right]$ and $[S, \cdots, S]$ respectively. It illustrates that $\frac{d B_{k}}{d t}$ is contained in $\operatorname{im}(\Phi)$, which is contained in $\operatorname{im}(U)$ (immediate from $\Phi=U S V$ ). As $U U^{T}(U z)=U\left(U^{T} U\right) z=U z, U U^{T}$ acts as identity on image of $U$, showing that $U U^{T} \frac{d B_{k}}{d t}=U^{T} \frac{d B_{k}}{d t}$.

## E. 2 Conserved quantity of extended multilinear model

Lemma 3. In the setup of Lemma 2, $a_{k}^{2}-\left|B_{k}\right|^{2}$ is conserved over time.
Proof We can use Eq. (92) to find the equation for $a_{k}$ :

$$
\begin{equation*}
\frac{d a_{k}}{d t}=-\eta \sum_{j=1}^{d_{k}} \frac{1}{D}\left[\sum_{l=1} B_{k, l} e_{k, l}\left(k, x^{(j)}\right) \sum_{l^{\prime}=1}^{D_{C}}\left(a_{k} B_{k, l^{\prime}}-\frac{S}{\sqrt{D_{C}}}\right) e_{k, l^{\prime}}\left(k, x^{(j)}\right)\right] \tag{95}
\end{equation*}
$$

which in the matrix form is

$$
\begin{equation*}
\frac{d a_{k}}{d t}=-\frac{\eta}{D} B_{k}^{T} \Phi \Phi^{T}\left(B_{k} a_{k}-\frac{\vec{S}}{\sqrt{D_{C}}}\right) \tag{96}
\end{equation*}
$$

Then

$$
\begin{align*}
a_{k} \frac{d a_{k}}{d t} & =-\frac{\eta a_{k}}{D} B_{k}^{T} \Phi \Phi^{T}\left(B_{k} a_{k}-\frac{\vec{S}}{\sqrt{D_{C}}}\right)  \tag{97}\\
& =B_{k}^{T} \frac{d B_{k}}{d t} \tag{98}
\end{align*}
$$

where we used Eq. (94) in the last line. Thus, $a_{k}^{2}-\left|B_{k}\right|^{2}$ is conserved during the dynamics.

## E. $3 D_{C}$ shot learner

Proposition 1. Let the setup be as that in Lemma 2. Suppose that $a_{k}(T)$ is eventually bounded away from zero, i.e. there exists $\delta>0$ and $M>0$ such that $T>M \Rightarrow\left|a_{k}(T)\right| \geq \delta$. Also assume that $U^{\perp}$-component of $B_{k}(0) a_{k}(0)$ and $B_{k}(0) S$ is negligible. Then the skill strength $\mathcal{R}_{k}$ is

$$
\mathcal{R}_{k}(\infty)=\left\{\begin{array}{lc}
d_{k}<D_{c}: & S\left(1-\sqrt{1-d_{k} / D_{c}}\right)  \tag{99}\\
d_{k} \geq D_{c}: & S
\end{array}\right.
$$

Proof First, we show that $\frac{d \mathcal{L}}{d t} \leq 0$ with equality only holding when the gradient is 0 .

$$
\begin{align*}
\frac{d \mathcal{L}}{d t} & =\frac{d \mathcal{L}}{d a} \frac{d a}{d t}+\sum_{i}^{D_{c}} \frac{d \mathcal{L}}{d b_{i}} \frac{d b_{i}}{d t}  \tag{100}\\
& =-\frac{d \mathcal{L}}{d a} \frac{d \mathcal{L}}{d a}-\sum_{i}^{D_{c}} \frac{d \mathcal{L}}{d b_{i}} \frac{d \mathcal{L}}{d b_{i}} \leq 0 \tag{101}
\end{align*}
$$

Its equality holds only when

$$
\begin{equation*}
\frac{d \mathcal{L}}{d a}=\frac{d a}{d t}=0 \quad \text { and } \quad \frac{d \mathcal{L}}{d b_{i}}=\frac{d b_{i}}{d t}=0 \tag{102}
\end{equation*}
$$

We first show that both $a_{k}$ and $B_{k}$ are bounded throughout whole dynamics. As

$$
\begin{equation*}
\mathcal{L}_{k}=\left|\Phi\left(B_{k} a_{k}-\frac{\vec{S}}{\sqrt{D_{C}}}\right)\right|^{2} \geq \sigma^{2}\left|U U^{T}\left(B_{k} a_{k}-\frac{\vec{S}}{\sqrt{D_{C}}}\right)\right|^{2} \tag{103}
\end{equation*}
$$

for $\sigma^{2}$ the smallest nonzero eigenvalue of $\Phi \Phi^{T}$, where $\Phi=U S V$. This shows

$$
\begin{equation*}
U U^{T}\left(B_{k} a_{k}-\frac{\vec{S}}{\sqrt{D_{C}}}\right) \tag{104}
\end{equation*}
$$

is bounded, so $U U^{T} B_{k} a_{k}$ is bounded. Meanwhile, in Lemma 2, we showed $\left(1-U U^{T}\right) \frac{d B_{k}}{d t}=0$, so $\left(1-U U^{T}\right) B_{k} a_{k}$ is bounded. This shows $B_{k} a_{k}$ is bounded. As $a_{k}-\left|B_{k}\right|^{2}$ is constant (Lemma 3) and $\left|B_{k} a_{k}\right|=\left|a_{k}\right|\left|B_{k}\right|$ is bounded, this shows both $a_{k}$ and $\left|B_{k}\right|$ are bounded.

The dynamics moving in some bounded region always has at least one accumulation point, which we denote as $p$. We will show that $\frac{d \mathcal{L}_{k}}{d t}=0$ at $p$. The function $\mathcal{L}_{k}(t)$ in $t$ is decreasing differential function which is positive. We also note $\frac{d^{2} \mathcal{L}_{k}(t)}{d t^{2}}$ is globally bounded, as it can be expressed in polynomial expression in $\left(a_{k}, B_{k}\right)$ and we showed $\left(a_{k}(t), B_{k}(t)\right)$ is bounded. From Taylor's theorem one can obtain

$$
\begin{equation*}
\inf \mathcal{L}_{k}(t) \leq \mathcal{L}_{k}\left(t_{1}+t_{2}\right) \leq \mathcal{L}_{k}\left(t_{1}\right)+t_{2} \frac{d \mathcal{L}_{k}}{d t}\left(t_{1}\right)+\frac{t_{2}^{2}}{2} M \tag{105}
\end{equation*}
$$

for $M=\sup \left|\frac{d^{2} \mathcal{L}_{k}(t)}{d t^{2}}\right|$. Choosing $t_{2}=-\frac{d \mathcal{L}_{k}}{d t}\left(t_{1}\right) M^{-1}$ shows that

$$
\begin{equation*}
\mathcal{L}_{k}\left(t_{1}\right)-\frac{1}{2 M}\left(\frac{d \mathcal{L}_{k}}{d t}\left(t_{1}\right)\right)^{2} \geq \inf \mathcal{L}_{k}(t) \tag{106}
\end{equation*}
$$

and letting $t_{1} \rightarrow \infty$ here gives

$$
\begin{equation*}
\lim _{t_{1} \rightarrow \infty} \frac{1}{2 M}\left(\frac{d \mathcal{L}_{k}}{d t}\left(t_{1}\right)\right)^{2} \leq \lim _{t_{1} \rightarrow \infty}\left(\mathcal{L}_{k}\left(t_{1}\right)-\inf \mathcal{L}_{k}(t)\right)=0 \tag{107}
\end{equation*}
$$

so $\frac{d \mathcal{L}_{k}}{d t} \rightarrow 0$ as $t \rightarrow \infty$. Meanwhile, as $p$ is accumulation point of $\left(a_{k}, B_{k}\right), \frac{d \mathcal{L}_{k}}{d t}(p)$ is accumulation point of $\frac{d \mathcal{L}}{d t}\left(a_{k}(t), b_{k}(t)\right)$. As $\lim _{t \rightarrow \infty} \frac{d \mathcal{L}_{k}}{d t}(t)=0$, the only accumulation point of $\frac{d \mathcal{L}_{k}}{d t}(t)$ is zero, which shows that $\frac{d \mathcal{L}_{k}}{d t}(p)=0$.

We have seen that $a_{k}^{2}-\left|B_{k}\right|^{2}$ and $\left(I-U U^{T}\right) B_{k}$ are conserved in our dynamics. A quantity conserved in dynamics should also be conserved at $p$, so $p=(a, B)$ should satisfy the following conditions.

- $a^{2}-|B|^{2}=a_{k}(0)^{2}-\left|B_{k}(0)\right|^{2}($ Lemma 3)
- $\left(I-U U^{T}\right) B=\left(I-U U^{T}\right) B_{k}(0)$ (Lemma 2)
- $\frac{d \mathcal{L}_{k}}{d t}(a, B)=0$, or equivalently the gradient is 0 at $p$

We will solve for $p$ satisfying those three conditions. The third condition is equivalent to that

$$
\begin{equation*}
a U U^{T}\left(B a-\frac{\vec{S}}{\sqrt{D_{C}}}\right)=0 \tag{108}
\end{equation*}
$$

As $a_{k}(T)$ is eventually bounded away from zero, we have $a \neq 0$, so

$$
\begin{equation*}
U U^{T}\left(B a-\frac{\vec{S}}{\sqrt{D_{C}}}\right)=0 \tag{109}
\end{equation*}
$$

It follows that

$$
\begin{equation*}
B=U U^{T} B+\left(I-U U^{T}\right) B=U U^{T} \frac{\vec{S}}{\sqrt{D_{C}}} a^{-1}+\left(I-U U^{T}\right) B_{k}(0) \tag{110}
\end{equation*}
$$

and substituting to first condition gives

$$
\begin{equation*}
a^{2}-\frac{1}{a^{2}}\left|U U^{T} \frac{\vec{S}}{\sqrt{D_{C}}}\right|^{2}-\left|\left(I-U U^{T}\right) B_{k}(0)\right|^{2}=a_{k}(0)^{2}-\left|B_{k}(0)\right|^{2} \tag{111}
\end{equation*}
$$

This is equivalent to a quadratic equation in $a^{2}$, and has a following solution of

$$
\begin{equation*}
a^{2}=\sqrt{\left|U U^{T} \frac{\vec{S}}{\sqrt{D_{C}}}\right|^{2}+\frac{\left(a_{k}(0)^{2}-\left|U U^{T} B_{k}(0)\right|^{2}\right)^{2}}{4}}+\frac{a_{k}(0)^{2}-\left|U U^{T} B_{k}(0)\right|^{2}}{2} \tag{112}
\end{equation*}
$$

This shows there are two candidates for $p$, with $a$ given as two square roots of Eq. (112) and $B$ determined from $a$ by Eq. (110). It is impossible for $\mathcal{L}_{k}(t)$ to have accumulation points both in regions $a>0$ and $a<0$, as it would imply $a_{k}(t)=0$ happens infinitely many often, contradicting that $a_{k}$ is eventually bounded away from zero. Thus it follows that $\mathcal{L}_{k}(t)$ can only have one accumulation point. As dynamics having unique accumulation point should converge, it follows that

$$
\begin{equation*}
(a, B)=\left(a_{k}(\infty), B_{k}(\infty)\right) \tag{113}
\end{equation*}
$$

One can check that the $U^{\perp}$-component of $B_{k}(\infty) a_{k}(\infty)$ is given as

$$
\begin{equation*}
\left(I-U U^{T}\right) B_{k}(\infty) a_{k}(\infty)=\left(I-U U^{T}\right) B_{k}(0) a \tag{114}
\end{equation*}
$$

and this is bounded by $\left|\left(1-U U^{T}\right) B_{k}(0)\right|\left(S+a_{k}(0)\right)$, so by our assumption this is negligible. Thus, we find that $B_{k}(\infty) a_{k}(\infty)$ is the pseudo-inverse solution, which is also found by the linear model with $e_{k, l}$ as basis functions. Using the result from kernel regression [26, 34-37] we have

$$
\begin{equation*}
\mathcal{L}_{k}=\frac{S^{2}}{2}\left(1-\frac{d_{k}}{D_{C}}\right) . \tag{115}
\end{equation*}
$$

Applying Eq. (14), we find the result.

## E. $4 \quad N_{c}$ basis functions for a skill

Proposition 2. Let the extended multilinear model Eq. (38) (but we change the notation $D_{c}$ to $N_{c}$ ) be trained with gradient on $D \rightarrow \infty$ i.i.d samples for the setup in Section 3 with $n_{s} \rightarrow \infty$ (input distribution: Eq. (1), target function: Eq. (4), and MSE loss: Eq. (5), initialization: that of Proposition 1). For a model with the following finite $N$ basis functions

$$
\begin{equation*}
\left[e_{1,1}, \cdots, e_{1, N_{c}}, e_{2,1}, \cdots, e_{q, r}\right] \tag{116}
\end{equation*}
$$

where quotient $q=\left\lfloor(N-1) / N_{c}\right\rfloor+1$ and remainder $r$ is such that $(q-1) N_{c}+r=N$. The skill strength at $T \rightarrow \infty$ becomes

$$
\mathcal{R}_{k}(\infty)=\left\{\begin{array}{cc}
k>q: & 0  \tag{117}\\
k=q: & S \frac{r}{N_{c}} \\
k<q: & S
\end{array}\right.
$$

Proof Because we have $D \rightarrow \infty$ and $\left[e_{k, 1}, \cdots e_{k, N_{c}}\right]$ can express $g_{k}$ (Eq. (43)), it is trivial to show that $\mathcal{R}_{k}(\infty)=S$ for $k<q$. For $k=q$, the gradient descent dynamics (Eq. (94)) leads to

$$
\begin{equation*}
\frac{d B_{k}}{d t}=-\frac{\eta a_{k}}{D} \Phi \Phi^{T}\left(B_{k} a_{k}-\frac{S}{\sqrt{N_{c}}}\right) \tag{118}
\end{equation*}
$$

where the matrix $\Phi \in \mathbb{R}^{r \times d_{k}}$ and vector $B_{k} \in \mathbb{R}^{r}$ are the feature matrix(Eq. (88)) and parameters for the $k^{t h}$ skill. As $D \rightarrow \infty, \Phi \Phi^{T}$ becomes a rank $r$ identity matrix:

$$
\begin{equation*}
\lim _{D \rightarrow \infty} \frac{1}{D}\left(\Phi \Phi^{T}\right)_{l l^{\prime}}=\mathbf{E}_{X}\left[e_{k, l}(k, X) e_{k, l^{\prime}}(k, X)\right]=\delta_{l, l^{\prime}} \tag{119}
\end{equation*}
$$

Plugging the identity matrix in $\Phi \Phi^{T}$,

$$
\begin{equation*}
\frac{d B_{k, l}}{d t}=-\eta a_{k}\left(B_{k, l} a_{k}-\frac{S}{\sqrt{N_{c}}}\right) \tag{120}
\end{equation*}
$$

Assuming the initialization in Proposition 1, we can show that $a_{k}(\infty) B_{k, l}(\infty)=S / \sqrt{N_{c}}$ for $l \leq r$. The skill strength $\mathcal{R}_{k}(\infty)$ is

$$
\begin{align*}
\mathcal{R}_{k}(\infty) & =\sum_{l=1}^{r} \frac{S}{\sqrt{N_{c}}} \mathbf{E}_{X}\left[e_{k, l}(k, X) g_{k}(k, X)\right]  \tag{121}\\
& =S \frac{r}{N_{c}} \tag{122}
\end{align*}
$$

where we used Eq. (43) for the linear correlation between $e_{k, l}$ and $g_{k}$.

## F The tail of dynamic emergence

In this section, we discuss an example for the time emergence case (Fig. 6(b, i)) in which the saturation of skill in an NN consists of multiple saturating 'modes' as in Fig. 9.

(a) neuron modes for a parity function

(b) mode/skill strength

Figure 9: Modes in NN. A 2-layer FCN with ReLU activation with a width of 3 and weight sharing (Eq. (125)) is trained to fit the parity function. (a): The skill strength $\mathcal{R}$, because of the last layer's linearity, can be decomposed into skill strength from each hidden neuron or each 'mode' (shown in different colors, Eq. (130)). (b): The skill strength for each mode follows a near-sigmoidal curve with different emergent/saturation times (colors) whose sum results in the total skill strength (solid black). Note that different saturation times of each mode result in a deviation from the prediction of the multilinear model with $\mathcal{B}^{2}=1 / 3$ (dashed black).

Task. We assume an input $X \in \mathbb{R}^{3 \times 8}$ (note that we are not using $X$ as a random variable) that is all 8 possible inputs for dimension 3 bits. The output is the parity function scaled by $S$.

$$
X=\left(\begin{array}{llllllll}
0 & 0 & 0 & 0 & 1 & 1 & 1 & 1  \tag{123}\\
0 & 0 & 1 & 1 & 0 & 0 & 1 & 1 \\
0 & 1 & 0 & 1 & 0 & 1 & 0 & 1
\end{array}\right), \quad Y=(S-S-S S-S S S-S)
$$

NN. We assume a 2-layer width 3 NN with ReLU activation with the input dimension 3 (Fig. 9(a)). The NN has 16 parameters, but to simplify the argument, we use weight sharing so NN has only 4 parameters:

$$
\begin{equation*}
f(x ; \alpha, \beta, \gamma, c)=w^{T} \sigma(W x+b)+c \tag{124}
\end{equation*}
$$

where $\sigma$ is the $\operatorname{ReLU}$ activation and $W, b, w$ are

$$
W=\left(\begin{array}{ccc}
-\alpha & \alpha & -\alpha  \tag{125}\\
-\beta & \beta & -\beta \\
\gamma & -\gamma & \gamma
\end{array}\right), \quad b=\left(\begin{array}{c}
0 \\
\beta \\
-\gamma
\end{array}\right), \quad w=\left(\begin{array}{c}
-2 \alpha \\
\beta \\
\gamma
\end{array}\right) .
$$

Modes. It is easy to see that $\alpha=\beta=\gamma=\sqrt{2 S}$ and $c=-S$ leads to the target parity function. We note that one parameter except $c$ (i.e. $\alpha, \beta, \gamma$ ) maps to one neuron or a mode (colors in Fig. 9(a)). We define the first mode $f^{(1)}$ as

$$
\begin{align*}
f^{(1)}(x) & =w_{1} \sigma\left(W_{1}^{T} x+b_{1}\right)=-2 \alpha^{2} \sigma\left(x_{2}-x_{1}-x_{3}\right)  \tag{126}\\
& =-2 \alpha^{2} h_{1}(x), \quad h_{1}(x):=\sigma\left(x_{2}-x_{1}-x_{3}\right), \tag{127}
\end{align*}
$$

where $w_{1}, b_{1}$ are the first entry of $w, b$ respectively and $W_{1}$ is the first row of $W$. Note that $f^{(1)}(x)$ takes a form similar to the multilinear model (Eq. (12)) but with $h_{1}$ as the respective basis. We define $f^{(2)}, f^{(3)}$ similarly, and the sum of modes becomes the NN:

$$
\begin{equation*}
f(x)=\sum_{q=1}^{3} f^{(i)}(x)+c \tag{128}
\end{equation*}
$$

which resembles the multilinear model with different skills. ${ }^{11}$

[^8]Mode strength. Analogous to the skill strength in Eq. (9), we define mode $q$ 's strength $\mathcal{R}^{(q)}$ as

$$
\begin{equation*}
\mathcal{R}^{(q)}=\frac{1}{8 S^{2}} Y^{T} f^{(q)}(X) \tag{129}
\end{equation*}
$$

where $f^{(q)}(X)=\left[f^{(q)}\left(X_{1}\right), \cdots, f^{(q)}\left(X_{8}\right)\right]$ and $X_{j}$ are the $j^{t h}$ column of $X$. By the linearity of the expectation,

$$
\begin{equation*}
\mathcal{R}=\sum_{q=1}^{3} \mathcal{R}^{(q)} . \tag{130}
\end{equation*}
$$

Note that constant $c$ always has zero correlation (inner product) to the target function $(Y)$.
Analysis. The dynamics of each mode $\mathcal{R}^{(q)}(x)$ differs from that of the multilinear model (Eq. (16)) because $h_{q}(x)$ often depends on the parameter, and the dynamics are no longer decoupled among each mode. Nevertheless, each mode follows a sigmoid-like growth (Fig. 9(b)). We note that each mode has a different saturation time scale or is updated at different frequencies. A mode with a longer time scale leads to a longer 'tail' of saturation as discussed in the main text.

Update frequency. Because of the non-linearity, the amount of gradient each mode receives is different. We can explicitly calculate the gradient each parameter receives:

$$
\begin{align*}
\frac{d \alpha^{2}}{d t} & =2 \eta \alpha^{2}\left(-S-\left(-2 \alpha^{2}+2 \beta^{2}+c\right)\right)  \tag{131}\\
\frac{d \beta^{2}}{d t} & =-\eta \beta^{2}\left(S-\left(-2 \alpha^{2}+5 \beta^{2}+5 c\right)\right)  \tag{132}\\
\frac{d \gamma^{2}}{d t} & =-\eta \gamma^{2}\left(S-\left(\gamma^{2}+c\right)\right)  \tag{133}\\
\frac{d c}{d t} & =-\eta\left(2 \alpha^{2}-5 \beta^{2}-\gamma^{2}-8 c\right) \tag{134}
\end{align*}
$$

We immediately notice that $c$ will grow the fastest for small initialization ( $\alpha, \beta, \gamma, c \ll 1$ ) because it saturates exponentially while other parameters saturate sigmoidally. Considering that $S$ is always the largest term and $c$ saturate to $S$ quickly, we notice that the saturation is in the order of $\alpha^{2}$ $(\approx 2 S+2 c \approx 4 S), \beta^{2}(\approx-S+5 c \approx 4 S)$, and $\gamma^{2}(\approx 2 S)$. We observe that our crude approximation holds in Fig. 9(b): the first $(\alpha)$ and the second $(\beta)$ modes saturate at similar timescale, while the third mode $(\gamma)$ requires approximately twice the time for saturation.

## G Connection to a linear model

In this section, we will discuss the role of multilinearity in describing time emergence or stage-like training. ${ }^{12}$ A linear model with $g_{k}$ as the basis functions is

$$
\begin{equation*}
f_{T}(i, x ; w)=\sum_{k=1}^{N} w_{k}(T) g_{k}(i, x), \tag{135}
\end{equation*}
$$

where we made the model linear by replacing $a_{k} b_{k}$ with $w_{k}$. The dynamics of the linear model under gradient flow is

$$
\begin{equation*}
\mathcal{R}_{k}(T)=w_{k}(T)=S\left(1-e^{-\eta \frac{d_{k}}{D} T}\right) \tag{136}
\end{equation*}
$$

where we assumed $w_{k}(0)=0$. The linear model follows an exponential saturation of the skill strength in contrast to the sigmoidal saturation of the multilinear model (Fig. 10(a)), and cannot describe the sigmoidal time emergence behavior of a 2-layer NN in Fig. 1(a).

$$
-d_{1} / D=0.5 \quad-d_{2} / D=0.2 \quad-d_{3} / D=0.1
$$



Figure 10: Dynamics of linear and multilinear model. (a): Skill strength dynamics of the linear model (Eq. (136)) (b): Skill strength dynamics of the multilinear model (Eq. (16)). For the linear model, $\mathcal{R}_{k}$ emerges from $T=0$ for all $d_{k} / D>0$ : obstructing the stage-like training. For the multilinear model, $\mathcal{R}_{k}$ shows a delayed emergence depending on $d_{k} / D$ : allowing the stage-like training and describing the sigmoidal time emergence in Fig. 1(a).

However, the linear model in Eq. (136) - because of it has the skills functions as the basis functions - can predict $T, D, N$ scaling laws in Section 5 and data and parameter emergence in Section 6. For the time scaling law, we recover the relationship between $d \mathcal{L}_{k} / d T$ and $d \mathcal{L}_{k} / d k$ in Eq. (25) because $\mathcal{R}_{k}(T)$ is a function of $\frac{d_{k}}{D} T$ only (where $d_{k} / D=\mathcal{P}_{s}(k)$ for $D \rightarrow \infty$ ). For the data scaling law, we recover Eq. (27) because each $w_{k}$ s is decoupled. For the parameter scaling law, we recover Eq. (32) trivially. The data and parameter emergence in Section 6 can be obtained from the linear model in Eq. (135) if we extend the model analogous to Eqs. (38) and (41). The equivalence can be shown by Lemma 2 which states that the multilinear model finds the minimum norm solution: the solution that the linear model finds in a ridgeless regression setup.
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## H Samples for parameter emergence

|  |  |  |  |  |  |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :---: |
| $k=1$ | 0.98 | 0.98 | 0.98 | 0.98 | 0.98 | 0.98 | 0.98 | 0.98 | 0.98 | 0.98 |  |
| $k=2$ | 4.5 | 0.95 | 0.95 | 0.95 | 0.96 | 0.96 | 0.04 | 0.96 | 0.96 | 0.95 |  |
| $k=3$ | 0.6 | 0.0 | 0.72 | 0.90 | 0.92 | 0.64 | 0.88 | 0.8 | 0.58 | 0.52 |  |
| $k=4$ | 0.0 | 0.78 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 |  |
| $k=5$ | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 |  |

Figure 11: Samples of skill strength $\mathcal{R}_{k} / S$. The table shows the skill strength at $N=10$ for 10 different runs of the parameter emergence experiment (Fig. 6(b, iii)). Note that the variance of $\mathcal{R}_{k} / S$ is amplified by the outliers - shaded columns - that learn a less frequent skill at the cost of a more frequent skill (second column) or fail to learn a skill (seventh column).

## I Methods

## I. 1 2-Layer neural network

We trained a two-layer (one hidden layer) fully connected neural network with ReLU activation. All parameters of NN were initialized with a Gaussian distribution with a standard deviation of 0.001. The input dimension of the model was $n_{s}+n_{b}=5+32$ where $n_{s}$ is the length of control bits (number of skills) and $n_{b}$ is the length of the skill bits. Each skill has $m=3$ mutually exclusive sparse bits that are used to express the skill function. The target scale was $S=5$. The model was trained with SGD without momentum and no weight decay (the exception is the parameter emergence experiment where Adam with learning rate 0.001 and weight decay of $5 \times 10^{-5}$ was used to escape the local minima). For data and parameter emergence experiments, the learning rate was halved every 50,000 steps.

At every 20 steps, the skill strength $\mathcal{R}_{k}(t)$ (Eq. (9)) were measured using 20, 000 i.i.d samples from the $k^{t h}$ skill. ${ }^{13}$ To mimic the infinite parameter $N \rightarrow \infty$, we used the model of width 1000 (for the hidden layer). To mimic the infinite time $T \rightarrow \infty$, we trained for $5 \times 10^{5}$ steps where each step had the batch size of 4000 . To mimic $D \rightarrow \infty$, we sampled new data points for every batch. The details are given in the following table.

| Name | Values |
| :---: | :---: |
| width | 1000 |
| learning rate | 0.05 |
| initialization standard deviation | 0.001 |
| activation | ReLU |
| batch size | 4000 |
| steps | 500,000 |
| target scale | 5 |
| number of skill bits | 32 |
| number of skills | 5 |

## I. 2 Measurement of skill strength

The skill strength $\mathcal{R}_{k}$ is a simple linear correlation between the learned function $f$ - function expressed by NN - and $g_{k}$ for $\mathcal{P}_{b}$ given $I=k$. We approximate the expectation over $X$ by taking the mean over 20,000 i.i.d samples from $\mathcal{P}_{b}$ for the $k^{t h}$ skill:

$$
\begin{equation*}
\mathcal{R}_{k}=\mathbf{E}_{X}\left[f(k, X) g_{k}(k, X)\right] \approx \frac{1}{20000} \sum_{j=1}^{20000} f\left(k, x^{(j)}\right) g_{k}\left(k, x^{(j)}\right) \tag{137}
\end{equation*}
$$

where the notation $x^{(j)}$ denotes the $j^{\text {th }}$ sample.
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## J Rigorous derivation of the scaling laws

In Appendix D, we discussed the scaling laws in simplified settings, favoring intuition over mathematical rigor. Building upon the intuitive understanding developed in Appendix D, we now turn our attention to a rigorous analysis of the scaling laws. In this section, we will derive general scaling laws by considering a comprehensive set of parameters and variables. Our goal is to establish the conditions under which these scaling laws hold and to quantify the associated error terms. By explicitly analyzing the error terms, this section aims to provide a rigorous assessment of the validity and limitations of our scaling law estimates.

| Large resource | Condition | Scaling law | Constant | Statement |
| :---: | :---: | :---: | :---: | :---: |
| $D \gg T^{3}$ | $N^{\alpha+1}=o(T)$ | $\mathcal{L}=N^{-\alpha}$ | Theorem 1 | Theorem 1 |
| $D \gg N T^{2}, T^{3}$ | $N^{\alpha+1} \gg T$ | $\mathcal{L}=T^{-\alpha /(\alpha+1)}$ | Theorem 4 | Theorems 2 and 3 |
| $D \gg T^{3}$ | $N^{\alpha+1} \approx T$ | $\mathcal{L}=C^{-\alpha /(\alpha+2)}$ | Corollary 5 | Corollary 4 |
| $T \gg D(\log D)^{1+\epsilon}$ | $N^{\alpha+1}=o(D)$ | $\mathcal{L}=N^{-\alpha}$ | Theorem 5 | Theorem 5 |
| $T \gg D(\log D)^{1+\epsilon}$ | $N^{\alpha+1} \gg D$ | $\mathcal{L}=D^{-\alpha /(\alpha+1)}$ | Theorem 5 | Theorem 5 |

Table 4: Summary of scaling law and their conditions. The leftmost column indicates the condition for the 'large resource' - large enough to be treated as infinity, while the second column is the condition between the other two resources for the scaling law (third column). The last two columns show where the statement for the prefactor constant (e.g. $\mathcal{A}$ for scaling law $\mathcal{L}=\mathcal{A} N^{-\alpha}$ ) and the scaling law (with the assumptions and explicit error terms) are given.

## J. 1 General set up, repeated

We go back to most general settings possible. Our starting point is Eq. (50), which describes the dynamics of $\mathcal{R}_{k}$ and $\mathcal{L}_{k}$ valid for $k \leq N$ :

$$
\begin{equation*}
\mathcal{L}_{k}=\frac{S^{2}}{2\left(1+\left(\frac{S}{\mathcal{R}_{k}(0)}-1\right)^{-1} e^{2 \eta \frac{d_{k}}{D} S T}\right)^{2}} \tag{50}
\end{equation*}
$$

We do not use skills for indices $k>N$ in our model, but we can still denote

$$
\begin{equation*}
\mathcal{R}_{k}=0 \quad \text { and } \quad \mathcal{L}_{k}=\frac{S^{2}}{2} \tag{138}
\end{equation*}
$$

For $\mathcal{P}_{s}(k)=A k^{-\alpha-1}$, the total loss is given as

$$
\begin{equation*}
\mathcal{L}=\sum_{k=1}^{n_{s}} \mathcal{P}_{s}(k) \mathcal{L}_{k}=\sum_{k=1}^{N} \mathcal{P}_{s}(k) \mathcal{L}_{k}+\sum_{k=N+1}^{n_{s}} \mathcal{P}_{s}(k) \frac{S^{2}}{2} . \tag{139}
\end{equation*}
$$

When $n_{s}, N, T$ are all set, their dependency with the data is only determined by the statistics $d_{k}$, the number of data with $i^{(j)}=k$. We assumed that $(i, x) \in I \times\{0,1\}^{n_{d}}$ was collected as random samples with $i$ following the Zipfian distribution of size $n_{s}$ and exponent $\alpha+1$, or equivalently $P(i=$ $k)=\mathcal{P}_{s}(k)=A k^{-\alpha-1}$ for $1 \leq k \leq n_{s}$. Then $\left(d_{1}, \cdots, d_{n_{s}}\right)$ is a vector denoting number of occurrences in $D$ independent sampling from that distribution. It follows that $d_{i}$ follows binomial distribution $B\left(D, \mathcal{P}_{s}(k)\right)$.

In this complete perspective, our loss is dependent on all of those parameters and variables

$$
\begin{equation*}
\mathcal{L}=\mathcal{L}\left(n_{S}, \mathcal{D}, \mathcal{R}_{\text {init }}, N, T\right) \tag{140}
\end{equation*}
$$

where $\mathcal{R}_{\text {init }}=\left(\mathcal{R}_{1}(0), \cdots, \mathcal{R}_{N}(0)\right)$ denotes the vector representing initial condition. We will also simply denote $r_{k}=\mathcal{R}_{k}(0)$. We will not assume much on $r_{k}$, but we absolutely need $0<r_{k}<S$ for dynamics to hold, and we also should have

$$
\begin{equation*}
\sum_{k=1}^{n_{s}} \mathcal{P}_{s}(k) r_{k}^{2}=\mathbf{E}\left[f(0)^{2}\right] \ll S^{2} \tag{141}
\end{equation*}
$$

We will not impose any particular distribution on $\mathcal{R}_{\text {init }}$. Instead, we will try to identify sufficient conditions on $r_{k}$ for our desired result to hold, and those conditions will differ by the situation we are considering. For example, in Theorems 2 and 3 where we prove time scaling law $\mathcal{L}=\Theta\left(T^{-\alpha /(\alpha+1)}\right)$ for large enough $D$ and bottleneck $T$, we only require $0<r_{k}<S / 2$. However, the exact constant depends on the distribution of $r_{k}$, and figuring out the explicit constant seems to be only feasible when we fix $r_{k}=r$ as in Theorem 4.

## J. 2 Estimates for large $D$

We will first consider the situation where $D$ becomes the 'large resource' so that its effect on the loss function is negligible. The number of data $d_{k}$ follows binomial distribution $B\left(D, \mathcal{P}_{s}(k)\right)$, so $d_{k} / D$ converges to $\mathcal{P}_{s}(k)$ for large enough $D$. So taking the limit of $\mathcal{L}$ when we let $D \rightarrow \infty$ has effect of replacing $d_{k} / D$ by $\mathcal{P}_{s}(k)$ in the expression of $\mathcal{L}$. We will establish an explicit inequality comparing the difference between $\mathcal{L}$ and this limit.

Lemma 4. For a function $F: \mathbb{R} \rightarrow \mathbb{R}$ with its total variation $V(F)$ bounded, we have

$$
\begin{equation*}
\left|\mathbf{E}_{\mathcal{D}}\left[F\left(\frac{d_{k}}{D}\right)\right]-\mathbf{E}_{z \sim \mathcal{N}\left(\mathcal{P}_{s}(k), \mathcal{P}_{s}(k)\left(1-\mathcal{P}_{s}(k)\right) / D\right)}[F(z)]\right|<\frac{V(F)}{\sqrt{D} \sqrt{\mathcal{P}_{s}(k)\left(1-\mathcal{P}_{s}(k)\right)}} \tag{142}
\end{equation*}
$$

where $\mathcal{N}\left(\mu, \sigma^{2}\right)$ denotes normal distribution of mean $\mu$ and variance $\sigma^{2}$.
Proof This is just application of the Berry-Esseen inequality (with constant 1, see [49] for modern treatment) applied to $d_{k}$ following binomial distribution $B\left(D, \mathcal{P}_{s}(k)\right)$.

Lemma 5. Let $F: \mathbb{R} \rightarrow \mathbb{R}$ be a $C^{2}$ function such that $F^{\prime \prime}$ is bounded. Then we have

$$
\begin{equation*}
\left|\mathbf{E}_{z \sim \mathcal{N}\left(\mathcal{P}_{s}(k), \mathcal{P}_{s}(k)\left(1-\mathcal{P}_{s}(k)\right) / D\right)}[F(z)]-F\left(\mathcal{P}_{s}(k)\right)\right| \leq \frac{\mathcal{P}_{s}(k)\left(1-\mathcal{P}_{s}(k)\right)}{2 D} \sup \left|F^{\prime \prime}\right| \tag{143}
\end{equation*}
$$

Proof First we apply Taylor's theorem to show that

$$
\begin{equation*}
\left|F(z)-F\left(\mathcal{P}_{s}(k)\right)-F^{\prime}\left(\mathcal{P}_{s}(k)\right)\left(z-\mathcal{P}_{s}(k)\right)\right| \leq \frac{\left(z-\mathcal{P}_{s}(k)\right)^{2}}{2} \sup \left|F^{\prime \prime}\right| \tag{144}
\end{equation*}
$$

Taking expectation when $z$ follows normal distribution $\mathcal{N}\left(\mathcal{P}_{s}(k), \mathcal{P}_{s}(k)\left(1-\mathcal{P}_{s}(k)\right) / D\right.$ gives

$$
\begin{align*}
\left|\mathbf{E}_{z}\left[F(z)-F\left(\mathcal{P}_{s}(k)\right)\right]\right| & =\left|\mathbf{E}_{z}\left[F(z)-F\left(\mathcal{P}_{s}(k)\right)-F^{\prime}\left(\mathcal{P}_{s}(k)\right)\left(z-\mathcal{P}_{s}(k)\right)\right]\right|  \tag{145}\\
& \leq \mathbf{E}_{z}\left[\left|F(z)-F\left(\mathcal{P}_{s}(k)\right)-F^{\prime}\left(\mathcal{P}_{s}(k)\right)\left(z-\mathcal{P}_{s}(k)\right)\right|\right]  \tag{146}\\
& \leq \mathbf{E}_{z}\left[\frac{\left(z-\mathcal{P}_{s}(k)\right)^{2}}{2} \sup \left|F^{\prime \prime}\right|\right]  \tag{147}\\
& =\frac{\mathcal{P}_{s}(k)\left(1-\mathcal{P}_{s}(k)\right)}{2 D} \sup \left|F^{\prime \prime}\right| \tag{148}
\end{align*}
$$

Proposition 3. We have

$$
\begin{equation*}
\left|\mathbf{E}_{\mathcal{D}}\left[\mathcal{L}_{k}\right]-\frac{S^{2}}{2\left(1+\left(\frac{S}{r_{k}}-1\right)^{-1} e^{2 \eta \mathcal{P}_{s}(k) S T}\right)^{2}}\right|<\frac{2^{\alpha} S^{2}}{\sqrt{D \mathcal{P}_{s}(k)}}+\frac{4 S^{4} \eta^{2} T^{2} \mathcal{P}_{s}(k)}{D} \tag{149}
\end{equation*}
$$

Proof Consider the function $F: \mathbb{R} \rightarrow \mathbb{R}$ given as

$$
\begin{equation*}
F(z)=\frac{S^{2}}{2\left(1+\left(\frac{S}{r_{k}}-1\right)^{-1} e^{2 \eta S T z}\right)^{2}} \tag{150}
\end{equation*}
$$

This function is monotone decreasing and $C^{2}$ on whole domain, and its supremum and infimum are given as

$$
\begin{equation*}
\sup F=\lim _{z \rightarrow-\infty} F(z)=\frac{S^{2}}{2} \quad \text { and } \quad \inf F=\lim _{z \rightarrow \infty} F(z)=0 \tag{151}
\end{equation*}
$$

This implies that

$$
\begin{equation*}
V(F)=\sup F-\inf F=\frac{S^{2}}{2} \tag{152}
\end{equation*}
$$

Also, we will show that $F^{\prime \prime}$ is globally bounded. We first calculate

$$
\begin{equation*}
F^{\prime \prime}(z)=-4 S^{3} r_{k}\left(1-\frac{r_{k}}{S}\right)^{2} \eta^{2} T^{2} \frac{e^{2 \eta S T z}\left(1-\frac{r_{k}}{S}-\frac{2 r_{k}}{S} e^{2 \eta S T z}\right)}{\left(1-\frac{r_{k}}{S}+\frac{r_{k}}{S} e^{2 \eta S T z}\right)^{4}} \tag{153}
\end{equation*}
$$

We consider the following inequalities

$$
\begin{align*}
e^{2 \eta S T z} & \leq \frac{S}{r_{k}}\left(1-\frac{r_{k}}{S}+\frac{r_{k}}{S} e^{2 \eta S T z}\right)  \tag{154}\\
\left|1-\frac{r_{k}}{S}-\frac{2 r_{k}}{S} e^{2 \eta S T z}\right| & \leq\left|1-\frac{r_{k}}{S}\right|+\frac{2 r_{k}}{S} e^{2 \eta S T z}<2\left(1+\frac{r_{k}}{S}\left(e^{2 \eta S T z}-1\right)\right) \tag{155}
\end{align*}
$$

to show that

$$
\begin{equation*}
\left|F^{\prime \prime}(z)\right|<4 S^{3} r_{k}\left(1-\frac{r_{k}}{S}\right)^{2} \eta^{2} T^{2} \frac{\frac{2 S}{r_{k}}\left(1-\frac{r_{k}}{S}+\frac{r_{k}}{S} e^{2 \eta S T z}\right)^{2}}{\left(1-\frac{r_{k}}{S}+\frac{r_{k}}{S} e^{2 \eta S T z}\right)^{4}}<8 S^{4} \eta^{2} T^{2} \tag{156}
\end{equation*}
$$

for all $z$. Thus we can apply both Lemma 4 and Lemma 5 to this function $F$ and we have

$$
\begin{align*}
\left|\mathbf{E}_{\mathcal{D}}\left[F\left(\frac{d_{k}}{D}\right)\right]-F\left(\mathcal{P}_{s}(k)\right)\right| & <\frac{V(F)}{\sqrt{D} \sqrt{\mathcal{P}_{s}(k)\left(1-\mathcal{P}_{s}(k)\right)}}+\frac{\mathcal{P}_{s}(k)\left(1-\mathcal{P}_{s}(k)\right)}{2 D} \sup \left|F^{\prime \prime}\right| \\
& <\frac{S^{2}}{2 \sqrt{D} \sqrt{\mathcal{P}_{s}(k)\left(1-\mathcal{P}_{s}(k)\right)}}+\frac{4 \mathcal{P}_{s}(k) S^{4} \eta^{2} T^{2}}{D} \\
& <\frac{2^{\alpha} S^{2}}{\sqrt{D \mathcal{P}_{s}(k)}}+\frac{4 \mathcal{P}_{s}(k) S^{4} \eta^{2} T^{2}}{D} \tag{157}
\end{align*}
$$

where the last line follows from that we always have

$$
\begin{equation*}
1-\mathcal{P}_{s}(k) \geq 1-\mathcal{P}_{s}(1)=\frac{2^{-(\alpha+1)}+\cdots+n_{s}^{-(\alpha+1)}}{1+2^{-(\alpha+1)}+\cdots+n_{s}^{-(\alpha+1)}}>\frac{2^{-(\alpha+1)}}{1+2^{-(\alpha+1)}}>\frac{1}{2^{2(\alpha+1)}} \tag{158}
\end{equation*}
$$

Lemma 6. For any integer $N$ and $\sigma \geq 1 / 2$ and $\sigma \neq 1$, we have

$$
\begin{equation*}
\sum_{k=1}^{N} k^{-\sigma}=\zeta(\sigma)+\frac{N^{1-\sigma}}{1-\sigma}+O\left(N^{-\sigma}\right) \tag{159}
\end{equation*}
$$

where $\zeta$ is Riemann zeta function (defined over whole complex plane except 1 via analytic continuation). In addition,

$$
\begin{equation*}
\sum_{k=1}^{N} k^{-1}=\log N+\gamma+O\left(N^{-1}\right) \tag{160}
\end{equation*}
$$

where $\gamma=0.5772156649 \ldots$ is Euler's constant.
Proof See Corollary 1.15 of [50], or other analytic number theory textbooks.

Proposition 4. (Large $D$ approximation) We have

$$
\begin{align*}
& \mathbf{E}_{\mathcal{D}}[\mathcal{L}]-\sum_{k=1}^{N} \mathcal{P}_{s}(k) \frac{S^{2}}{2\left(1+\left(\frac{S}{r_{k}}-1\right)^{-1} e^{2 \eta \mathcal{P}_{s}(k) S T}\right)^{2}}-\sum_{k=N+1}^{n_{s}} \mathcal{P}_{s}(k) \frac{S^{2}}{2}  \tag{161}\\
= & O\left(S^{2} D^{-1 / 2} f_{\alpha}(N)+S^{4} \eta^{2} T^{2} D^{-1}\right) \tag{162}
\end{align*}
$$

where

$$
f_{\alpha}(N)= \begin{cases}1 & \text { if } \alpha>1  \tag{163}\\ \log N & \text { if } \alpha=1 \\ N^{(1-\alpha) / 2} & \text { if } \alpha<1\end{cases}
$$

The constant on the $O$ term only depends on $\alpha$.
Proof From the description of $\mathcal{L}$ in Eq. (139), we have

$$
\begin{align*}
& \mathbf{E}_{\mathcal{D}}[\mathcal{L}]-\sum_{k=1}^{N} \mathcal{P}_{s}(k) \frac{S^{2}}{2\left(1+\left(\frac{S}{r_{k}}-1\right)^{-1} e^{2 \eta \mathcal{P}_{s}(k) S T}\right)^{2}}-\sum_{k=N+1}^{n_{s}} \mathcal{P}_{s}(k) \frac{S^{2}}{2}  \tag{164}\\
= & \sum_{k=1}^{N} \mathcal{P}_{s}(k)\left(\mathbf{E}_{\mathcal{D}}\left[\mathcal{L}_{k}\right]-\frac{S^{2}}{2\left(1+\left(\frac{S}{r_{k}}-1\right)^{-1} e^{2 \eta \mathcal{P}_{s}(k) S T}\right)^{2}}\right) \tag{165}
\end{align*}
$$

We apply Proposition 3 to give
$\sum_{k=1}^{N} \mathcal{P}_{s}(k)\left(\mathbf{E}_{\mathcal{D}}\left[\mathcal{L}_{k}\right]-\frac{S^{2}}{2\left(1+\left(\frac{S}{r_{k}}-1\right)^{-1} e^{2 \eta \mathcal{P}_{s}(k) S T}\right)^{2}}\right)<\sum_{k=1}^{N} \mathcal{P}_{s}(k)\left(\frac{2^{\alpha} S^{2}}{\sqrt{D \mathcal{P}_{s}(k)}}+\frac{4 S^{4} \eta^{2} T^{2} \mathcal{P}_{s}(k)}{D}\right)$.
Each of these sum involving $\mathcal{P}_{s}(k)$ is bounded as

$$
\begin{equation*}
\sum_{k=1}^{N} \mathcal{P}_{s}(k)^{2}<\left(\sum_{k=1}^{N} \mathcal{P}_{s}(k)\right)^{2}<1 \tag{167}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{k=1}^{N} \sqrt{\mathcal{P}_{s}(k)}<\sum_{k=1}^{N} k^{-(\alpha+1) / 2}=O\left(f_{\alpha}(N)\right) \tag{168}
\end{equation*}
$$

which follows from Lemma 6. Combining those two gives

$$
\begin{equation*}
\sum_{k=1}^{N} \mathcal{P}_{s}(k)\left(\frac{2^{\alpha} S^{2}}{\sqrt{D \mathcal{P}_{s}(k)}}+\frac{S^{4} \eta^{2} T^{2} \mathcal{P}_{s}(k)}{D}\right)=O\left(S^{2} D^{-1 / 2} f_{\alpha}(N)+S^{4} \eta^{2} T^{2} D^{-1}\right) \tag{169}
\end{equation*}
$$

While Proposition 4 holds for any $D$, it becomes only meaningful if the resulting error terms are less than the main term we desire. We will revisit this when the exact main term is found, and determine the sufficient size of $D$ for error terms to become small enough.

## J. 3 Estimates for not too small $n_{s}$

We next discuss the effect of $n_{s}$. When $n_{s} \rightarrow \infty$ heuristically, then intuitively we have $\mathcal{P}_{s}(k) \rightarrow$ $k^{-(\alpha+1)} / \zeta(\alpha+1)$. We will discuss the difference between when we regard $n_{s}$ as $\infty$ and when we do not.

Proposition 5. The following equations hold:

$$
\begin{gather*}
A^{-1}=\sum_{k=1}^{n_{s}} k^{-(\alpha+1)}=\zeta(\alpha+1)-\frac{n_{s}^{-\alpha}}{\alpha}+O\left(n_{s}^{-\alpha-1}\right)  \tag{170}\\
\mathcal{P}_{s}(k)=\frac{k^{-\alpha-1}}{\zeta(\alpha+1)}\left(1+\frac{n_{s}^{-\alpha}}{\alpha \zeta(\alpha+1)} O\left(n_{s}^{-\alpha-1}\right)\right)  \tag{171}\\
\sum_{k=N+1}^{n_{s}} \mathcal{P}_{s}(k)=\frac{N^{-\alpha}-n_{s}^{-\alpha}}{\alpha \zeta(\alpha+1)}+O\left(N^{-\min (\alpha+1,2 \alpha)}\right) \tag{172}
\end{gather*}
$$

All implied constants on $O$ only depend on $\alpha$.
Proof The first statement Eq. (170) follows from substituting $\sigma=\alpha+1$ in Lemma 6. As $\mathcal{P}_{s}(k)=$ $A k^{-(\alpha+1)}$, the second statement Eq. (171) immediately follows. If we substitute $n_{s}=N$ into Eq. (170) and calculate differences between them, we obtain

$$
\begin{equation*}
\sum_{k=N+1}^{n_{s}} k^{-\alpha-1}=\frac{N^{-\alpha}-n_{s}^{-\alpha}}{\alpha}+O\left(N^{-\alpha-1}\right) \tag{173}
\end{equation*}
$$

Thus we have

$$
\begin{equation*}
\sum_{k=N+1}^{n_{s}} \mathcal{P}_{s}(k)=A \sum_{k=N+1}^{n_{s}} k^{-(\alpha+1)}=\frac{N^{-\alpha}-n_{s}^{-\alpha}}{\alpha \zeta(\alpha+1)}+O\left(N^{-\alpha-1}+\left(N^{-\alpha}-n_{s}^{-\alpha}\right) n_{s}^{-\alpha}\right) . \tag{174}
\end{equation*}
$$

Regardless of the size of $n_{s}$, We always have

$$
\begin{equation*}
\left(N^{-\alpha}-n_{s}^{-\alpha}\right) n_{s}^{-\alpha} \leq\left(\frac{N^{-\alpha}}{2}\right)^{2}=\frac{N^{-2 \alpha}}{4} \tag{175}
\end{equation*}
$$

so the third statement Eq. (172) follows.

We go back to description of total loss given in Eq. (139) as

$$
\begin{equation*}
\mathcal{L}=\sum_{k=1}^{N} \mathcal{P}_{s}(k) \mathcal{L}_{k}+\sum_{k=N+1}^{n_{s}} \mathcal{P}_{s}(k) \frac{S^{2}}{2} \tag{139}
\end{equation*}
$$

and we take its expectation in $\mathcal{D}$. Proposition 4 suggests that its limit when $D \rightarrow \infty$ is given as

$$
\begin{equation*}
\lim _{D \rightarrow \infty} \mathbf{E}_{\mathcal{D}}[\mathcal{L}]=\sum_{k=1}^{N} \mathcal{P}_{s}(k) \frac{S^{2}}{2\left(1+\left(\frac{S}{r_{k}}-1\right)^{-1} e^{2 \eta \mathcal{P}_{s}(k) S T}\right)^{2}}+\sum_{k=N+1}^{n_{s}} \mathcal{P}_{s}(k) \frac{S^{2}}{2} \tag{176}
\end{equation*}
$$

Denote

$$
\begin{align*}
\mathscr{L}_{1} & =\sum_{k=1}^{N} \mathcal{P}_{s}(k) \frac{S^{2}}{2\left(1+\left(\frac{S}{r_{k}}-1\right)^{-1} e^{2 \eta \mathcal{P}_{s}(k) S T}\right)^{2}}  \tag{177}\\
\mathscr{L}_{2} & =\sum_{k=N+1}^{n_{s}} \mathcal{P}_{s}(k) \frac{S^{2}}{2} . \tag{178}
\end{align*}
$$

We discuss the effect of $n_{s}$ in $\mathscr{L}_{1}$ and $\mathscr{L}_{2}$, by comparing limit of $\mathscr{L}_{1}$ and $\mathscr{L}_{2}$ when $n_{s} \rightarrow \infty$ and their original values.

- For the term $\mathscr{L}_{1}$, the change of letting $n_{s}$ as finite value from $n_{s} \rightarrow \infty$ has effect of multiplying $T$ by $1+n_{s}^{-\alpha} /(\alpha \zeta(\alpha+1))$, and multiplying whole $\mathscr{L}_{1}$ by $1+n_{s}^{-\alpha} /(\alpha \zeta(\alpha+1))$. It can be equivalently put as

$$
\begin{equation*}
\mathscr{L}_{1}\left(n_{s}, N, T\right)=\left(1+\frac{n_{s}^{-\alpha}}{\alpha \zeta(\alpha+1)}+O\left(n_{s}^{-\alpha-1}\right)\right) \mathscr{L}_{1}\left(\infty, N, T\left(1+\frac{n_{s}^{-\alpha}}{\alpha \zeta(\alpha+1)}+O\left(n_{s}^{-\alpha-1}\right)\right)\right) \tag{179}
\end{equation*}
$$

We always have $n_{s}>N$ and $N \rightarrow \infty$ eventually, so if dependency of $\mathscr{L}_{1}$ with respect to $T$ is at most polynomial order then change of main term of $\mathscr{L}_{1}$ is negligible. We can't establish exact statements yet without the descriptions of size of $\mathcal{L}_{1}$.

- The term $\mathscr{L}_{2}$ only depends on $N$ and $n_{s}$, not on $T$. Applying Proposition 5 (especially Eq. (172)) gives

$$
\begin{equation*}
\mathscr{L}_{2}\left(n_{s}, N, T\right)=\frac{N^{-\alpha}-n_{s}^{-\alpha}}{\alpha \zeta(\alpha+1)} \frac{S^{2}}{2}+O\left(N^{-\min (\alpha+1,2 \alpha)} S^{2}\right) \tag{180}
\end{equation*}
$$

When $n_{s}$ grows faster than $N$ then $n_{s}^{-\alpha}$ part is totally negligible, and when $n_{s}$ has same order as $N$ then $n_{s}^{-\alpha}$ affects the constant for main term of $\mathscr{L}_{2}$. Things might get little complicated when $n_{s}=N+o(N)$, where $N^{-\alpha}-n_{s}^{-\alpha}=o\left(N^{-\alpha}\right)$ can happen then.

- Comparing size of $\mathscr{L}_{1}$ and $\mathscr{L}_{2}$ mainly depends on time. The term $\mathscr{L}_{2}$ is fixed, and $\mathscr{L}_{1}$ decreases as $T$ increases. For $T=\infty$ we have $\mathscr{L}_{1}=0$, so $\mathscr{L}_{2}$ having order $N^{-\alpha}$ dominates (this proves scaling law for $N$ of exponent $\alpha$ ), so restriction on $n_{s}$ becomes quite substantial. For small $T$ and large $N$ where size of $\mathscr{L}_{2}$ is small, we can expect restriction on $n_{s}$ is less substantial. For example, in the extreme case $N=\infty$, we have $\mathscr{L}_{2}=0$, and $n_{s}$ does not matter at all (except that of course it should satisfy $n_{s} \geq N$ ).

For such reasons, it is hard to quantify exact conditions for $n_{s}$ such that error terms are controlled, unless we specify relative growth of $(N, T)$. However, $n_{s}=\omega(N)$ suffices to assure that setting $n_{s}=\infty$ has zero effect on the main term. We will not worry about $n_{s}$ in this setting anymore too, and come back to this at the very end to determine enough $n_{s}$.

## J. 4 Estimating main terms

We assume $D=\infty$ and $n_{s}=\infty-$ virtually implying that $d_{k} / D=\mathcal{P}_{s}(k)$ and $\mathcal{P}_{s}(k)=k^{-\alpha-1} / \zeta(\alpha+1)$ (calculated by rule of $n_{s}=\infty$ ). We decomposed our main term into

$$
\begin{equation*}
\lim _{n_{s} \rightarrow \infty} \lim _{D \rightarrow \infty} \mathbf{E}_{\mathcal{D}}[\mathcal{L}]=\mathscr{L}_{1}+\mathscr{L}_{2} \tag{181}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathscr{L}_{1}=\sum_{k=1}^{N} \mathcal{P}_{s}(k) \frac{S^{2}}{2\left(1+\left(\frac{S}{r_{k}}-1\right)^{-1} e^{2 \eta \mathcal{P}_{s}(k) S T}\right)^{2}} \tag{182}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathscr{L}_{2}=\sum_{k=N+1}^{\infty} \mathcal{P}_{s}(k) \frac{S^{2}}{2} \tag{183}
\end{equation*}
$$

By Proposition $5, \mathcal{L}_{2}$ is determined almost completely as

$$
\begin{equation*}
\mathscr{L}_{2}=\frac{S^{2} N^{-\alpha}}{2 \alpha \zeta(\alpha+1)}+O\left(N^{-\alpha-1}\right) \tag{184}
\end{equation*}
$$

Now focus on $\mathscr{L}_{1}$. For

$$
\begin{equation*}
F(z)=\frac{S^{2}}{2\left(1+\left(\frac{S}{r_{k}}-1\right)^{-1} e^{2 \eta S T z}\right)^{2}} \tag{185}
\end{equation*}
$$

(note: it really depends on $r_{k}$ so it is correct to write $F_{k}$, but for convenience we will keep using $F$.) one can express $\mathscr{L}_{1}$ as

$$
\begin{equation*}
\mathscr{L}_{1}=\sum_{k=1}^{N} \mathcal{P}_{s}(k) F\left(\mathcal{P}_{s}(k)\right) \tag{186}
\end{equation*}
$$

Lemma 7. Let $F(z)$ be defined as Eq. (185).

1. (Estimate for large z) We have

$$
\begin{equation*}
0 \leq F(z) \leq \frac{\left(S-r_{k}\right)^{2}}{2} \min \left(1, \frac{S^{2}}{r_{k}^{2}} e^{-4 \eta S T z}\right) \tag{187}
\end{equation*}
$$

2. (Estimate for small z) For $z \geq 0$, we have

$$
\begin{equation*}
\frac{\left(S-r_{k}\right)^{2}}{2}-\frac{8 \eta S^{3} T}{27} z \leq F(z) \leq \frac{\left(S-r_{k}\right)^{2}}{2} \tag{188}
\end{equation*}
$$

## Proof

1. The left side is obvious. For the right side, $F(z) \leq\left(S-r_{k}\right)^{2} / 2$ follows from noting that $F(0)=$ $\frac{\left(S-r_{k}\right)^{2}}{2}$ and proving $F^{\prime}(z) \leq 0$, and $F(z) \leq \frac{\left(S-r_{k}\right)^{2}}{2} \frac{S^{2}}{r_{k}^{2}} e^{-4 \eta S T z}$ follows from just replacing $1+$ $\left(\frac{S}{r_{k}}-1\right)^{-1} e^{2 \eta S T z}$ in the denominator of $F$ by $\left(\frac{S}{r_{k}}-1\right)^{-1} e^{2 \eta S T z}$.
2. For the left side, it suffices to show $-F^{\prime}(z) \leq \frac{8 \eta S^{3} T}{27}$. One can calculate

$$
\begin{equation*}
F^{\prime}(z)=-2 S^{2} r_{k}\left(1-\frac{r_{k}}{S}\right)^{2} \eta T \frac{e^{2 \eta S T z}}{\left(1+\frac{r_{k}}{S}\left(e^{2 \eta S T z}-1\right)\right)^{3}} \tag{189}
\end{equation*}
$$

and

$$
\begin{equation*}
F^{\prime \prime}(z)=-4 S^{3} r_{k}\left(1-\frac{r_{k}}{S}\right)^{2} \eta^{2} T^{2} \frac{e^{2 \eta S T z}\left(1-\frac{r_{k}}{S}-\frac{2 r_{k}}{S} e^{2 \eta S T z}\right)}{\left(1+\frac{r_{k}}{S}\left(e^{2 \eta S T z}-1\right)\right)^{4}} \tag{190}
\end{equation*}
$$

so $F$ has unique inflection point at

$$
\begin{equation*}
1-\frac{r_{k}}{S}-\frac{2 r_{k}}{S} e^{2 \eta S T z}=0 \quad \Rightarrow \quad e^{2 \eta S T Z}=\frac{1}{2}\left(\frac{S}{r_{k}}-1\right) \tag{191}
\end{equation*}
$$

and this point is where $-F^{\prime}(z)$ obtains maximum. Substituting this to the expression of $F^{\prime}(z)$ gives $-F^{\prime}(z)=\frac{8 \eta S^{3} T}{27}$.

Our threshold for distinguishing two approximation methods will be set as $z=z_{0}=(\zeta(\alpha+$ 1) $\eta S T)^{-1}$, where both two error terms are bounded by $O\left(S^{2}\right)$. The constant $\zeta(\alpha+1)$ is set to make later calculations much easier. Applying Lemma 7 gives

$$
\begin{align*}
\mathscr{L}_{1}= & \sum_{k=1}^{N} \mathcal{P}_{s}(k) F\left(\mathcal{P}_{s}(k)\right)  \tag{192}\\
= & \sum_{1 \leq k \leq N, \mathcal{P}_{s}(k)<z_{0}} \frac{\left(S-r_{k}\right)^{2}}{2} \mathcal{P}_{s}(k) \\
& +O\left(\eta S^{3} T \sum_{1 \leq k \leq N, \mathcal{P}_{s}(k)<z_{0}} \mathcal{P}_{s}(k)^{2}+S^{2} \sum_{1 \leq k \leq N, \mathcal{P}_{s}(k)>z_{0}} \mathcal{P}_{s}(k) \min \left(1, \frac{S^{2}}{r_{k}^{2}} e^{-4 \eta S T \mathcal{P}_{s}(k)}\right)\right) \tag{193}
\end{align*}
$$

Denote

$$
\begin{align*}
& \mathscr{M}=\sum_{1 \leq k \leq N, \mathcal{P}_{s}(k)<z_{0}} \frac{\left(S-r_{k}\right)^{2}}{2} \mathcal{P}_{s}(k)  \tag{194}\\
& \mathscr{E}_{1}=\eta S^{3} T \sum_{1 \leq k \leq N, \mathcal{P}_{s}(k)<z_{0}} \mathcal{P}_{s}(k)^{2}  \tag{195}\\
& \mathscr{E}_{2}=S^{2} \sum_{1 \leq k \leq N, \mathcal{P}_{s}(k)>z_{0}} \mathcal{P}_{s}(k) \min \left(1, \frac{S^{2}}{r_{k}^{2}} e^{-4 \eta S T \mathcal{P}_{s}(k)}\right) . \tag{196}
\end{align*}
$$

Proposition 6. Suppose that there exists $0<r<\sqrt{S}$ such that $r \leq r_{k}<S / 2$ for all $k$. In the decomposition of

$$
\begin{equation*}
\lim _{n_{s} \rightarrow \infty} \lim _{D \rightarrow \infty} \mathbf{E}_{\mathcal{D}}[\mathcal{L}]=\mathscr{M}+\mathscr{L}_{2}+O\left(\mathscr{E}_{1}+\mathscr{E}_{2}\right) \tag{197}
\end{equation*}
$$

given as above, we have the following bound.

1. If $(\eta S T)^{1 /(\alpha+1)}>N$, then

$$
\begin{align*}
\mathscr{L}_{2} & =\frac{S^{2} N^{-\alpha}}{2 \alpha \zeta(\alpha+1)}+O\left(S^{2} N^{-\alpha-1}\right)  \tag{198}\\
\mathscr{M} & =\mathscr{E}_{1}=0  \tag{199}\\
\mathscr{E}_{2} & =O\left(S^{2}(\log (S / r))^{\alpha /(\alpha+1)}(\eta S T)^{-\alpha /(\alpha+1)}\right) \tag{200}
\end{align*}
$$

2. If $(\eta S T)^{1 /(\alpha+1)}<N$, then

$$
\begin{align*}
\mathscr{L}_{2}+\mathscr{M} & =\Theta\left(S^{2} \sum_{k>(\eta S T)^{1 /(\alpha+1)}} \mathcal{P}_{s}(k)\right)=\Theta\left(S^{2}(\eta S T)^{-\alpha /(\alpha+1)}\right)  \tag{201}\\
\mathscr{E}_{1} & =O\left(S^{2}(\eta S T)^{-\alpha /(\alpha+1)}\right)  \tag{202}\\
\mathscr{E}_{2} & =O\left(S^{2}(\log (S / r))^{\alpha /(\alpha+1)}(\eta S T)^{-\alpha /(\alpha+1)}\right) \tag{203}
\end{align*}
$$

Here all constants in $O$ and $\Theta$ terms are absolute with respect to $\eta, S, T, N$. (They may depend on $\alpha$.)
Proof We first note that the condition $\mathcal{P}_{s}(k)<z_{0}=(\zeta(\alpha+1) \eta S T)^{-1}$ is equivalent to

$$
\begin{equation*}
\mathcal{P}_{s}(k)<z_{0}=(\zeta(\alpha+1) \eta S T)^{-1} \Leftrightarrow k^{-\alpha-1}<\frac{1}{\eta S T} \Leftrightarrow k>(\eta S T)^{1 /(\alpha+1)} . \tag{204}
\end{equation*}
$$

Thus we can rephrase the descriptions of terms as

$$
\begin{align*}
& \mathscr{M}=\sum_{(\eta S T)^{1 /(\alpha+1)}<k \leq N} \frac{\left(S-r_{k}\right)^{2}}{2} \mathcal{P}_{s}(k)  \tag{205}\\
& \mathscr{E}_{1}=\eta S^{3} T \sum_{(\eta S T)^{1 /(\alpha+1)<k \leq N}} \mathcal{P}_{s}(k)^{2}  \tag{206}\\
& \mathscr{E}_{2}=S^{2} \sum_{k \leq \min \left((\eta S T)^{1 /(\alpha+1)}, N\right)} \mathcal{P}_{s}(k) \min \left(1, \frac{S^{2}}{r_{k}^{2}} e^{-4 \eta S T \mathcal{P}_{s}(k)}\right) . \tag{207}
\end{align*}
$$

Applying Proposition 5 easily shows that

$$
\begin{equation*}
\mathscr{L}_{2}=\frac{S^{2} N^{-\alpha}}{2 \alpha \zeta(\alpha+1)}+O\left(S^{2} N^{-\alpha-1}\right) \tag{208}
\end{equation*}
$$

For $\mathscr{M}$ and $\mathscr{E}_{1}$, we will consider them by dividing two cases depending on whether $(\eta S T)^{1 /(\alpha+1)}>N$ or $(\eta S T)^{1 /(\alpha+1)}<N$. If $(\eta S T)^{1 /(\alpha+1)}>N$, then the condition $(\eta S T)^{1 /(\alpha+1)}<k \leq N$ is never satisfied, so $\mathscr{M}=\mathscr{E}_{1}=0$. Now suppose $(\eta S T)^{1 /(\alpha+1)}<N$. We first note that

$$
\begin{equation*}
\mathscr{L}_{2}+\mathscr{M}=\sum_{(\eta S T)^{1 /(\alpha+1)<k \leq N}} \frac{\left(S-r_{k}\right)^{2}}{2} \mathcal{P}_{s}(k)+\sum_{k>N} \frac{S^{2}}{2} \mathcal{P}_{s}(k) . \tag{209}
\end{equation*}
$$

As $\left(S-r_{k}\right)^{2}=\Theta\left(S^{2}\right)$, we can let

$$
\begin{equation*}
\mathscr{L}_{2}+\mathscr{M}=\Theta\left(S^{2} \sum_{k>(\eta S T)^{1 /(\alpha+1)}} \mathcal{P}_{s}(k)\right) \tag{210}
\end{equation*}
$$

and using Proposition 5 gives the desired estimate $\mathscr{L}_{2}+\mathscr{M}=\Theta\left(S^{2}(\eta S T)^{-\alpha /(\alpha+1)}\right)$. For $\mathscr{E}_{1}$, estimating sum of $\mathcal{P}_{s}(k)^{2}$ using Lemma 6 gives

$$
\begin{equation*}
\mathscr{E}_{1}=O\left(\eta S^{3} T \sum_{k>(\eta S T)^{1 /(\alpha+1)}} k^{-2(\alpha+1)}\right)=O\left(S^{2}(\eta S T)^{-\alpha /(\alpha+1)}\right) . \tag{211}
\end{equation*}
$$

For $\mathscr{E}_{2}$ we always have

$$
\begin{equation*}
\mathscr{E}_{2} \leq S^{2} \sum_{k \leq(\eta S T)^{1 /(\alpha+1)}} \mathcal{P}_{s}(k) \min \left(1, \frac{S^{2}}{r^{2}} e^{-4 \eta S T \mathcal{P}_{s}(k)}\right) \tag{212}
\end{equation*}
$$

regardless of the size of $N$, so it suffices to bound this sum. If we denote $l=(\eta S T)^{1 /(\alpha+1)}$ and define

$$
\begin{equation*}
F_{2}(z)=\min \left(1, \frac{S^{2}}{r^{2}} e^{-4 \eta S T z}\right) \tag{213}
\end{equation*}
$$

it suffices to show the bound

$$
\begin{equation*}
\sum_{k \leq l} \mathcal{P}_{s}(k) F_{2}\left(\mathcal{P}_{s}(k)\right)=O\left((\log (S / r))^{\alpha /(\alpha+1)}(\eta S T)^{-\alpha /(\alpha+1)}\right) \tag{214}
\end{equation*}
$$

We will approximate this sum as

$$
\begin{align*}
\sum_{k \leq l} \mathcal{P}_{s}(k) F_{2}\left(\mathcal{P}_{s}(k)\right) & =\sum_{k \leq l}\left(\mathcal{P}_{s}(k)-\mathcal{P}_{s}(k+1)\right) \frac{\mathcal{P}_{s}(k)}{\mathcal{P}_{s}(k+1)-\mathcal{P}_{s}(k)} F_{2}\left(\mathcal{P}_{s}(k)\right)  \tag{215}\\
& =\sum_{k \leq l}\left(\mathcal{P}_{s}(k)-\mathcal{P}_{s}(k+1)\right) \frac{k^{-\alpha-1}}{(\alpha+1) k^{-\alpha-2}\left(1+O\left(k^{-1}\right)\right)} F_{2}\left(\mathcal{P}_{s}(k)\right)  \tag{216}\\
& =O\left(\sum_{k \leq l}\left(\mathcal{P}_{s}(k)-\mathcal{P}_{s}(k+1)\right) \mathcal{P}_{s}(k)^{-1 /(\alpha+1)} F_{2}\left(\mathcal{P}_{s}(k)\right)\right) \tag{217}
\end{align*}
$$

to obtain the form of Riemann sum approximation for the integral of

$$
\begin{equation*}
\int_{z=\mathcal{P}_{s}(l)}^{\infty} z^{-1 /(\alpha+1)} F_{2}(z) d z \tag{218}
\end{equation*}
$$

at $\mathcal{P}_{s}(l)<\mathcal{P}_{s}(l-1)<\cdots<\mathcal{P}_{s}(1)$. As $F_{2}(z)$ is decreasing function, this Riemann sum is always less than the integral, so we obtain

$$
\begin{equation*}
\sum_{k \leq l} \mathcal{P}_{s}(k) F_{2}\left(\mathcal{P}_{s}(k)\right)=O\left(\int_{z=\mathcal{P}_{s}(l)}^{\infty} z^{-1 /(\alpha+1)} F_{2}(z) d z\right) \tag{219}
\end{equation*}
$$

We note that $\mathcal{P}_{s}(l)=(\zeta(\alpha+1) \eta S T)^{-1}$. The threshold for $F_{2}(z)$ to become 1 is given at

$$
\begin{equation*}
\frac{S^{2}}{r^{2}} e^{-4 \eta S T z}=1 \quad \Leftrightarrow \quad z=\frac{1}{2 \eta S T} \log \frac{S}{r} \tag{220}
\end{equation*}
$$

As $r<\sqrt{S}$, this value is always greater than $\mathcal{P}_{s}(l)$. Thus we can divide our integral as

$$
\begin{align*}
& \int_{(\zeta(\alpha+1) \eta S T)^{-1}}^{\infty} z^{-1 /(\alpha+1)} F_{2}(z) d z  \tag{221}\\
= & \int_{(\zeta(\alpha+1) \eta S T)^{-1}}^{(2 \eta S T)^{-1} \log (S / r)} z^{-1 /(\alpha+1)} d z+\int_{(2 \eta S T)^{-1} \log (S / r)}^{\infty} z^{-1 /(\alpha+1)} \frac{S^{2}}{r^{2}} e^{-4 \eta S T z} d z . \tag{222}
\end{align*}
$$

The first part is bounded by

$$
\begin{equation*}
\int_{(\zeta(\alpha+1) \eta S T)^{-1}}^{(2 \eta S T)^{-1} \log (S / r)} z^{-1 /(\alpha+1)} d z=O\left(\left((2 \eta S T)^{-1} \log (S / r)\right)^{\alpha /(\alpha+1)}\right) \tag{223}
\end{equation*}
$$

which can be shown to be $O\left((\log (S / r))^{\alpha /(\alpha+1)}(\eta S T)^{-\alpha /(\alpha+1)}\right)$. For the second part, we apply substitution of $w=4 \eta S T z$ to show

$$
\begin{align*}
\int_{(2 \eta S T)^{-1} \log (S / r)}^{\infty} z^{-1 /(\alpha+1)} \frac{S^{2}}{r^{2}} e^{-4 \eta S T z} d z & =\frac{S^{2}}{r^{2}}(4 \eta S T)^{-\alpha /(\alpha+1)} \int_{2 \log (S / r)}^{\infty} w^{-1 /(\alpha+1)} e^{-w} d w  \tag{224}\\
& =\frac{S^{2}}{r^{2}}(4 \eta S T)^{-\alpha /(\alpha+1)} \Gamma\left(\frac{\alpha}{\alpha+1}, 2 \log \frac{S}{r}\right) \tag{225}
\end{align*}
$$

and applying the asymptotic $\Gamma(s, x)=O\left(x^{s-1} e^{-x}\right)$ suggests that this is bounded by

$$
\begin{equation*}
\ll \frac{S^{2}}{r^{2}}(4 \eta S T)^{-\alpha /(\alpha+1)}\left(\log \frac{S}{r}\right)^{-1 /(\alpha+1)} e^{-2 \log (S / r)}=O\left((\eta S T)^{-\alpha /(\alpha+1)}\right) \tag{226}
\end{equation*}
$$

Theorem 1. (Parameter scaling law) Assume the following conditions: $n_{s}>N$ with $\lim \left(N / n_{s}\right)=$ $\gamma<1$ ( $\gamma$ can be zero), and there exists $0<r<\sqrt{S}$ such that $r<\mathcal{R}_{k}(0)<S / 2$ for all $k$. If $N, T \rightarrow \infty$ while satisfying $N^{\alpha+1}=o(T)$, the expected loss $\mathbf{E}_{\mathcal{D}}[\mathcal{L}]$ for all datasets $\mathcal{D}$ of size $D$ satisfies
$\mathbf{E}_{\mathcal{D}}[\mathcal{L}]=\frac{S^{2}\left(1-\gamma^{\alpha}\right)}{2 \alpha \zeta(\alpha+1)} N^{-\alpha}$

$$
\begin{equation*}
+O\left(S^{2} N^{-\min (\alpha+1,2 \alpha)}+S^{2}(\log (S / r))^{\alpha /(\alpha+1)}(\eta S T)^{-\alpha /(\alpha+1)}+S^{2} D^{-1 / 2} f_{\alpha}(N)+S^{4} \eta^{2} T^{2} D^{-1}\right) \tag{227}
\end{equation*}
$$

where

$$
f_{\alpha}(N)= \begin{cases}1 & \text { if } \alpha>1  \tag{228}\\ \log N & \text { if } \alpha=1 \\ N^{(1-\alpha) / 2} & \text { if } \alpha<1\end{cases}
$$

The constant on the $O$ term only depends on $\alpha$. When $D \gg T^{3}$, then all the error terms involving $D$ are negligible.
Proof In the situation $n_{s}=\infty$ and $D=\infty$, Proposition 6 shows that

$$
\begin{equation*}
\mathbf{E}_{\mathcal{D}}[\mathcal{L}]=\frac{S^{2}}{2 \alpha \zeta(\alpha+1)} N^{-\alpha}+O\left(S^{2} N^{-(\alpha+1)}+S^{2}(\log (S / r))^{\alpha /(\alpha+1)}(\eta S T)^{-\alpha /(\alpha+1)}\right) \tag{229}
\end{equation*}
$$

We consider the effect of $n_{s}$ first. As $\mathscr{L}_{1}$ becomes error term in this estimation, letting $n_{s}$ as finite value has no effect on overall estimation. The term $\mathscr{L}_{2}$ accounts for the main term, and letting $n_{s}$ as finite value changes it to

$$
\begin{equation*}
\frac{N^{-\alpha}-n_{s}^{-\alpha}}{\alpha \zeta(\alpha+1)} \frac{S^{2}}{2}+O\left(N^{-\min (\alpha+1,2 \alpha)} S^{2}\right) \tag{230}
\end{equation*}
$$

This accounts for the factor $\left(1-\gamma^{\alpha}\right)$ on the main term and $O\left(N^{-\min (\alpha+1,2 \alpha)} S^{2}\right)$ added to the error term. The effect of $D$ is exactly described in Proposition 4, contributing the error term of $O\left(S^{2} D^{-1 / 2} f_{\alpha}(N)+S^{4} \eta^{2} T^{2} D^{-1}\right)$. Regarding the sufficient condition for $D$, if $D \gg T^{3}$ then we have

$$
\begin{equation*}
S^{4} \eta T^{2} D^{-1} \ll T^{-\alpha /(\alpha+1)}, \quad S^{2} D^{-1 / 2} f_{\alpha}(N) \ll T^{-3 / 2} N^{1 / 2} \ll T^{-1} \tag{231}
\end{equation*}
$$

so all error terms involving $D$ are less than $O\left(T^{-\alpha /(\alpha+1)}\right)$.

For the situation $T=O\left(N^{\alpha+1}\right)$ however, the error terms $\mathscr{E}_{1}$ and $\mathscr{E}_{2}$ are of same size, so we can only say that the main term is of $O\left(S^{2}(\eta S T)^{-\alpha /(\alpha+1)}\right)$.

Theorem 2. (Upper bound for time scaling law) Assume the following conditions: $n_{s}>N$, and there exists there exists $0<r<\sqrt{S}$ such that $r<\mathcal{R}_{k}(0)<S / 2$ for all $k$. If $N, T \rightarrow \infty$ while satisfying $\eta S T=O\left(N^{\alpha+1}\right)$, the expected loss $\mathbf{E}_{\mathcal{D}}[\mathcal{L}]$ is

$$
\begin{equation*}
\mathbf{E}_{\mathcal{D}}[\mathcal{L}]=O\left(S^{2}(\log (S / r))^{\alpha /(\alpha+1)}(\eta S T)^{-\alpha /(\alpha+1)}+S^{2} D^{-1 / 2} f_{\alpha}(N)+S^{4} \eta^{2} T^{2} D^{-1}\right) \tag{232}
\end{equation*}
$$

with constant on $O$ only depending on $\alpha$ and $\lim \sup \left((\eta S T)^{1 /(\alpha+1)} / N\right)$, with $f_{\alpha}$ defined as in Theorem 1. If $D \gg N T^{2}$ and $D \gg T^{3}$, then all the error terms involving $D$ are negligible.

Proof The error term regarding $D$ can be obtained in the same way as Theorem 1 , so we will let $D=\infty$ for the rest of the proof. Also we can let $n_{s}=\infty$, as we observed that it contributes at most to the constant factor of the upper bound and does not change the scaling.

In the decomposition of Proposition 6, we always have

$$
\begin{equation*}
\mathscr{E}_{2}=O\left(S^{2}(\log (S / r))^{\alpha /(\alpha+1)}(\eta S T)^{-\alpha /(\alpha+1)}\right) \tag{233}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathscr{E}_{1}=O\left(S^{2}(\eta S T)^{-\alpha /(\alpha+1)}\right) \tag{234}
\end{equation*}
$$

holding regardless of $N$, so it only remains to consider $\mathscr{L}_{2}+\mathscr{M}$. If $(\eta S T)^{1 /(\alpha+1)}<N$, then $\mathscr{L}_{2}+\mathscr{M}$ is of size $O\left(S^{2}(\eta S T)^{-\alpha /(\alpha+1)}\right)$. If $(\eta S T)^{1 /(\alpha+1)} \geq N$, then $N$ and $(\eta S T)^{1 /(\alpha+1)}$ has same order, so $\mathscr{L}_{2}+\mathscr{M}=\mathscr{L}_{2}=\Theta\left(S^{2} N^{-\alpha}\right)$ is $O\left(S^{2}(\eta S T)^{-\alpha /(\alpha+1)}\right)$. Thus in either cases we have the desired bound.

Theorem 3. (Lower bound for time scaling law) Assume the following conditions: $n_{s}>N$ and $0<\mathcal{R}_{k}(0)<S / 2$. If $N, T \rightarrow \infty$ while satisfying $\left(8 \zeta(\alpha+1)^{-1} \eta S T\right)^{1 /(\alpha+1)}<N$, the expected loss $\mathbf{E}_{\mathcal{D}}[\mathcal{L}]$ is

$$
\begin{equation*}
\mathbf{E}_{\mathcal{D}}[\mathcal{L}] \geq \kappa S^{2}(\eta S T)^{-\alpha /(\alpha+1)}+O\left(\eta^{-1} S T^{-1}+S^{2} D^{-1 / 2} f_{\alpha}(N)+S^{4} \eta^{2} T^{2} D^{-1}\right) \tag{235}
\end{equation*}
$$

for $\kappa$ and constant on $O$ only depending on $\alpha$, with $f_{\alpha}$ defined as in Theorem 1. If $D \gg N T^{2}$ and $D \gg T^{3}$, then all the error terms involving $D$ are negligible.

Proof The error term regarding $D$ can be obtained in the same way as Theorem 1 , so we will let $D=\infty$ for the rest of the proof. We only show the lower bound for $\mathscr{L}_{1}$, holding regardless of $N$ and $n_{s}$. In Lemma 7 (Eq. (188)) we have

$$
\begin{equation*}
F(z) \geq \frac{\left(S-r_{k}\right)^{2}}{2}-\frac{8 \eta S^{3} T}{27} z \geq \frac{S^{2}}{8}-\frac{8 \eta S^{3} T}{27} z \tag{236}
\end{equation*}
$$

for $z \geq 0$, so if $z \leq(4 \eta S T)^{-1}$ then $F(z) \geq S^{2} / 8-2 S^{2} / 27>S^{2} / 20$. The condition $\mathcal{P}_{s}(k) \leq(4 \eta S T)^{-1}$ is equivalent to that $k \geq\left(4 \zeta(\alpha+1)^{-1} \eta S T\right)^{1 /(\alpha+1)}$. In evaluating $\mathscr{L}_{1}=\sum_{k=1}^{N} \mathcal{P}_{s}(k) F\left(\mathcal{P}_{s}(k)\right)$, we will only add over $k$ in range of

$$
\begin{equation*}
\left(4 \zeta(\alpha+1)^{-1} \eta S T\right)^{1 /(\alpha+1)}<k<\left(8 \zeta(\alpha+1)^{-1} \eta S T\right)^{1 /(\alpha+1)} \tag{237}
\end{equation*}
$$

From the assumption this interval sits inside $1<k<N$. For such $k$ we use use upper bound of $F\left(\mathcal{P}_{s}(k)\right)>S^{2} / 20$. Then by using Proposition 5 we can obtain

$$
\begin{align*}
\mathscr{L}_{1} & \geq \frac{S^{2}}{20} \sum_{\left(4 \zeta(\alpha+1)^{-1} \eta S T\right)^{1 /(\alpha+1)<k<\left(8 \zeta(\alpha+1)^{-1} \eta S T\right)^{1 /(\alpha+1)}}} \mathcal{P}_{s}(k)  \tag{238}\\
& =\frac{S^{2}}{20}\left(\frac{\left(\zeta(\alpha+1)^{-1} \eta S T\right)^{-\alpha /(\alpha+1)}}{\alpha \zeta(\alpha+1)}\left(4^{-\alpha /(\alpha+1)}-8^{-\alpha /(\alpha+1)}\right)+O\left((\eta S T)^{-1}\right)\right) . \tag{239}
\end{align*}
$$

The possible effect of $n_{s}$ on the main term is to multiply both the main term by and $T$ by $\left(1+n_{s}^{-\alpha}\right)$, so it increases the bound.

The condition $\left(8 \zeta(\alpha+1)^{-1} \eta S T\right)^{1 /(\alpha+1)}<N$ is not absolutely necessary for lower bound. The condition $(\eta S T)^{1 /(\alpha+1)}=\Theta(N)$ and $n_{s} \geq 2 N$ would suffice and one can formulate similar theorem, although the constant of lower bound might be much smaller if $(\eta S T)^{1 /(\alpha+1)} / N$ is small.

Lastly, we provide a simpler version of those results combined and discuss the special case where the optimal compute $C=N T$, or the given engineering budget, is specified.

Corollary 3. (Summary of large data estimation) Assuming $D \gg N T^{2}, T^{3}$ and $n_{s} \gg N^{1+\epsilon}$ such that effects of $n_{s}$ and $D$ are negligible, then for $N, T \rightarrow \infty$ we have

$$
\begin{equation*}
\mathbf{E}_{\mathcal{D}}[\mathcal{L}]=\Theta_{\eta, S, r}\left(\max \left(N^{-\alpha}, T^{-\alpha /(\alpha+1)}\right)\right) \tag{240}
\end{equation*}
$$

where $\Theta_{\eta, S, r}$ denotes that the implied constant depends on $\eta, S, \alpha$ and $r=\min \mathcal{R}_{k}(0)>0$. In particular, we have

$$
\begin{equation*}
N^{\alpha+1}=O(T) \quad \Rightarrow \quad \mathbf{E}_{\mathcal{D}}[\mathcal{L}]=\Theta_{\eta, S, r}\left(N^{-\alpha}\right) \tag{241}
\end{equation*}
$$

and

$$
\begin{equation*}
T=O\left(N^{\alpha+1}\right) \quad \Rightarrow \quad \mathbf{E}_{\mathcal{D}}[\mathcal{L}]=\Theta_{\eta, S, r}\left(T^{-\alpha /(\alpha+1)}\right) \tag{242}
\end{equation*}
$$

Proof Apply Theorem 1 if $N^{\alpha+1}=o(T)$ and Theorem 2 and Theorem 3 if $N^{\alpha+1} \gg T$.

Corollary 4. (The 'computationally optimal' case) Denote $C=N T$ and assume the conditions in Corollary 3. Then we have

$$
\begin{equation*}
\mathbf{E}_{\mathcal{D}}[\mathcal{L}] \gg C^{-\alpha /(\alpha+2)} \tag{243}
\end{equation*}
$$

When $N=\Theta\left(C^{1 /(\alpha+2)}\right)$ and $T=\Theta\left(C^{(\alpha+1) /(\alpha+2)}\right)$, we achieve $\mathbf{E}_{\mathcal{D}}[\mathcal{L}]=\Theta\left(C^{-\alpha /(\alpha+2)}\right)$. (Its implied constant may depend on implied constant for growth of $N$ and T.)

Proof The first part follows from

$$
\begin{equation*}
\mathbf{E}_{\mathcal{D}}[\mathcal{L}] \gg \max \left(N^{-\alpha}, T^{-\alpha /(\alpha+1)}\right) \tag{244}
\end{equation*}
$$

and

$$
\begin{equation*}
\max \left(N^{-\alpha}, T^{-\alpha /(\alpha+1)}\right) \geq\left(N^{-\alpha}\right)^{1 /(\alpha+2)}\left(T^{-\alpha /(\alpha+1)}\right)^{(\alpha+1) /(\alpha+2)}=(N T)^{-\alpha /(\alpha+2)} . \tag{245}
\end{equation*}
$$

The second part can be checked by substituting $(N, T)=\left(C^{1 /(\alpha+2)}, C^{(\alpha+1) /(\alpha+2)}\right)$ (or their constant multiples) to Corollary 3.

## J. 5 Computing the constant for time scaling law

While we have found the time scaling law $\mathbf{E}[\mathcal{L}]=O\left(T^{-\alpha /(\alpha+1)}\right)$ holding for $T=O\left(N^{\alpha+1}\right)$, bounds in Theorem 2 and Theorem 3 were chosen rather lazily and do not depict the correct picture. We will find the constant using more refined estimation, but we require additional assumptions on parameters. We will focus on the setting where $D$ and $n_{s}$ are large enough to be negligible, $\mathcal{R}_{k}(0)=r$ is fixed, and $T=O\left(N^{\alpha+1}\right)$ with fixed constant such that time scaling law holds.

Theorem 4. (Constant for time scaling law) Denote $\mathcal{L}^{\infty}$ as the loss when $D, n_{s} \rightarrow \infty$ so that their effect is negligible:

$$
\begin{equation*}
\mathcal{L}^{\infty}=\mathcal{L}^{\infty}(T, N)=\sum_{k=1}^{N} \mathcal{P}_{s}(k) \frac{S^{2}}{2\left(1+\left(\frac{S}{r}-1\right)^{-1} e^{2 \eta \mathcal{P}_{s}(k) S T}\right)^{2}}+\frac{S^{2} N^{-\alpha}}{\alpha \zeta(\alpha+1)} \tag{246}
\end{equation*}
$$

When $T, N \rightarrow \infty$ and $\lim N /(\eta S T)^{1 /(\alpha+1)}=\lambda$ for a fixed constant $\lambda \in(0, \infty]$, the following limit exists:

$$
\begin{equation*}
\mathcal{A}(\lambda)=\lim _{T, N \rightarrow \infty}(\eta S T)^{\alpha /(\alpha+1)} \mathcal{L}^{\infty}(T, N) \tag{247}
\end{equation*}
$$

The prefactor constant $\mathcal{A}$ as the a function of $\lambda$ (when $\lambda=\infty$ then let $\lambda^{-\alpha}=\lambda^{-(\alpha+1)}=0$ ) is

$$
\begin{equation*}
\mathcal{A}(\lambda)=\frac{\zeta(\alpha+1)^{-1 /(\alpha+1)}}{\alpha} \int_{\lambda-(\alpha+1) / \zeta(\alpha+1)}^{\infty} u^{-1 /(\alpha+1)} \Phi_{S, r}(u) d u+\frac{S^{2}}{2 \alpha \zeta(\alpha+1)} \lambda^{-\alpha} \tag{248}
\end{equation*}
$$

where

$$
\begin{equation*}
\Phi_{S, r}(u)=\frac{S^{2}}{2\left(1+\left(\frac{S}{r}-1\right)^{-1} e^{2 u}\right)^{2}} \tag{249}
\end{equation*}
$$

Proof We first observe

$$
\begin{equation*}
\mathcal{L}^{\infty}=\sum_{k=1}^{N} \mathcal{P}_{s}(k) \Phi_{S, r}\left(\eta S T \mathcal{P}_{s}(k)\right)+\frac{S^{2} N^{-\alpha}}{\alpha \zeta(\alpha+1)} . \tag{250}
\end{equation*}
$$

We will seek to convert it into Riemann sum form of certain integral. We start from noting that

$$
\begin{align*}
\mathcal{P}_{s}(k) & =\left(\mathcal{P}_{s}(k)-\mathcal{P}_{s}(k+1)\right) \frac{k}{\alpha}(1+O(k))  \tag{251}\\
& =\frac{\zeta(\alpha+1)^{-1 /(\alpha+1)}}{\alpha}\left(\mathcal{P}_{s}(k)-\mathcal{P}_{s}(k+1)\right) \mathcal{P}_{s}(k)^{-1 /(\alpha+1)}(1+O(k)) \tag{252}
\end{align*}
$$

Denote $u_{k}=\eta S T \mathcal{P}_{s}(k)$, then the sum can be approximated to

$$
\begin{align*}
& \sum_{k} \mathcal{P}_{s}(k) \Phi_{S, r}\left(\eta S T \mathcal{P}_{s}(k)\right)  \tag{253}\\
\approx & \sum_{k}\left(\mathcal{P}_{s}(k)-\mathcal{P}_{s}(k+1)\right) \mathcal{P}_{s}(k)^{-1 /(\alpha+1)} \Phi_{S, r}\left(\eta S T \mathcal{P}_{s}(k)\right)  \tag{254}\\
= & (\eta S T)^{-\alpha /(\alpha+1)} \sum_{k}\left(u_{k}-u_{k+1}\right) u_{k}^{-1 /(\alpha+1)} \Phi_{S, r}\left(u_{k}\right) \tag{255}
\end{align*}
$$

if we ignore small $k$. As $\Phi_{S, r}$ is decreasing, this corresponds to Riemann sum taking minimum in the interval $\left[u_{k+1}, u_{k}\right]$. So integral provides an upper bound for this sum. Similarly we can approximate it with Riemann sum taking maximum in $\left[u_{k}, u_{k-1}\right]$ if we use

$$
\begin{equation*}
\mathcal{P}_{s}(k)=\frac{\zeta(\alpha+1)^{-1 /(\alpha+1)}}{\alpha}\left(\mathcal{P}_{s}(k-1)-\mathcal{P}_{s}(k)\right) \mathcal{P}_{s}(k-1)^{-1 /(\alpha+1)}(1+O(k)) \tag{256}
\end{equation*}
$$

instead. As $\Phi_{S, r}$ shows exponential decay, we can ignore values at small $k$, so this shows

$$
\begin{equation*}
(\eta S T)^{-\alpha /(\alpha+1)} \sum_{k}\left(u_{k}-u_{k+1}\right) u_{k}^{-1 /(\alpha+1)} \Phi_{S, r}\left(u_{k}\right) \approx \int_{u_{N}}^{\infty} u^{-1 /(\alpha+1)} \Phi_{S, r}(u) d u \tag{257}
\end{equation*}
$$

and from that

$$
\begin{equation*}
u_{N}=\eta S T N^{-(\alpha+1)} \zeta(\alpha+1)^{-1}=\lambda^{-(\alpha+1)} \zeta(\alpha+1)^{-1} \tag{258}
\end{equation*}
$$

we obtain our desired result.

Theorem 4 basically tells that for $N=\lambda(\eta S T)^{1 /(\alpha+1)}$ and $D, n_{s}$ large enough, we have

$$
\begin{equation*}
\mathcal{L} \sim \mathcal{A}(\lambda)(\eta S T)^{-\alpha /(\alpha+1)} \tag{259}
\end{equation*}
$$

with $\mathcal{A}(\lambda)$ given as Eq. (248), thus specifying the constant for time scaling law. For finite $\lambda$, this theorem covers the computationally optimal case of $(N, T)=\left(\lambda_{1} C^{1 /(\alpha+2)}, \lambda_{2} C^{(\alpha+1) /(\alpha+2)}\right)$ for some nonzero constant $\lambda_{1}, \lambda_{2}$. For $\lambda=\infty$, it describes the case $T=o\left(N^{\alpha+1}\right)$ where effect of $N$ is negligible.

Corollary 5. Denote $\mathcal{L}^{\infty}$ as $\mathcal{L}^{\infty}$ as the loss when $D, n_{s} \rightarrow \infty$ same as Eq. (246). Denote $C=N T$ and suppose that

$$
\begin{equation*}
(N, \eta S T)=\left(\lambda(\eta S C)^{1 /(\alpha+2)}, \lambda^{-1}(\eta S C)^{(\alpha+1) /(\alpha+2)}\right) \tag{260}
\end{equation*}
$$

for a fixed constant $0<\lambda<\infty$. Then as $C \rightarrow \infty$, we have

$$
\begin{equation*}
\mathcal{L}^{\infty}=\mathcal{A}\left(\lambda^{(\alpha+2) /(\alpha+1)}\right) \lambda^{\alpha /(\alpha+1)}(\eta S C)^{-\alpha /(\alpha+2)}(1+o(1)) \tag{261}
\end{equation*}
$$

where $\mathcal{A}$ is given as Eq. (248) of Theorem 4.

Proof As $\lim N /(\eta S T)^{1 /(\alpha+1)}=\lambda^{(\alpha+2) /(\alpha+1)}$ under above conditions, we can apply Theorem 4 and substituting Eq. (260) into Eq. (259) gives the desired result.

Technically we can optimize $\mathcal{L}^{\infty}$ for a given fixed value of $C=N T$ by letting $\lambda$ as argument of minimum of $\mathcal{A}\left(\lambda^{(\alpha+2) /(\alpha+1)}\right) \lambda^{-\alpha /(\alpha+1)}$, although it seems almost impossible to obtain any form of formula for such $\lambda$.

Lastly, we provide the following estimate for the time scale constant $(\mathcal{A}(\lambda))$ when $r$ is small, especially the first term in Eq. (248).

Proposition 7. As $r \rightarrow 0$, we have ( $\Lambda>0$ fixed)

$$
\begin{equation*}
\int_{\Lambda}^{\infty} u^{-1 /(\alpha+1)} \Phi_{S, r}(u) d u \approx\left(2 \log \frac{S-r}{r}\right)^{\alpha /(\alpha+1)} \frac{S^{2}(\alpha+1)}{4 \alpha} \tag{262}
\end{equation*}
$$

Proof Denote $M=\left(\frac{S}{r}-1\right)$, and replace $u$ by $(\log M) v$. Then we have

$$
\begin{align*}
\int_{\Lambda}^{\infty} u^{-1 /(\alpha+1)} \Phi_{S, r}(u) d u & =(\log M)^{\alpha /(\alpha+1)} \frac{S^{2}}{2} \int_{\Lambda / \log M}^{\infty} \frac{v^{-1 /(\alpha+1)} d v}{\left(1+M^{2 v-1}\right)^{2}}  \tag{263}\\
& =(\log M)^{\alpha /(\alpha+1)} \frac{S^{2}}{2} \int_{0}^{\infty} 1_{v \geq \Lambda / \log M} \frac{v^{-1 /(\alpha+1)} d v}{\left(1+M^{2 v-1}\right)^{2}} \tag{264}
\end{align*}
$$

As $M \rightarrow \infty$, the integrand converges to

$$
\lim _{M \rightarrow \infty} 1_{v \geq \Lambda / \log M} \frac{v^{-1 /(\alpha+1)} d v}{\left(1+M^{2 v-1}\right)^{2}}= \begin{cases}v^{-1 /(\alpha+1)} & \text { if } v \leq 1 / 2  \tag{265}\\ 0 & \text { if } v>1 / 2\end{cases}
$$

The integrand is bounded by $v^{-1 /(\alpha+1)}$ if $v \leq 1 / 2$ and $v^{-1 /(\alpha+1)} e^{-2(2 v-1)}$ if $v>1 / 2$, those of which are all integrable. So we can apply Lebesgue's dominated convergence theorem to show

$$
\begin{equation*}
\lim _{M \rightarrow \infty} \int_{\Lambda / \log M}^{\infty} \frac{v^{-1 /(\alpha+1)} d v}{\left(1+M^{2 v-1}\right)^{2}}=\int_{0}^{\infty}\left(\lim _{M \rightarrow \infty} 1_{v \geq \Lambda / \log M} \frac{v^{-1 /(\alpha+1)} d v}{\left(1+M^{2 v-1}\right)^{2}}\right)=\int_{0}^{1 / 2} v^{-1 /(\alpha+1)} d v \tag{266}
\end{equation*}
$$

Thus we have

$$
\begin{equation*}
\lim _{r \rightarrow 0}\left(\log \frac{S-r}{r}\right)^{-\alpha /(\alpha+1)} \int_{\Lambda}^{\infty} u^{-1 /(\alpha+1)} \Phi_{S, r}(u) d u=\frac{S^{2}}{2} \int_{0}^{1 / 2} v^{-1 /(\alpha+1)} d v=\frac{2^{1 /(\alpha+1)} S^{2}(\alpha+1)}{4 \alpha} \tag{267}
\end{equation*}
$$

which can be observed to be equivalent to desired expression of Eq. (262).

## J. 6 Estimates for large $T$ and threshold between data/parameter scaling

The estimates for small $D$ requires different techniques from estimates for large $D$. We will consider the situation $T$ grows much faster than $D$ and $N$, and discuss when data scaling law of $\mathcal{L}=\Theta\left(D^{-\alpha /(\alpha+1)}\right)$ happens. We will consider more simpler setting of ' $n_{s}=\infty$ ' or equivalently that effects of $n_{s}$ is negligible $\left(n_{s}=\omega(N)\right.$ seems to suffice) and $\mathcal{R}_{k}(0)=r<S$ is fixed, although it won't be impossible to discuss their subtle effects.

First we single out effect of $T$ by comparing $\mathcal{L}(T)$ and $\mathcal{L}(\infty)$. We remind

$$
\begin{equation*}
\mathcal{L}_{k}(T)=\frac{S^{2}}{2\left(1+\left(\frac{S}{r}-1\right)^{-1} e^{2 \eta d_{k} S T / D}\right)^{2}} \tag{50}
\end{equation*}
$$

and its limit when $T \rightarrow \infty$ is given as

$$
\mathcal{L}_{k}(\infty)=\lim _{T \rightarrow \infty} \mathcal{L}_{k}(T)= \begin{cases}\frac{(S-r)^{2}}{2} & \text { if } d_{k}=0  \tag{268}\\ 0 & \text { if } d_{k}>0\end{cases}
$$

Proposition 8. Suppose that $\mathcal{R}_{k}(0)=r<S$ is fixed. For large $T$, we have

$$
\begin{equation*}
\mathbf{E}_{\mathcal{D}}[\mathcal{L}(T)]-\mathbf{E}_{\mathcal{D}}[\mathcal{L}(\infty)]=O\left(S^{4} r^{-2} D e^{-4 \eta S T / D}\right) \tag{269}
\end{equation*}
$$

Proof $\operatorname{As} \mathcal{L}_{k}(T)$ is decreasing in $T$, we always have $\mathcal{L}_{k}(T) \geq \mathcal{L}_{k}(\infty)$ so therefore

$$
\begin{equation*}
\mathbf{E}_{\mathcal{D}}[\mathcal{L}(T)]-\mathbf{E}_{\mathcal{D}}[\mathcal{L}(\infty)] \geq 0 \tag{270}
\end{equation*}
$$

So we only need to establish an upper bound for $\mathcal{L}_{k}(T)-\mathcal{L}_{k}(\infty)$. We note that $\mathcal{L}_{k}(T)-\mathcal{L}_{k}(\infty)$ when $d_{k}=0$, so one can write

$$
\begin{equation*}
\mathcal{L}_{k}(T)-\mathcal{L}_{k}(\infty)=1_{d_{k}>0} \mathcal{L}_{k}(T) \tag{271}
\end{equation*}
$$

where $1_{d_{k}>0}$ denotes the characteristic function

$$
1_{d_{k}>0}= \begin{cases}1 & \text { if } d_{k}>0  \tag{272}\\ 0 & \text { if } d_{k}=0\end{cases}
$$

We use simple bound of

$$
\begin{equation*}
\mathcal{L}_{k}(T)<\frac{S^{2}}{2\left(\left(\frac{S}{r}-1\right)^{-1} e^{2 \eta d_{k} S T / D}\right)^{2}}<\frac{S^{4}}{2} r^{-2} e^{-4 \eta d_{k} S T / D} \tag{273}
\end{equation*}
$$

As $d_{k}$ follows binomial distribution $B\left(D, \mathcal{P}_{s}(k)\right)$, considering its moment generating function gives

$$
\begin{equation*}
\mathbf{E}_{d_{k}}\left[e^{-4 \eta d_{k} S T / D}\right]=\left(1-\mathcal{P}_{s}(k)+\mathcal{P}_{s}(k) e^{-4 \eta S T / D}\right)^{D} \tag{274}
\end{equation*}
$$

so thus

$$
\begin{equation*}
\mathbf{E}_{d_{k}}\left[1_{d_{k}>0} e^{-4 \eta d_{k} S T / D}\right]=\left(1-\mathcal{P}_{s}(k)+\mathcal{P}_{s}(k) e^{-4 \eta S T / D}\right)^{D}-\left(1-\mathcal{P}_{s}(k)\right)^{D} \tag{275}
\end{equation*}
$$

Meanwhile, for $0 \leq u, v \leq 1$ real numbers, we have

$$
\begin{equation*}
\left|u^{D}-v^{D}\right|=|u-v|\left|u^{D-1}+u^{D-2} v+\cdots+v^{D-1}\right| \leq D|u-v| \tag{276}
\end{equation*}
$$

so applying this inequality to above gives

$$
\begin{equation*}
\mathbf{E}_{d_{k}}\left[1_{d_{k}>0} e^{-4 \eta d_{k} S T / D}\right] \leq D \mathcal{P}_{s}(k) e^{-4 \eta S T / D} \tag{277}
\end{equation*}
$$

Thus we can deduce

$$
\begin{align*}
\mathbf{E}_{d_{k}}\left[\mathcal{L}_{k}(T)\right]-\mathbf{E}_{d_{k}}\left[\mathcal{L}_{k}(\infty)\right] & =\mathbf{E}_{d_{k}}\left[1_{d_{k}>0} \mathcal{L}_{k}(T)\right]  \tag{278}\\
& <\frac{S^{4} r^{-2}}{2} \mathbf{E}_{d_{k}}\left[1_{d_{k}>0} e^{-4 \eta d_{k} S T / D}\right]  \tag{279}\\
& \leq \frac{S^{4} r^{-2}}{2} D e^{-4 \eta S T / D} \mathcal{P}_{s}(k) \tag{280}
\end{align*}
$$

and thus

$$
\begin{equation*}
0 \leq \mathbf{E}_{\mathcal{D}}[\mathcal{L}(T)]-\mathbf{E}_{\mathcal{D}}[\mathcal{L}(\infty)]<\frac{S^{4} r^{-2}}{2} D e^{-4 \eta S T / D} \sum_{k=1}^{\infty} \mathcal{P}_{s}(k)^{2}=O\left(S^{4} r^{-2} D e^{-4 \eta S T / D}\right) \tag{281}
\end{equation*}
$$

This provides an almost complete account for the effect of very large $T$. We will let $T=\infty$ from this point. We have

$$
\begin{equation*}
\mathbf{E}_{\mathcal{D}}[\mathcal{L}(\infty)]=\frac{(S-r)^{2}}{2} \sum_{k=1}^{N} \mathcal{P}_{s}(k)\left(1-\mathcal{P}_{s}(k)\right)^{D}+\frac{S^{2}}{2} \sum_{k=N+1}^{\infty} \mathcal{P}_{s}(k) \tag{282}
\end{equation*}
$$

Applying Lemma 6 gives

$$
\begin{equation*}
\sum_{k=N+1}^{\infty} \mathcal{P}_{s}(k)=\frac{N^{-\alpha}}{\alpha \zeta(\alpha+1)}+O\left(N^{-\alpha-1}\right) \tag{283}
\end{equation*}
$$

so it suffices to focus on the first sum. We will divide the range of $k$ into two $1 \leq k \leq M$ and $M<k \leq N$. For the sum over $1 \leq k \leq M$, we will apply the following simple bound (in the last part we used $1-x \leq e^{-x}$ )

$$
\begin{equation*}
0 \leq \sum_{k=1}^{M} \mathcal{P}_{s}(k)\left(1-\mathcal{P}_{s}(k)\right)^{D} \leq\left(1-\mathcal{P}_{s}(M)\right)^{D} \leq e^{-\mathcal{P}_{s}(M) D} \tag{284}
\end{equation*}
$$

For the sum over $M<k \leq N$, we will approximate the sum into some integral, which happens to be incomplete gamma function.

Proposition 9. For $2<M<N$ integers, we have

$$
\begin{align*}
& \quad \sum_{k=M+1}^{N} \mathcal{P}_{s}(k)\left(1-\mathcal{P}_{s}(k)\right)^{D}  \tag{285}\\
& =D^{-\alpha /(\alpha+1)} \frac{\zeta(\alpha+1)^{-1 /(\alpha+1)}}{\alpha}\left(\Gamma\left(\frac{\alpha}{\alpha+1}, D \mathcal{P}_{s}(N)\right)-\Gamma\left(\frac{\alpha}{\alpha+1}, D \mathcal{P}_{s}(M)\right)\right)  \tag{286}\\
& \quad+O\left(D^{-(2 \alpha+1) /(\alpha+1)}+D^{-\alpha /(\alpha+1)} M^{-1}\right) . \tag{287}
\end{align*}
$$

Here $\Gamma$ denotes the incomplete gamma function

$$
\begin{equation*}
\Gamma(s, x)=\int_{x}^{\infty} y^{s-1} e^{-y} d y \tag{288}
\end{equation*}
$$

Proof Consider the interval $\left[\mathcal{P}_{s}(N), \mathcal{P}_{s}(M)\right]$ and its partition $\mathscr{P}=\left\{\mathcal{P}_{s}(N)<\mathcal{P}_{s}(N-1)<\cdots<\right.$ $\left.\mathcal{P}_{s}(M)\right\}$. For a function $f(x)=x^{-1 /(\alpha+1)}(1-x)^{D}$, we will consider its upper and lower Darboux sums with respect to $\mathcal{P}$. As $f$ is decreasing in $(0,1]$, its upper and lower Darboux sums are given respectively as

$$
\begin{align*}
U(f, \mathscr{P}) & =\sum_{k=M}^{N-1}\left(\mathcal{P}_{s}(k)-\mathcal{P}_{s}(k+1)\right) \mathcal{P}_{s}(k+1)^{-1 /(\alpha+1)}\left(1-\mathcal{P}_{s}(k+1)\right)^{D}  \tag{289}\\
L(f, \mathscr{P}) & =\sum_{k=M}^{N-1}\left(\mathcal{P}_{s}(k)-\mathcal{P}_{s}(k+1)\right) \mathcal{P}_{s}(k)^{-1 /(\alpha+1)}\left(1-\mathcal{P}_{s}(k)\right)^{D} \tag{290}
\end{align*}
$$

and those give bound of the integral of $f$ as

$$
\begin{equation*}
L(f, \mathscr{P}) \leq \int_{\mathcal{P}_{s}(N)}^{\mathcal{P}_{s}(M)} f(x) d x \leq U(f, \mathscr{P}) \tag{291}
\end{equation*}
$$

Meanwhile, by noting that

$$
\begin{equation*}
\mathcal{P}_{s}(k)=\frac{\zeta(\alpha+1)^{-1 /(\alpha+1)}}{\alpha}\left(\mathcal{P}_{s}(k)-\mathcal{P}_{s}(k+1)\right) \mathcal{P}_{s}(k)^{-1 /(\alpha+1)}\left(1+O\left(k^{-1}\right)\right) \tag{292}
\end{equation*}
$$

one can show

$$
\begin{align*}
& \sum_{k=M}^{N} \mathcal{P}_{s}(k)\left(1-\mathcal{P}_{s}(k)\right)^{D}  \tag{293}\\
= & \frac{\zeta(\alpha+1)^{-1 /(\alpha+1)}}{\alpha}\left(\sum_{k=M}^{N-1}\left(\mathcal{P}_{s}(k)-\mathcal{P}_{s}(k+1)\right) \mathcal{P}_{s}(k)^{-1 /(\alpha+1)}\left(1-\mathcal{P}_{s}(k)\right)^{D}\right)\left(1+O\left(M^{-1}\right)\right)  \tag{294}\\
= & \frac{\zeta(\alpha+1)^{-1 /(\alpha+1)}}{\alpha} L(f, \mathscr{P})\left(1+O\left(M^{-1}\right)\right) . \tag{295}
\end{align*}
$$

Applying similar argument for upper Darboux sum gives

$$
\begin{equation*}
\sum_{k=M}^{N} \mathcal{P}_{s}(k)\left(1-\mathcal{P}_{s}(k)\right)^{D}=\frac{\zeta(\alpha+1)^{-1 /(\alpha+1)}}{\alpha} U(f, \mathscr{P})\left(1+O\left(M^{-1}\right)\right) \tag{296}
\end{equation*}
$$

and from Eq. (291) it follows

$$
\begin{equation*}
\sum_{k=M}^{N} \mathcal{P}_{s}(k)\left(1-\mathcal{P}_{s}(k)\right)^{D}=\frac{\zeta(\alpha+1)^{-1 /(\alpha+1)}}{\alpha}\left(\int_{\mathcal{P}_{s}(N)}^{\mathcal{P}_{s}(M)} x^{-1 /(\alpha+1)}(1-x)^{D} d x\right)\left(1+O\left(M^{-1}\right)\right) \tag{297}
\end{equation*}
$$

From now we will estimate the integral

$$
\begin{equation*}
\int_{\mathcal{P}_{s}(N)}^{\mathcal{P}_{s}(M)} x^{-1 /(\alpha+1)}(1-x)^{D} d x \tag{298}
\end{equation*}
$$

We replace $x=y / D$ in the integral inside, then it becomes

$$
\begin{equation*}
\int_{\mathcal{P}_{s}(N)}^{\mathcal{P}_{s}(M)} x^{-1 /(\alpha+1)}(1-x)^{D} d x=D^{-\alpha /(\alpha+1)} \int_{D \mathcal{P}_{s}(N)}^{D \mathcal{P}_{s}(M)} y^{-1 /(\alpha+1)}\left(1-\frac{y}{D}\right)^{D} d y \tag{299}
\end{equation*}
$$

We want to approximate $\left(1-\frac{y}{D}\right)^{D}$ by $e^{-y}$, so we will estimate difference between them. We have

$$
\begin{equation*}
D \log (1-y / D)=-y-\sum_{k=2}^{\infty} \frac{y^{k}}{k D^{k-1}} \tag{300}
\end{equation*}
$$

so if $D>2 y$ then

$$
\begin{equation*}
-y>D \log (1-y / D)=-y-\frac{1}{D} \sum_{k=2}^{\infty} \frac{y^{k}}{k D^{k-2}}>-y-\frac{1}{D} \sum_{k=2}^{\infty} \frac{y^{k}}{2(2 y)^{k-2}}=-y-\frac{y^{2}}{D} \tag{301}
\end{equation*}
$$

so

$$
\begin{equation*}
e^{-y}\left(1-\frac{y^{2}}{D}\right)<e^{-y} e^{-y^{2} / D}<\left(1-\frac{y}{D}\right)^{D}<e^{-y} \tag{302}
\end{equation*}
$$

where we used the inequality $1-x \leq e^{-x}$. As $\mathcal{P}_{s}(M)<1 / 2$ if $M>2$ (obvious from $\mathcal{P}_{s}(M)<$ $\left.\left(\mathcal{P}_{s}(1)+\mathcal{P}_{s}(2)\right) / 2<1 / 2\right)$, any $y$ in the interval $\left[D \mathcal{P}_{s}(N), D \mathcal{P}_{s}(M)\right]$ satisfies $D>2 y$. So we can apply this approximation in every $y$. It follows that

$$
\begin{align*}
& \int_{D \mathcal{P}_{s}(N)}^{D \mathcal{P}_{s}(M)} y^{-1 /(\alpha+1)}\left(1-\frac{y}{D}\right)^{D} d y  \tag{303}\\
= & \int_{D \mathcal{P}_{s}(N)}^{D \mathcal{P}_{s}(M)} y^{-1 /(\alpha+1)} e^{-y} d y+O\left(\int_{D \mathcal{P}_{s}(N)}^{D \mathcal{P}_{s}(M)} y^{-1 /(\alpha+1)} e^{-y} \frac{y^{2}}{D} d y\right)  \tag{304}\\
= & \int_{D \mathcal{P}_{s}(N)}^{D \mathcal{P}_{s}(M)} y^{-1 /(\alpha+1)} e^{-y} d y+O\left(D^{-1} \int_{0}^{\infty} y^{-1 /(\alpha+1)} e^{-y} y^{2} d y\right)  \tag{305}\\
= & \Gamma\left(\frac{\alpha}{\alpha+1}, D \mathcal{P}_{s}(N)\right)-\Gamma\left(\frac{\alpha}{\alpha+1}, D \mathcal{P}_{s}(M)\right)+O\left(D^{-1}\right) . \tag{306}
\end{align*}
$$

Combining this with Eq. (297) and Eq. (299) gives the desired result.

We combine Proposition 8 and Proposition 9 together to obtain this final estimation result.
Theorem 5. (Scaling laws for large time estimation) Suppose that $N, D \rightarrow \infty$ and $n_{s} \gg N^{1+\epsilon}$ for some $\epsilon>0$ so that effect of $n_{s}$ is negligible. Suppose that $\mathcal{R}_{k}(0)=r$ for all $1 \leq k \leq N$.

1. (Parameter scaling law) If $N=o\left(D^{1 /(\alpha+1)}\right)$, then we have

$$
\begin{equation*}
\mathbf{E}_{\mathcal{D}}[\mathcal{L}]=\frac{S^{2}}{2 \alpha \zeta(\alpha+1)} N^{-\alpha}+O\left(S^{2} D^{-\alpha /(\alpha+1)}+S^{2} N^{-\alpha-1}+S^{4} r^{-2} D e^{-4 \eta S T / D}\right) \tag{307}
\end{equation*}
$$

2. (Data scaling law) If $D=O\left(N^{\alpha+1}\right)$ and $\mu=\lim \left(D / N^{\alpha+1}\right)$ exists (it can be zero), then

$$
\begin{align*}
\mathbf{E}_{\mathcal{D}}[\mathcal{L}]= & D^{-\alpha /(\alpha+1)}\left(\frac{(S-r)^{2} \zeta(\alpha+1)^{-1 /(\alpha+1)}}{2 \alpha} \Gamma\left(\frac{\alpha}{\alpha+1}, \frac{D}{N^{\alpha+1} \zeta(\alpha+1)}\right)+\frac{S^{2}\left(D / N^{\alpha+1}\right)^{\alpha /(\alpha+1)}}{2 \alpha \zeta(\alpha+1)}\right) \\
& +O\left(S^{2} D^{-(2 \alpha+1) /(2 \alpha+2)}+S^{4} r^{-2} D e^{-4 \eta S T / D}\right) \tag{308}
\end{align*}
$$

Here $\Gamma$ denotes the incomplete gamma function

$$
\begin{equation*}
\Gamma(s, x)=\int_{x}^{\infty} y^{s-1} e^{-y} d y \tag{309}
\end{equation*}
$$

In particular, if $D=o\left(N^{\alpha+1}\right)$ such that $\mu=0$, we have

$$
\begin{equation*}
\mathbf{E}_{\mathcal{D}}[\mathcal{L}]=D^{-\alpha /(\alpha+1)} \frac{(S-r)^{2} \zeta(\alpha+1)^{-1 /(\alpha+1)}}{2 \alpha} \Gamma\left(\frac{\alpha}{\alpha+1}\right)(1+o(1))+O\left(S^{4} r^{-2} D e^{-4 \eta S T / D}\right) \tag{310}
\end{equation*}
$$

In either cases, $T \gg D(\log D)^{1+\epsilon}$ for some $\epsilon>0$ implies that error terms involving $T$ are negligible.
Proof Proposition 8 states

$$
\begin{equation*}
\mathbf{E}_{\mathcal{D}}[\mathcal{L}(T)]-\mathbf{E}_{\mathcal{D}}[\mathcal{L}(\infty)]=O\left(S^{4} r^{-2} D e^{-4 \eta S T / D}\right) \tag{269}
\end{equation*}
$$

and we showed

$$
\begin{equation*}
\mathbf{E}_{\mathcal{D}}[\mathcal{L}(\infty)]=\frac{(S-r)^{2}}{2} \sum_{k=1}^{N} \mathcal{P}_{s}(k)\left(1-\mathcal{P}_{s}(k)\right)^{D}+\frac{S^{2}}{2} \sum_{k=N+1}^{\infty} \mathcal{P}_{s}(k) \tag{282}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{k=N+1}^{\infty} \mathcal{P}_{s}(k)=\frac{N^{-\alpha}}{\alpha \zeta(\alpha+1)}+O\left(N^{-\alpha-1}\right) \tag{283}
\end{equation*}
$$

For the sum of $\mathcal{P}_{s}(k)\left(1-\mathcal{P}_{s}(k)\right)^{D}$ over $1 \leq k \leq N$, we use the estimate (see Eq. (284)) of

$$
\begin{equation*}
\sum_{k=1}^{M} \mathcal{P}_{s}(k)\left(1-\mathcal{P}_{s}(k)\right)^{D}=O\left(e^{-\mathcal{P}_{s}(M) D}\right) \tag{311}
\end{equation*}
$$

and the estimate of Proposition 9. Combining all those gives

$$
\begin{align*}
& \mathbf{E}_{\mathcal{D}}[\mathcal{L}]  \tag{312}\\
= & \frac{S^{2} N^{-\alpha}}{2 \alpha \zeta(\alpha+1)}  \tag{313}\\
+ & D^{-\alpha /(\alpha+1)} \frac{(S-r)^{2} \zeta(\alpha+1)^{-1 /(\alpha+1)}}{2 \alpha}\left(\Gamma\left(\frac{\alpha}{\alpha+1}, D \mathcal{P}_{s}(N)\right)-\Gamma\left(\frac{\alpha}{\alpha+1}, D \mathcal{P}_{s}(M)\right)\right)  \tag{314}\\
+ & O\left(S^{2}\left(D^{-(2 \alpha+1) /(\alpha+1)}+D^{-\alpha /(\alpha+1)} M^{-1}+N^{-\alpha-1}+e^{-\mathcal{P}_{s}(M) D}\right)+S^{4} r^{-2} e^{-4 \eta S T / D}\right) \tag{315}
\end{align*}
$$

We will prove our main statement by choosing appropriate $M$ depending on size comparison between $D$ and $N$.

1. If $N=o\left(D^{1 /(\alpha+1)}\right)$, then we let $M=3$, and also regard all incomplete gamma function values as $O(1)$. Then it follows

$$
\begin{equation*}
\mathbf{E}_{\mathcal{D}}[\mathcal{L}]=\frac{S^{2} N^{-\alpha}}{2 \alpha \zeta(\alpha+1)}+O\left(S^{2} D^{-\alpha /(\alpha+1)}+S^{2} N^{-\alpha-1}+S^{4} r^{-2} e^{-4 \eta S T / D}\right) \tag{316}
\end{equation*}
$$

and thus obtaining the parameter scaling law.
2. Suppose $D=O\left(N^{\alpha+1}\right)$ and $\mu=\lim \left(D / N^{\alpha+1}\right)$ exists. We want

$$
\begin{equation*}
D^{-\alpha /(\alpha+1)} \frac{(S-r)^{2} \zeta(\alpha+1)^{-1 /(\alpha+1)}}{2 \alpha} \Gamma\left(\frac{\alpha}{\alpha+1}, D \mathcal{P}_{s}(N)\right)+\frac{S^{2} N^{-\alpha}}{2 \alpha \zeta(\alpha+1)} \tag{317}
\end{equation*}
$$

to be our main term, and set $M<N$ such that the term

$$
\begin{equation*}
S^{2} D^{-\alpha /(\alpha+1)} \Gamma\left(\frac{\alpha}{\alpha+1}, D \mathcal{P}_{s}(M)\right) \tag{318}
\end{equation*}
$$

and error terms not depending on $T$ given as

$$
\begin{equation*}
O\left(S^{2}\left(D^{-(2 \alpha+1) /(\alpha+1)}+D^{-\alpha /(\alpha+1)} M^{-1}+N^{-\alpha-1}+e^{-\mathcal{P}_{s}(M) D}\right)\right) \tag{319}
\end{equation*}
$$

are all bounded by $O\left(D^{-(2 \alpha+1) /(2 \alpha+2)}\right)$. Set $M=D^{1 /(2 \alpha+2)}$. Then $\mathcal{P}_{s}(M)=D^{-1 / 2} / \zeta(\alpha+1)$, so applying the asymptotic $\Gamma(s, x)=O\left(x^{s-1} e^{-x}\right)$ gives

$$
\begin{equation*}
\Gamma\left(\frac{\alpha}{\alpha+1}, D \mathcal{P}_{s}(M)\right)=O\left(D^{-1 / 2(\alpha+1)} e^{-\sqrt{D} / \zeta(\alpha+1)}\right) \tag{320}
\end{equation*}
$$

This term and $e^{-\mathcal{P}_{s}(M) D}=e^{-\sqrt{D} / \zeta(\alpha+1)}$ are less than $D^{-\alpha /(\alpha+1)} M^{-1}=O\left(D^{-(2 \alpha+1) /(2 \alpha+2)}\right)$, and obviously $D^{-(2 \alpha+1) /(\alpha+1)}$ is less than $D^{-(2 \alpha+1) /(2 \alpha+2)}$. Thus it follows that

$$
\begin{align*}
\mathbf{E}_{\mathcal{D}}[\mathcal{L}]= & D^{-\alpha /(\alpha+1)} \frac{(S-r)^{2} \zeta(\alpha+1)^{-1 /(\alpha+1)}}{2 \alpha} \Gamma\left(\frac{\alpha}{\alpha+1}, \frac{D}{N^{\alpha+1} \zeta(\alpha+1)}\right)+\frac{S^{2} N^{-\alpha}}{2 \alpha \zeta(\alpha+1)} \\
& +O\left(S^{2} D^{-(2 \alpha+1) /(2 \alpha+2)}+S^{4} r^{-2} D e^{-4 \eta S T / D}\right) \tag{321}
\end{align*}
$$

Regarding the final statement regarding sufficient condition for large $T, T \gg D(\log D)^{1+\epsilon}$ implies

$$
\begin{equation*}
D e^{-4 \eta S T / D}<D e^{-4 \eta S(\log D)^{1+\epsilon}}<D \cdot D^{-4 \eta S(\log D)^{\epsilon}} \ll D^{-K} \tag{322}
\end{equation*}
$$

for any $K>0$, showing that the error term $O\left(S^{4} r^{-2} D e^{-4 \eta S T / D}\right)$ is negligible compared to all other error terms of Eq. (307) and Eq. (308).

We also provide a summary of all large time estimation results.
Corollary 6. (Summary of large time estimation) Assuming $T \gg D(\log D)^{1+\epsilon}$ and $n_{s} \gg N^{1+\epsilon}$ such that effects of $n_{s}$ and $T$ are negligible, and $\mathcal{R}_{k}(0)=r$ for all $1 \leq k \leq N$. Then for $D, N \rightarrow \infty$, we have

$$
\begin{equation*}
\mathbf{E}_{\mathcal{D}}[\mathcal{L}]=\Theta_{\eta, S, r}\left(\max \left(N^{-\alpha}, D^{-\alpha /(\alpha+1)}\right)\right) \tag{323}
\end{equation*}
$$

where $\Theta_{\eta, S, r}$ denotes that the implied constant depends on $\eta, S, r$ and $\alpha$. In particular, we have

$$
\begin{equation*}
N^{\alpha+1}=O(D) \quad \Rightarrow \quad \mathbf{E}_{\mathcal{D}}[\mathcal{L}]=\Theta_{\eta, S, r}\left(N^{-\alpha}\right) \tag{324}
\end{equation*}
$$

and

$$
\begin{equation*}
D=O\left(N^{\alpha+1}\right) \quad \Rightarrow \quad \mathbf{E}_{\mathcal{D}}[\mathcal{L}]=\Theta_{\eta, S, r}\left(D^{-\alpha /(\alpha+1)}\right) \tag{325}
\end{equation*}
$$

Proof Just summarize the results of Theorem 5.
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[^1]:    ${ }^{1}$ We note that Schaeffer et al. [5] have argued that many of these examples may be artifacts of the evaluation metric (see also [3, 4, 27]). Our work only considers continuously optimized measures (such as MSE loss) instead of hard threshold measures (like accuracy) that may artificially enhance the sigmoid-shaped curves.

[^2]:    ${ }^{2}$ The literature on Zipf's law is vast. In some traditions Zipf is synonymous with a power law. In others Zifp only refers to frequency-rank plots with exponent 1 . We will mainly use the more general power law terminology.

[^3]:    ${ }^{3}$ Note that if we reparameterize $a_{k} b_{k}$ as a single parameter, the model becomes a linear model but with different dynamics. See Fig. 10 and Appendix G for further discussion on the similarities and differences between linear and multilinear models.

[^4]:    ${ }^{4}$ Few-shot learning is typically discussed in the context of models that have undergone pre-training (see, e.g. [1]). We speculate that expanding in the basis $g_{k}$ in our framework can model aspects of the pre-training process.

[^5]:    ${ }^{5}$ We are free to use any optimizer as long as it preserves the stage-like training or the order in which the skills are learned.
    ${ }^{6}\lfloor a / b\rfloor$ is the quotient or $\operatorname{int}(a / b)$.
    ${ }^{7}$ This is possible because of the linearity of the last layer. See Appendix F for the definition of skill strength per neuron.

[^6]:    ${ }^{8}$ Note that here we follow the even/odd parity convention used in [17], i.e., $\{0,1\}$, instead of $\{1,-1\}$ as used in the main text.
    ${ }^{9}$ To be specific, it is under gradient flow or the continuous limit of full batch gradient descent.

[^7]:    ${ }^{10}$ We take $N$ and $n_{s}$ to $\infty$ at the same rate because we do not want the parameters to be a bottleneck in this set up.

[^8]:    ${ }^{11}$ Note that the parity function or the target function corresponds to 'one' skill.

[^9]:    ${ }^{12}$ For a discussion on linear neural networks, see Appendix B. 2 instead.

[^10]:    ${ }^{13}$ Note that except the data scaling law experiment, the training set size is infinite.

