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ABSTRACT 
As the last critical stage of RSs, Multi-Task Fusion (MTF) is re-
sponsible for combining multiple scores outputted by Multi-Task 
Learning (MTL) into a final score to maximize user satisfaction, 
which determines the ultimate recommendation results. Recently, 
to optimize long-term user satisfaction within a recommendation 
session, Reinforcement Learning (RL) is used for MTF in the in-
dustry. However, the off-policy RL algorithms used for MTF so 
far have the following severe problems: 1) to avoid out-of-
distribution (OOD) problem, their constraints are overly strict, 
which seriously damage their performance; 2) they are unaware of 
the exploration policy used for producing training data and never 
interact with real environment, so only suboptimal policy can be 
learned; 3) the traditional exploration policies are inefficient and 
hurt user experience. To solve the above problems, we propose a 
novel method named IntegratedRL-MTF customized for MTF in 
large-scale RSs. IntegratedRL-MTF integrates off-policy RL 
model with our online exploration policy to relax overstrict and 
complicated constraints, which significantly improves its perfor-
mance. We also design an extremely efficient exploration policy, 
which eliminates low-value exploration space and focuses on ex-
ploring potential high-value state-action pairs. Moreover, we 
adopt progressive training mode to further enhance our model's 
performance with the help of our exploration policy. We conduct 
extensive offline and online experiments in the short video chan-
nel of Tencent News. The results demonstrate that our model out-
performs other models remarkably. IntegratedRL-MTF has been 
fully deployed in our RS and other large-scale RSs in Tencent, 
which have achieved significant improvements. 
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1 INTRODUCTION 
Recommender Systems (RSs) [1, 2] which provide personalized 
recommendation service based on user preference are widely used 
in various platforms such as short video platforms [3, 7, 14], video 
platforms [4, 5], E-commerce platforms [6, 8-11] and social net-
works [12, 13], serving billions of users every day. In brief, indus-
trial RSs mainly include three stages: candidate generation, rank-
ing and Multi-Task Fusion (MTF) [4, 15]. During candidate gen-
eration, thousands of candidates are selected from millions or 
even billions of items. Ranking typically uses a Multi-Task Learn-
ing model (MTL) [4, 8, 16-18] to estimate the scores of various 
user behaviors such as click, watching time, fast slide, like and 
sharing. Finally, a MTF model combines multiple scores output-
ted by MTL model into a final score to produce the final ranking 
of candidates [15], which decides the final recommendation re-
sults. However, there is little valuable research on MTF. 

The goal of MTF is to maximize user satisfaction. User satis-
faction is commonly evaluated by the weighted sum of a user's 
various feedbacks including watching time, valid click, like, shar-
ing and other behaviors within a single recommendation or a rec-
ommendation session. A recommendation session is defined as 
the process from when a user starts accessing RS to leaving, 
which may include one or more consecutive requests, as shown in 
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Figure 1. Early works such as Grid Search [36] and Bayesian Op-
timization [19] try to obtain the optimal fusion weights through 
parameter searching in candidate set composed of parameter com-
binations. The main drawbacks of these methods are not only they 
ignore user preference and generate the same fusion weights for 
all users but also they are inefficient. Currently, they are rarely 
used in large-scale RSs. Evolution Strategy (ES) [20-22] takes the 
features of user preference as input to produce personalized fusion 
weights for different users. However, the number of ES model pa-
rameters must be small due to its learning pattern, which limits its 
capability [23]. Furthermore, all the methods mentioned above on-
ly focus on the reward of current recommendation (instant reward 
or instant user satisfaction) but ignore long-term rewards. 

In RSs such as Tencent News, TikTok and Kwai, current rec-
ommendation has an obvious impact on subsequent recommenda-
tions, especially within a recommendation session. Therefore, we 
need to consider both the reward of current recommendation and 
the rewards of subsequent recommendations within a session to-
gether. Recently, a few works [15, 24, 25] use off-policy Rein-
forcement Learning (RL) [26] to search for the optimal fusion 
weights to maximize long-term rewards. Compared with the 
aforementioned methods, RL considers the cumulative rewards 
within a session and recommends items that not only satisfy a user 
in current recommendation but also lead to positive long-term en-
gagement. Moreover, RL has the advantages of much more pow-
erful model performance and more sample-efficient than ES [23]. 
Currently, RL has been used for MTF in RSs in Tencent [15] and 
many other companies. However, the existing works on RL-MTF 
have the following serious problems [15, 26-31]: 1) to avoid out-
of-distribution (OOD) problem, the constraints of the off-policy 
RL algorithms used for MTF in RSs are overly strict and complex, 
which significantly hurts their performance; 2) online exploration 
and offline model training are two independent processes, the off-
policy RL algorithms are unaware of the exploration policy be-
hind training data and no longer interact with real environment, 
therefore only suboptimal policy can be learned; 3) the existing 
exploration policies are inefficient and hurt user experience. 

To solve the above problems, we propose a novel method 
named IntegratedRL-MTF, which is tailored for MTF by leverag-
ing the characteristics of RSs. Firstly, IntegratedRL-MTF inte-
grates off-policy RL model with our online exploration policy. 
When training model offline, the distribution of the training data 
generated by our exploration policy can be directly obtained. 
Therefore, the overstrict constraints used to avoid OOD problem 
can be relaxed, which significantly improves our RL model’s per-
formance. Secondly, we design a simple but extremely efficient 
exploration policy. Our exploration policy not only accelerates 
model iteration speed but also prevents excessive negative impact 
on user experience, which are of great value for commercial com-
panies. Finally, we propose progressive training mode to further 
improve our RL model's performance with the help of our effi-
cient exploration policy, which enables target policy swiftly to 
converge toward the optimal policy through multiple iterations of 
online exploration and offline model training. We conduct offline 

evaluation to compare our model with other models on the same 
dataset using the new metric defined by us which is simpler and 
more accurate for RL-MTF evaluation. Furthermore, we conduct 
online experiments in the short video channel of Tencent News 
which serves hundreds of millions of users and the result demon-
strates that our RL model outperforms other models remarkably. 
IntegratedRL-MTF has been fully deployed in our RS for almost 
one year. Moreover, it has also been adopted in other large-scale 
RSs in Tencent and achieved remarkable improvements. 

The major contributions of our work include: 

• We investigate the existing works on RL-MTF and point out the 
main problems of them, including their overstrict constraints sig-
nificantly affecting their performance, online exploration and of-
fline training are two independent processes and merely subopti-
mal policy can be learned, the traditional exploration policies are 
not efficient and have a negative impact on user experience. 

• We propose a novel RL algorithm customized for MTF in large-
scale RSs. Our solution integrates off-policy RL algorithm with 
our exploration policy to relax excessively strict constraints, 
which significantly improves our RL-MTF model's performance. 
Furthermore, our solution adopts progressive training mode to 
learn the optimal policy. By iteratively exploring the environment 
multiple times with the help of our efficient exploration policy, 
the learned policy will be refined repeatedly and swiftly converge 
toward the actual optimal policy of the environment. 

• We conduct offline experiments on the datasets of Tencent 
News to compare the performance of different models using the 
new metric designed by us. Moreover, we also conduct online 
A/B testing in the short video channel of Tencent News and the 
result demonstrates that our model significantly better than other 
models, improving +4.64% user valid consumption and +1.74% 
user duration time compared to baseline.  

 

Figure 1: The interactions between user and RS within a rec-
ommendation session. 
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2 PROBLEM DEFINITION 
This section gives the problem definition of RL-MTF in the short 
video channel of Tencent News which is similar to TikTok. As 
mentioned above, current recommendation has an evident influ-
ence on subsequent recommendations within a recommendation 
session. At each time step 𝑡, after RS receives a user request, first-
ly, thousands of candidates are selected from millions of items; 
secondly, MTL model predicts scores of multiple user behaviors 
for each candidate; thirdly, MTF model generates fusion weights 
to combine multiple scores outputted by MTL model into a final 
score using Formula 1; finally, a list of items are sent to the user 
and the user's feedbacks are reported to data system of platform. 

 

  We model the above fusion problem as a Markov Decision Pro-
cess (MDP) within a recommendation session. In this MDP, RS 
acts as an agent that interacts with a user (environment) and 
makes sequential recommendations, aiming to maximize the cu-
mulative reward within a session. The MDP framework has the 
following key components [26]: 

  • State Space (S): is a set of state 𝑠 which includes user profile 
feature (e.g., age, gender, top k interests, flush num, etc.) and user 
history behavior sequence (e.g., watching, valid click, like, etc.). 

  • Action Space (A): is a set of action 𝑎 generated by RL model. 
In our problem, action a is a fusion weight vector (𝛼1, . . ., 𝛼𝑘), of 
which each element corresponds to different pow or bias term in 
Formula 1. 

  • Reward (R): After RS takes an action at at state st and sends a 
list of items to a user, the user's various behaviors to those items 
will be reported to RS and the instant reward r(st,	 at) will be cal-
culated based on these behaviors. 

  • Transition Probability (P): the transition probability p(st+1|st,	
at) represents the likelihood of transitioning from state st to state 
st+1 when action at is taken. In our problem, a state includes user 
profile feature and user history behavior sequence, so the next 
state st+1 depends on user feedback and is deterministic. 

  • Discount Factor (𝛾): determines how much weight the agent 
assigns to future rewards compared to instant reward, 𝛾 ∈ [0, 1]. 

  With the above definitions, the objective of applying RL for 
MTF in RS can be defined as follows: Given the interaction histo-
ry between RS and a user in MDP form within a session, how to 
learn the optimal policy to maximize the cumulative reward. 

3 PROPOSED SOLUTION 

3.1 Reward Function 
Within a recommendation session, RS takes an action at at state st 
to compute final score for each candidate and sends a list of items 
to a user, then the user's various feedbacks are reported to RS, as 

shown in Figure 1. To evaluate instant reward, we define the in-
stant reward function as shown in Formula 2. 

 

where 𝑤𝑖 is the weight of behavior 𝑣𝑖. In our recommendation 
scenario, user behaviors 𝑣1,	 ...,	 𝑣k contains watching time, valid 
consumption (watching a video longer than 10 seconds) and inter-
action behaviors such as liking, sharing, collecting, etc. By ana-
lyzing the correlations between different user behaviors and user 
duration time, we set different weights for these behaviors. 

3.2 Online Exploration 
Before training RL model, a large amount of exploration data 
needs to be collected first, which has a critical impact on model 
performance. However, there are two challenges for traditional 
exploration policies [15, 32]: 

  • Low Efficiency: In practice, it usually requires a long time to 
collect sufficient exploration data in a large-scale RS using tradi-
tional exploration policies. For example, it often takes five or 
more days to collect exploration data once using action-noise ex-
ploration policy on our platform. This affects the speed of model 
iteration and means a loss of income. 

  • Negative Impact on User Experience: Excessive exploration 
actions generated by traditional exploration policies including un-
usual actions have a significantly negative impact on user experi-
ence and even lead to user churn, which is unacceptable. 

 

Figure 2: The distribution of absolute difference between the 
actions generated by new learned RL policy and baseline RL 
policy for the same state. 
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To address the above issues, we first perform analysis on the 
distribution of absolute difference between the actions generated 
by new learned RL policy and baseline RL policy for the same 
state on the dataset of our recommendation scenario. For simplici-
ty, we normalize the entire value space of each dimension of the 
action to the [-1, 1] range and select the most important 4-
dimensional actions including valid consumption, watching time, 
play finish rate and positive behavior rate for illustration, as 
shown in Figure 2. We notice that the action generated by new 
learned RL policy will typically not deviate far from the action 
generated by baseline RL policy for the same state, which is also 
consistent with our intuition. 

 

 

Figure 3: The action distributions of our exploration policy 
and action-noise exploration policy. 

Therefore, inspired by this finding, we propose a simple but ex-
tremely efficient exploration policy, which defines personalized 
exploration upper and lower bounds for each user based on base-
line policy, as shown in Formula 3. Exploration action is generat-
ed by the action outputted by baseline policy plus a random per-
turbation generated by uniform distribution defined by lowerb and 
upperb. We conduct statistical analysis and select the values of the 
lowerb and upperb elaborately. The basic idea of our exploration 
policy is to eliminate low-value exploration space and only focus 
on exploring potential high-value state-action pairs, as shown in 
Figure 3. By this way, our exploration policy exhibits extremely 
high efficiency compared to traditional exploration policies. For 
simplicity, in this paper, we take action-noise exploration policy 
as an example, which is commonly used to produce exploration 
data, as shown by the coral curve in Figure 3. In our recommenda-
tion scenario, under the same requirement for exploration density, 
the efficiency of our exploration policy is about 210 times higher 
than that of action-noise exploration policy, which is analyzed in 
Section 4. In addition, compared to action-noise exploration poli-
cy, our exploration policy can reduce the interference of data dis-

tribution on RL-MTF model training. Moreover, the progressive 
training mode detailed in Section 3 further expands the explora-
tion space of our exploration policy and the upper and lower 
bounds of personalized exploration space can be set smaller. 

3.3 IntegratedRL-MTF: A RL Algorithm Cus-
tomized for MTF in Large-scale RSs 

To solve the problems mentioned previously, we propose a novel 
method named IntegratedRL-MTF. Next, we will introduce actor 
network, critic network and progressive training mode of Integrat-
edRL-MTF. 

3.3.1 Actor Network. The Actor network aims to output the opti-
mal action for a specific state. Following the common setting, we 
build two actor networks during the learning process, including 
one current actor network 𝜇(s) and one target actor network	𝜇'(s). 	
𝜇(s) integrates actor network with our exploration policy to relax 
too strict constraints and introduce an additional penalty term 
based on the consistency of multiple critics to alleviate extrapola-
tion error, as shown in Formula 4 and 5. 

 

 

During training 𝜇(s), the upper and lower bounds of the explo-
ration data distribution for each user can be directly obtained, as 
mentioned in Section 3.2. Therefore, we can utilize this character-
istic to simplify the overly strict constraints and fully exploit the 
capacity of 𝜇(s). If the action generated by 𝜇(s) at state st	 is with-
in the user's upper and lower bounds, the value of the second term 
in Formula 4 is zero, namely no penalty is imposed to avoid af-
fecting the capacity of the model. Otherwise, a penalty will be ap-
plied based on the deviation that exceeds either the upper or lower 
bounds of the user. By this way, the performance of the current 
actor network is significantly improved compared to the existing 
methods, which is demonstrated by the experiments in Section 4. 
Furthermore, we also introduce a penalty mechanism which is de-
fined as the standard deviation of the estimated values outputted 
by multiple independent critics [33] to mitigate extrapolation er-
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ror, which is the third term in Formula 4. Due to extremely high 
efficiency of our exploration policy, the exploration actions col-
lected within the user's upper and lower bounds have a signifi-
cantly higher average density compared to traditional action-noise 
exploration policy, which is highly valuable for model optimiza-
tion. Moreover, compared with Gaussian perturbation, Random 
perturbation within personalized upper and lower bounds miti-
gates the interference of data distribution on model training. If the 
action outputted by 𝜇(s) is within the exploration space of the us-
er, the value of the third term in Formula 4 will be small and can 
even be ignored. Otherwise, there will be a corresponding penalty 
used to mitigate extrapolation error. 

  The target actor network	𝜇'(s)	 is an auxiliary network responsi-
ble for generating the next optimal action based on next state to 
alleviate the overestimation problem caused by bootstrapping. Its 
parameters are periodically soft updated using the current actor 
network. 

3.3.2 Critic Network. The Critic network 𝑄(𝑠,	 𝑎) is responsible 
for estimating the cumulative reward of a state-action pair (𝑠,	 𝑎)	
within a recommendation session. Q(s,	 a) also integrates critic 
network with our exploration policy to avoid extrapolation error. 
In our solution, multiple independent critic networks are created, 
which are initialized randomly and trained independently. The 
goal of each critic network is to minimize TD-error, as shown in 
Formula 6. If the next action generated by	𝜇'(s) at next state st+1 
is within the user's upper and lower bounds, the value of the sec-
ond term in Formula 6 is zero. Otherwise, a penalty will be ap-
plied based on the deviation that surpasses the prescribed upper or 
lower bounds of the user. In practice, we often set the number of 
critic networks to 24, which is sufficient to achieve good result in 
our recommendation scenario. To achieve better performance, we 
define a target network for each critic, of which the parameters are 
soft updated periodically using the corresponding critic network. 

 

3.3.3 Progressive Training Mode. One severe drawback of off-
policy RL is that when the model is trained offline, it relies solely 
on the data collected before without further interaction with real 
environment. The absence of real-time interaction during offline 
training can lead to the discrepancy between the learned policy 
and the actual environment, which has a significant negative im-
pact on the performance of off-policy RL algorithms [15, 26-31]. 

To alleviate this problem in large-scale RSs, our solution adopts 
progressive training mode to learn the optimal policy through 
multiple iterations of online exploration and offline model training 
with the help of our efficient exploration policy, which enables 
target policy to converge rapidly towards the optimal policy. Due 
to high efficiency of our exploration policy, we divide the previ-
ous single data exploration and offline model training into five 

rounds of online data exploration and offline model training. The 
latest learned policy is used as the baseline policy of the next 
online exploration. By iteratively and efficiently exploring the en-
vironment, the learned policy will be improved repeatedly, which 
further enhances the performance of our RL model. 

3.4 Recommender System with RL-MTF 
We implement IntegratedRL-MTF in the short video channel of 
Tencent News, as shown in Figure 4. Our RL-MTF framework is 
composed of two components: offline model training and online 
model serving. The offline model training component is in charge 
of preprocessing exploration data and training RL-MTF model. 
The online model serving component is mainly responsible for 
generating the personalized optimal action when receiving a user 
request to calculate the final score for each candidate. In addition, 
the online model serving component also takes charge of online 
exploration to collect training data. 

 

Figure 4: RL-MTF framework in our recommender system. 

4 EXPERIMENTS 

4.1 Dataset 
The following datasets are collected from the short video channel 
of Tencent News, which serves hundreds of millions of users. We 
use four groups of users to collect exploration data. The users of 
each group are selected randomly and the number of them in each 
group is the same (about 2 million) for a fair comparison. The 
online exploration policy of each dataset is defined as follows: 

  • Dataset 1: It is generated by action-noise exploration policy, 
which adds Gaussian noise to the action outputted by baseline pol-
icy, as shown by the coral curve in Figure 3. In our experiment, 
the Gaussian distribution has a mean of 0.0 and a standard devia-
tion of 0.2, which were used previously in our RS. 

  • Dataset 2: It is produced by our exploration policy, as shown 
in Formula 3. As mentioned before, we set the value of upper 
bound for a user as the action outputted by baseline policy plus 



Conference, April 2024, Texas USA L. Peng et al. 
 

 
 

0.15 and set the value of lower bound for a user as the baseline ac-
tion minus 0.15, as shown by the cyan curve in Figure 3. 

  • Dataset 3: It is also generated by our exploration policy. The 
difference is this dataset is collected through five rounds of online 
exploration. After completing model training with the exploration 
data collected in current round, the newly learned RL policy will 
serve as the baseline policy to start next round of online explora-
tion. The duration for data collection of each round is one day. 

  • Test Dataset: The dataset generated by baseline policy, which 
serves as the test data for different models. 

  All the exploration policies are used to explore the environment 
for five days. And each dataset includes about 6.8 million ses-
sions. For offline experiments, we train different RL models with 
different datasets and evaluate these models on the same test da-
taset using the novel metric defined by us. For online experiments, 
we deploy different models in the short video channel of Tencent 
News for one week to conduct A/B tests. 

4.2 Implementation Details 
In RL-MTF, user state s	 includes the user's profile features (e.g., 
age, gender, top k interests, flush num, etc.) and user history be-
havior sequences, of which the maximum length is limited to 100. 
The action generated by MTF model is a 10-dimensional vector 
representing the fusion weights in Formula 1. All networks of RL-
MTF models are Multi-Layer Perceptron (MLP) and are opti-
mized based on Adam optimizer. The reward discount factor 𝛾 is 
set to 0.9. The values of  𝜂, 𝛽 and 𝜆 are set to 1.2, 0.3 and 0.2 sep-
arately. The number of critic networks of our RL-MTF model is 
set to 24. The soft update rate and the delay update step for target 
networks are w = 0.08 and L = 15. In addition, the mini-batch size 
and training epochs are set to 256 and 300, 000 respectively. 

4.3 Evaluation Setting 
4.3.1 Offline policy evaluation. Offline evaluation has the ad-
vantages of low cost and no negative impact on users. The Group 
Area Under the Curve (GAUC) [34] is an evaluation metric com-
monly used in RSs to measure the quality of the ranking produced 
by ranking algorithms [4, 8, 16-18]. Since the goal of a MTF 
model is to provide a ranking of candidates based on final score to 
maximize reward, similar evaluation metrics can be used as well. 
Building on the GAUC metric, we design a new metric for offline 
RL-MTF model evaluation. Firstly, we define the label of each 
user-item sample according to the user's watching time. If the user 
watches an item more than 10 seconds (a valid consumption), the 
label of the user-item sample is 1; otherwise, its label is 0. Sec-
ondly, we define the reward of each user-item sample according 
to Formula 2. And the weight of each user-item sample is its re-
ward plus a constant value which is typically set to 1. Thirdly, we 
use RL policy to generate the action for each user-item sample 
and calculate its final score. Then we normalize all the final scores 
in test dataset to the [0, 1] range, which are used as predict scores. 
Finally, we calculate weighted GAUC metric to evaluate the per-
formance of different RL-MTF models. By considering the re-

ward of each user-item sample, the weighted GAUC metric pro-
vides a more comprehensive measure of a RL policy's ability to 
final rank and discriminate between different rewards. Using this 
metric, we can easily measure the quality of the final ranking gen-
erated by each MTF model on the same dataset. Compared to the 
existing evaluation metrics [15, 26], our evaluation metric is sim-
pler, more accurate and works well in practice, which is more ap-
propriate for RL-MTF evaluation in RSs. 

4.3.2 Online A/B testing. We adopt user valid consumption and 
user duration time to evaluate each MTF model, which are the two 
most important online metrics in our recommendation scenario. 

  • User valid consumption is the average of all users' total valid 
consumptions during a day. A valid consumption is defined as a 
user watching a video more than 10 seconds. 

  • User duration time is the average of all users' total watching 
time within a day. 

4.4 Compared Methods 
We compare IntegratedRL-MTF with ES and other advanced off-
policy RL algorithms. In addition, we also design two variants of 
IntegratedRL-MTF to illustrate the effects of integrating off-
policy RL model with our exploration policy and progressive 
training mode on model performance respectively. 

  • ES [20-23] takes user profile features as its model input to gen-
erate personalized fusion weights. Since ES is simple and works 
well, it is used as the benchmark in this paper. 

  • BatchRL-MTF [15] is proposed for MTF in RSs and generates 
actions based on BCQ [28], which has been deployed in multiple 
RSs in Tencent for several years and achieved excellent im-
provements. The other compared RL-MTF methods are imple-
mented based on the framework proposed by BatchRL-MTF. 

  • DDPG (Deep Deterministic Policy Gradient) [27, 35] is a clas-
sical off-policy actor-critic algorithm that can learn policies in 
high-dimensional, continuous action spaces. 

  • CQL+SAC (Conservative Q-Learning with Soft Actor-Critic) 
[30, 39] learns a conservative, lower-bound Q function by regular-
izing the Q value of OOD action-state pairs to reduce extrapola-
tion error. 

  • IQL (Implicit Q-learning) [31] never needs to evaluate actions 
outside of the dataset, but still enables the learned policy to im-
prove substantially over the best behavior in the data through gen-
eralization. 

  • IntegratedRL-MTF without PTM (Progressive Training 
Mode is abbreviated as PTM for simplicity) integrates off-policy 
RL model with our online exploration policy to relax overly 
strict constraints, which significantly improves its model perfor-
mance. To validate its effectiveness, we train the model of Inte-
gratedRL-MTF without PTM using dataset 2. 

  • IntegratedRL-MTF integrates off-policy RL model with 
online exploration policy and learns the optimal policy through 
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multiple iterations of online exploration and offline training with 
the help of our efficient exploration policy using dataset 3. 

4.5 Offline Evaluation 
In this section, extensive offline experiments are conducted to 
demonstrate the remarkable performance of IntegratedRL-MTF 
compared to other MTF algorithms. In addition, we also analyze 
the efficiency of our online exploration policy. 

4.5.1 Effectiveness of IntegratedRL-MTF. To compare the perfor-
mance of the above algorithms, we train their models separately 
and evaluate their performance on the same test dataset using the 
weighted GAUC metric. ES updates its model parameters through 
a process of alternating mutation and selection and had been fully 
deployed in our RS for a long time, which is the benchmark of of-
fline evaluation. DDPG, CQL+SAC, BatchRL-MTF and IQL are 
trained by dataset 1. IntegratedRL-MTF without PTM is trained 
by dataset 2. IntegratedRL-MTF is trained by dataset 3 using pro-
gressive training mode. All the models are tested on the same da-
taset and the results are shown in Table 1. 

Table 1: The weighted GAUC of the compared methods on the 
same test dataset. 

 

  In offline evaluation, the weighted GAUC of IntegratedRL-MTF 
without PTM is significantly higher than that of ES model and 
other existing off-policy RL models. As previously mentioned, to 
avoid OOD problem, the constraints of the existing off-policy RL 
algorithms are overly strict and intricate, which significantly dam-
age their performance. This is because traditional off-policy RL 
algorithms are limited to training with a fixed dataset but are un-
aware of the exploration policy behind the dataset. Therefore, 
those off-policy RL algorithms can only avoid OOD problem 
through strong constraints. In RSs, we design a novel online ex-
ploration policy and during offline model training, the upper and 
lower bounds of the exploration data distribution for each user can 
be directly obtained. We utilize this characteristic to simplify the 
overly strict constraints and integrate off-policy model algorithm 
with our efficient exploration policy. By this way, IntegratedRL-
MTF without PTM significantly improves its model performance 
and that is also proved in offline evaluation. Furthermore, Inte-
gratedRL-MTF is superior to IntegratedRL-MTF without PTM. 
By iteratively exploring the environment multiple times with the 

help of our efficient exploration policy, the learned policy will be 
enhanced repeatedly. 

4.5.2 Efficiency of Our Exploration policy. The action of our 
online exploration policy is generated by the action outputted by 
baseline policy plus a random perturbation, which must be within 
the user's personalized upper and lower bounds, as shown by the 
cyan curve in Figure 3. The idea of this approach is to exclude 
low-value exploration space and merely focus on exploring poten-
tial high-value state-action pairs. We conduct statistical analysis 
on the distribution of the actions generated by different RL poli-
cies for the same state and carefully select the values of upperb 
and lowerb.	 For simplicity, we assume the exploration range of 
each dimension of our exploration policy is the same value in this 
paper. Typically, we set the values of upperb	 and lowerb as 0.15 
and -0.15 respectively, which is sufficient in our recommendation 
scenario. The action-noise exploration policy previously used in 
our recommendation scenario has a mean of 0.0 and a standard 
deviation of 0.2, as shown by the coral curve in Figure 3. The ac-
tion generated by RL-MTF model is a 10-dimensional vector. 
Therefore, in our recommendation scenario, under the same re-
quirement for exploration density, the efficiency of our explora-
tion policy is about 210 times higher than that of the action-noise 
exploration policy. In practice, because IntegratedRL-MTF adopts 
progressive training mode, the upper and lower bounds of our ex-
ploration policy can be set smaller. 

4.6 Online Evaluation 
In this section, we deploy all the compared models in the short 
video channel of Tencent News for one week to conduct A/B 
tests. We take ES as the benchmark for comparison and show the 
improvements of user valid consumption and user duration time 
for other models. The online experiment results are shown in Ta-
ble 2 and all the improvements have statistical significance with 
p-value less than 0.05. 

Table 2: The online results of the compared methods in the 
short video channel of Tencent News. 

 

DDPG increases +1.39% user valid consumption and +0.81% 
user duration time by considering long-term reward and much 
stronger model performance compared to ES. CQL+SAC is supe-
rior to DDPG and BatchRL-MTF slightly outperforms 
CQL+SAC. IQL outperforms DDPG, CQL+SAC and BatchRL-
MTF, increasing +2.09% user valid consumption and +1.15% user 
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duration time compared to ES. IntegratedRL-MTF significantly 
outperforms the other algorithms, increasing +4.64% user valid 
consumption and +1.74% user duration time compared to bench-
mark. In addition, the online evaluation results are consistent with 
the offline evaluation results given by weighted GAUC metric de-
fined by us in Section 4.3.1. 

5 RELATED WORK 
MTF [4, 15] is responsible for merging multiple scores generated 
by MTL [4, 8, 16-18] into a final score to produce the final rank-
ing of candidates, which is critical for final recommendation re-
sults. However, there is little valuable research on MTF so far. 

  Initially, Grid Search [36] is used to search the optimal fusion 
weights via parameter searching in the candidate set which is 
composed of lots of parameter combinations. Then Bayesian Op-
timization [19, 37] is proposed to accelerate the speed of parame-
ter search. The primary drawback of these two methods is that 
they ignore user preference and merely produce the same fusion 
weights for all users. In addition, these methods are also not effi-
cient. Therefore, they are seldom used in industrial RSs now. ES 
[20-22] takes the features of user preference as model input to 
output personalized fusion weights for different users, which is a 
simple and common MTF method. ES updates its model parame-
ters through a process of alternating mutation and selection. The 
main drawback of ES is that due to its parameter update pattern, 
the number of its model parameters must be small, which signifi-
cantly limits its capability [23]. Furthermore, all the methods 
mentioned above only focus on instant reward but ignore long-
term reward. 

  In personalized RSs such as Tencent News, TikTok, Kwai and 
Little Red Book [3, 7, 14], current recommendation has an obvi-
ous influence on subsequent recommendations, especially within a 
recommendation session. Therefore, in recent years, some works 
try to search the optimal fusion weights via RL to maximize long-
term reward. For example, [38] uses off-policy RL algorithm to 
search the optimal weights between the predicted click-through 
rate and bid price of an advertiser. [15] proposes BatchRL-MTF 
to find out the optimal fusion weights, which has been fully de-
ployed in multiple RSs in Tencent for several years and achieved 
excellent improvements. And some teams in the industry have al-
so attempted alternative off-policy RL algorithms such as DDPG 
[27], CQL+SAC [30, 39], IQL [31], etc. However, the existing 
works on RL-MTF so far have the following serious problems. 
Firstly, to avoid OOD problem, the constraints of the existing off-
policy RL algorithms are too strict and complicated, which signif-
icantly hurt their performance. For example, in BCQ, the action 
generated by target policy for a given state must closely resembles 
the distribution of action for this state contained in the exploration 
data. How to relax overstrict constraints but avoid OOD problem 
in off-policy RL is a hot research area. Secondly, online explora-
tion and offline model training are two independent processes. 
During offline training, the existing off-policy RL algorithms are 
unaware of the exploration policy used for generating training da-
ta and no longer interact with environment, so only suboptimal 

policy can be learned. Thirdly, the efficiency of traditional online 
exploration policies [15, 32] are low efficiency and significantly 
hurt user experience. 

6 CONCLUSION 
In this paper, we first point out the problems of the existing RL-
MTF methods and propose a novel RL-MTF solution by utilizing 
the characteristics of RSs. Our solution integrates off-policy RL 
algorithm with our online exploration policy, which significantly 
improves its performance. Furthermore, we use progressive train-
ing mode to learn the optimal policy with the help of our efficient 
exploration policy, which further improves the performance of our 
RL model. In addition, we analyze the efficiency of our explora-
tion policy, which not only accelerates model iteration speed but 
also prevents excessive negative impact on user experience, which 
are highly valuable for industrial RSs. We also design a new met-
ric building on GAUC for offline RL-MTF model evaluation. Of-
fline experiments show that our model significantly exceeds other 
models. Finally, we also conduct online A/B testing in the short 
video channel of Tencent News and the result demonstrates our 
model performs significantly better than other models, resulting in 
a +4.64% improvement in user valid consumption and a +1.74% 
improvement in user duration time compared to the baseline. Our 
RL-MTF model has been fully deployed in the short video chan-
nel of Tencent News for about one year. Moreover, our solution 
has also been used in other RSs in Tencent and achieved remarka-
ble improvements. Applying RL to optimize long-term reward in 
large-scale online RSs requires careful consideration of details 
and is a challenging task. We have conducted extensive work on 
RL-MTF and will release other relevant works in the future. We 
welcome communication with professionals from both industry 
and academia. 
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