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ABSTRACT

Contemporary continual learning approaches typically select prompts
from a pool, which function as supplementary inputs to a pre-
trained model. However, this strategy is hindered by the inherent
noise of its selection approach when handling increasing tasks. In re-
sponse to these challenges, we reformulate the prompting approach
for continual learning and propose the prompt customization (PC)
method. PC mainly comprises a prompt generation module (PGM)
and a prompt modulation module (PMM). In contrast to conven-
tional methods that employ hard prompt selection, PGM assigns
different coefficients to prompts from a fixed-sized pool of prompts
and generates tailored prompts. Moreover, PMM further modu-
lates the prompts by adaptively assigning weights according to the
correlations between input data and corresponding prompts. We
evaluate our method on four benchmark datasets for three diverse
settings, including the class, domain, and task-agnostic incremental
learning tasks. Experimental results demonstrate consistent im-
provement (by up to 16.2%), yielded by the proposed method, over
the state-of-the-art (SOTA) techniques. The codes are released on
https://github.com/Yong-DAI/PC.

CCS CONCEPTS

« Computing methodologies — Neural networks.
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1 INTRODUCTION

Continual learning pertains to the seamless integration of new
learning tasks into a unified model while preventing catastrophic
forgetting of previously acquired information [9, 28, 51, 65]. Contin-
ual learning has been involved in numerous applications including
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Figure 1: Prior works [52, 57, 58] employ a deterministic se-
lection of prompts. Our work tailors specific prompts for
each instance through a process of prompt generation from
a fixed-size codebook and soft prompt modulation. The key
differences lie in the generated prompts by a linear combina-
tion of prompts based on instance-specific coefficients and
modulated prompts by further assigning adaptive weights.

image classification, audio-visual learning, and vision-language
pretraining in the image, multimedia, and multimodal domains
[7, 8, 15, 19, 35, 54, 64, 68]. Early continual learning methods [1,
63] safeguarded entrenched knowledge against new information
through the application of regularization-based constraints to new
task loss functions. The efficacy of these strategies was substan-
tially influenced by the interplay between former and latter tasks.
Subsequent methods [12, 36, 38] have endeavored to retain a part
of representative old data to reinforce previous knowledge during
new task learning. Nonetheless, using data buffers has issues in
data privacy and memory constraints [39].

Currently, top-performing methods are prompt-based methods
[48, 52, 57, 58]. Prompt learning is regarded as a flexible way to
adapt models by solely training additional inputs while keeping the
model frozen. As Fig. 1(a) shows, they usually learn to directly select
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Table 1: Consistent performance Increase (Inc.) in terms of
average accuracy (A4, %) using a simple prompt weighting
operation on L2P [58].

Split Split .
Datasets CIFAR-100 ImageNet-R CORe50 DomainNet
Inc. | 1907 3.90 1 1517 6.20 T

prompts from a prompt pool. However, the performance of the
above methods is highly dependent on this hard selection strategy,
which becomes increasingly erratic as the number of tasks and
the size of the prompt pool grows [14]. Moreover, these methods
typically push to select the same prompt package for instances
from a common task. Treating each task as a cohesive unit poses
challenges due to the significant variability observed within tasks.
In addition, it is also hard to provide more suitable instructions for
each instance, which leads to prompts homogeneity problems [14].

To handle the above problems caused by hard prompt selection,
we reformulate the prompting approach for continual learning. In
contrast to conventional methods that employ hard prompt selec-
tion, as Fig. 1(b) shows, we propose to generate instance-specific
prompts, in which the generation strategy eliminates the selection
stage and instance-specific prompts ease the homogeneity problems.
The instance-specific prompt generation is achieved by assigning
specific soft weights (coefficients) to prompts from a fixed-sized
pool of prompts (codebook), which are then linearly combined.
Additionally, in our investigation, we have noted that even simple
prompt weighting! leads to consistent performance improvement,
as evidenced in Tab. 1. This observation further catalyzes the de-
sign of an adaptive prompt modulation scheme to accommodate
the generated prompts with the continually evolving codebook.

Based on this understanding, we propose the prompt customiza-
tion (PC) method, which comprises two key modules: a prompt
generation module (PGM) and a prompt modulation module (PMM).
PGM adapts a predefined codebook to individual instances and gen-
erates corresponding prompts based on the predicted generation
coeflicient vectors derived from attention mechanisms between
inputs and the codebook. Following this step, PMM adaptively mod-
ulates these generated prompts by assigning weights predicted by
their correlations between inputs and respective prompts. The en-
tire model is optimized using a straightforward yet highly effective
loss function. Experimental results on four mainstream datasets
demonstrate that the proposed method outperforms the SOTA tech-
niques significantly (up to 16.2%) across diverse tasks, including
class, domain, and task-agnostic incremental tasks.

The contributions of the proposed approach are threefold:

e We propose prompt customization, a novel prompting method
for continual learning. The proposed method leads to more
variation and less homogeneity for prompts than hard selec-
tion and circumvents the need for prompt selection during
inference, thereby mitigating the potential errors for prompt
selection when dealing with challenging samples.

e We design a prompt generation module that generates finer
instance-specific prompts through a linear combination of

IThe detailed structure is given in supplementary materials.
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prompts from a designated codebook. The generated prompts
are more distinguishable and expressive than generic task-
specific prompts used in previous methods.

e We devise a prompt modulation module that further modu-
lates the corresponding prompts with adaptive weights capi-
talizing on the correlations between instances and prompts
and makes prompts more flexible.

2 RELATED WORK

2.1 Continual Learning

The field of continual learning has developed quickly in recent
years, leading to the development of numerous methods [9, 28].
The landscape of architecture-based methodologies is characterized
by their propensity to extract features from numerous intermediate
layers [20, 33, 44, 55], or to extend models and fine-tune classifica-
tion layers to learn new tasks [25, 41, 43, 46, 60, 61]. However, their
efficacy is curtailed due to the significant forgetting of preceding
tasks, coupled with the expansion in network complexity [41, 60].

In contrast, regularization-based methodologies operate by in-
culcating constraints into the loss functions of new tasks, thereby
averting the subjugation of previous knowledge by novel infor-
mation [1, 21, 27, 63]. Although the methods seem to be potential,
these constraints are markedly reliant on the interrelation between
old and new tasks, rendering them less suitable for scenarios in-
volving plenty of incremental tasks or intricate data distributions
in challenging datasets [56].

The contemporary favor towards rehearsal-based techniques
is underscored by their setting of preserving a subset of repre-
sentative data of previous tasks during the training of new tasks,
facilitating the revisitation of prior knowledge [3-6, 12, 38, 40, 59].
Nevertheless, these strategies evince a pronounced susceptibility
to the selection of previous data, a vulnerability that escalates lin-
early with the burgeoning task count [3-5, 16, 59, 62]. However,
these augmentations remain inadequate in circumventing concerns
pertaining to data privacy and memory constraints [47].

2.2 Prompt Tuning for Continual Learning

Prompt tuning has garnered much attention as a versatile technique
for model adaptation, involving the exclusive training of supple-
mentary inputs in a parameter-efficient way while keeping the
model frozen [18, 24, 26, 29, 30, 66, 67]. This ingenious approach
facilitates the model’s effective reuse of learned representations,
thereby circumventing the need for arduous and costly relearning
from scratch [2, 11, 17, 19, 48, 52, 57, 58].

L2P stands as a pioneering endeavor in integrating prompts into
the domain of continual learning, a stride marked by the elimina-
tion of rehearsal requirements. It introduces prompts as trainable
parameters, enabling the direct selection of multiple prompts from
a designated prompt pool [58]. DualPrompt introduces a novel
partitioning of the prompt pool into two distinct prompt spaces:
task-agnostic and task-specific [57]. A similar approach is adopted
by S-Prompt, which independently learns task-specific prompts
[52]. This segregation of tuning strategies significantly mitigates
the issue of catastrophic forgetting, albeit at the cost of prompt
proliferation as the number of tasks increases. The prompts for the
current task are directly selected based on an index, employing a
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Figure 2: The framework of the proposed PC. The PC comprises two integral modules: the PGM and PMM. PGM takes input
encoding and codebook as input and generates input-specific prompts through a linear combination of prompts from a
designated codebook. PMM takes input encoding and the above generated prompts as input to quantize their correlations which
are further utilized to modulate the corresponding prompts. The final input-specific modulated prompts will be inserted into
the corresponding MHSA layers to assist the frozen backbone in performing classification tasks. Unlike the previous works, our
PC circumvents the need for rigorous prompt selection during inference and generates finer instance-specific prompts which
are more distinguishable and expressive. ‘Atten’ and ‘MHSA’ mean attention and multi-head self-attention layer, respectively.

For simplicity, all symbols are present without subscripts.

one-hot weighting technique. However, this selection strategy is
constrained by the growing noise due to the expanding prompt
pool with the incorporation of additional tasks [14]. And the design
of task-level prompts also limits the adaptivity of a model to each
instance without finer instructions.

Moreover, CODA-Prompt [48] enhances the one-hot weighting
mechanism by introducing an attention-based prompt-assemblage
scheme, yielding promising performance. Nevertheless, it treats
all the assembled prompts uniformly without further adjustment,
which limits the adaptiveness of prompts to instruct the model.
This motivates us to design the prompt modulation module to
adaptively adjust the weight for each prompt. DAP [19] lies in the
scope of generating instance-level prompts and achieves superior
performance. However, it also involves a selection step to search
for the domain-relevant knowledge of a target task, in which the
superior performance is only obtained in the batch-wise selection
setup, and the performance drops sharply in the instance-wise
selection setup.

To address the previously delineated concerns, the proposed ap-
proach eschews the conventional prompt selection strategy. Instead,
it undertakes the task of soft prompt generation and modulation
on an instance-specific basis, facilitated by a predefined fixed-size
codebook. This innovative approach circumvents issues associated
with noisy selection and the linear proliferation of prompts and
leads to more variation and less homogeneity for prompts.

3 PROPOSED APPROACH

3.1 Problem Definition

Assuming D = {D1, Dy --- D7} be a sequence of tasks with T in-
cremental tasks, where t-th task D; = {(xf , yf )}:l_tl contains tuples

of data sample x! € X and the corresponding ground-truth labels

yit € Y. The continual learning is defined to train a single model
fp : X > Y parameterized by 6 to handle the T incremental tasks.
In the inferring phase, fy would predict the corresponding label
y € Y for the given sample x which is unseen from arbitrary tasks.
Note that, the data from previous tasks may become inaccessible
during the training of the current task.

3.2 Overall Framework

In this work, we introduce a novel approach called PC, which caters
to the customization of instance-level prompts. This process is
facilitated by the novel soft generation and modulation of prompts,
underpinned by a pre-established fixed-size codebook. Specifically,
PC comprises two integral modules: the PGM and PMM.

As illustrated in Fig. 2, the PGM primarily generates tailored
instance-specific prompts through a linear combination of prompts
from a designated codebook. This generation is executed based
on a coefficient vector, which is predicted through an attention
mechanism integrating inputs and the codebook. Conversely, the
PMM achieves adaptive prompt modulation by assigning dynamic
weights to the generated prompts, capitalizing on the correlations
between instances and prompts.

Subsequently, the modulated instance-specific prompts are seam-
lessly integrated into multiple layers of multi-head self-attention
(MHSA). These integrated prompts culminate in the generation of
final predictions, accomplished through a fixed Vision Transformer
(VIT) as the backbone coupled with a learnable classifier.

3.3 Prompt Generation Module

We first create a learnable codebook in advance of prompt genera-
tion. This codebook is denoted as M which manifests as a matrix
RN*L composed of N fundamental codes of length L.
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With the codebook in place, the PGM is formulated to facilitate
codebook adaptation for each task, achieved through the genera-
tion of instance-specific prompts guided by the coefficients. The
concatenation of input encoding F; ; and the codebook M consti-
tute the input for PGM, where F;; stems from a previously frozen
pre-trained vision model, predicated on the input data xit . Leverag-
ing attention layers, PGM establishes the link between F; ; and M,
subsequently employing one FC layer and a scaling operation to
predict and normalize the corresponding coefficient vector A; ; for
the input data xl.t . Finally, the corresponding generated instance-
specific prompts P; ; are obtained through the matrix product of
the coefficient vector A; ; and the codebook M as:

Piy =Ai; xM (1)

where the coefficient vector A;; is with the size of R™N | 50 the
corresponding generated prompts P;; are with the size of R"*L
which contains n prompts of length L.

3.4 Prompt Modulation Module

Upon obtaining the n instance-specific prompts via generation,
a uniform allocation of contributions is present if the prompts
are employed directly. This would imply an equal distribution of
influence across the current instance prediction task. However, our
perspective differs from this uniform allotment, believing that the
expected distribution should be dynamically adjusted. Hence, we
propose a modulation strategy based on the correlations between
input encoding and the aforementioned n prompts, which also
makes the prompts adaptive.

Referencing Fig. 2, the PMM modulates the generated prompts
through quantized correlations between input encoding and the
generated prompts. In a precise breakdown, PMM initiates its op-
erations by deploying a pair of fully connected layers with the
projection dimension of REXL, This strategic configuration serves
to delicately project the instance encoding F; ; and the instance-
specific prompts P; ; into a shared representation space. The projec-
tions are respectively denoted as F} , and P; . Then PMM calculates
their correlations by a matrix product operation as:

Si’[ :Fi,,t XP{’[ (2)

In order to quantize the correlations, PMM employs a scale op-
eration by a sigmoid and a linear scale operation as:

Si = 0((Si — ST [ (1% - smim) 3

where $; ; is the quantized correlations, o means the sigmoid non-
linear operation. S} and S} mean the maximum and minimum
value of S; ;. The linear scale quantizes the correlations between
0 and 1. We hold the view that the quantized correlations for the
generated prompts should not be too small, hence the sigmoid
operation is further set after the linear scale operation to achieve
non-linear operation and make the quantized correlations bigger
than 0.5. Finally, PMM modulates the prompts according to the
quantized correlations:

Piy =St Py 4
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3.5 Update Strategy

The codebook serves as a universal and overarching foundation
for all instance-specific prompts, effectively consolidating pivotal
insights gleaned from incremental tasks. In order to aggregate key
information to alleviate catastrophic forgetting, we suppose that
the codebook ought to undergo stable updates. Specifically, we
employ a momentum optimization [49]. We define M;_;’ at task
t — 1 as an ensemble of the current version at task ¢ — 1 and earlier
versions of codebook M:

M;_; =aMj_, + (1 —a) My (5)
where M;_1 is the learned codebook at task ¢t — 1,  is a smoothing
coefficient which is set at 0.99 referring to [49]. We further use a
regularization item to further constrain the update of M; under
the guidance of Mj_,, thus, to encourage the M; to aggregate key
information of past tasks to alleviate catastrophic forgetting as:

1
Lre= MGy - M ©

What’s more, to reduce interference between each code in the
codebook, we also add an orthogonality constraint as:

=fpost

In contrast to conventional methods that employ a hard prompt
selection approach and utilize a matching loss to optimize the dis-
tance between selected prompts and input from a common task,
such a matching loss is not suitable for the proposed PC as PC elim-
inates the need for prompt selection. As for PC, the classification
task is optimized with the cross-entropy loss L. as:

ng—1

1 .
Lce = _n_t Z yf IOg (yf) (8)
i=0

where Qf means final predicted labels for each input xit . Thus, the
overall loss function is computed as:

L=Lee+ALor+BLre )

B is a scalar to weight the regularization item, and f is set at 1 here
referring to [49]. The loss function is straightforward yet highly
effective which is validated through extensive experiments.

4 EXPERIMENTAL SETTING AND RESULTS
4.1 Datasets and Experimental Preparation

4.1.1 Datasets. In this work, we would like to verify the valid-
ity of the proposed PC in multiple aspects, including the class,
domain, and task-agnostic incremental learning settings?. There-
fore, we follow the prior work, i.e. L2P [58], SPrompt [52], and
ESN [53], and pick the representative datasets for a fair compar-
ison. For the class-incremental task, we consider the CIFAR-100
[22] and ImageNet-Rendition (ImageNet-R) [42, 57] datasets as
the base datasets and randomly split them into 5, 10, and 20 in-
cremental classification tasks respectively for each task. For the
domain-incremental task, we conduct experiments on Core50 [31]
to predict the unseen domains based on incremental trained do-
mains. And for the task-agnostic incremental learning settings, we

2The details are also given in supplementary materials.
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Table 2: Performance comparison on the split CIFAR-100 dataset for class incremental learning setting. B; means buffer size. *
suggests results copied from the original paper, © suggests results copied from ([57]), ¥ suggests results using the corresponding
codebases and calculating by the normal equation. Results for the prompt-based methods are in instance-wise prompts setup.

5 Tasks 10 Tasks 20 Tasks
Method Bs Aq1 Fl Aq 1 Fl Aq1 Fl
DER++T [3] 1000 - - 61.06 39.87 - -
BiCT [59] 1000 - - 66.11 35.24 - -
ER' [5] 1000 - - 67.87 33.33 - -
Co%LT [4] 1000 - - 72.15 28.5 - -
EwWCT [21] 0 - - 47.01 33.27 - -
LwF* [27] 0 61.55 25.13 60.69 27.77 56.46 28.87
L2P* [58] 0 83.44 6.11 82.72 7.19 79.75 7.61
DAP? [19] 0 - - 83.26 8.27 - -
DualPrompt? [57] 0 85.92 5.62 85.33 5.71 82.38 6.11
ESN™* [53] 0 - - 86.34 4.76 - -
Coda-P* [48] 0 87.14 6.02 86.41 7.17 83.77 7.78
PC 0 88.04 4.66 87.20 5.61 84.65 6.03
Upper-bound \ 0 | 9097 - | 9097 - | 9097 -

Table 3: Performance comparison on the ImageNet-R dataset for class incremental learning setting. B means buffer size. *
suggests results copied from the original paper, © suggests results copied from ([57]), ¥ suggests results using the corresponding
codebases and calculating by the normal equation. Results for the prompt-based methods are in instance-wise prompts setup.

5 Tasks 10 Tasks 20 Tasks
Method Bs Ag T F| Ag T Fl Ag T Fl
DER++' [3] 1000 - - 55.47 34.64 - -
BiCT [59] 1000 - - 52.14 36.7 - -
ER' [5] 1000 - - 55.13 35.38 - -
Co?LY [4] 1000 - - 53.45 37.3 - -
EwWCT [21] 0 - - 35.00 56.16 - -
LwF* [27] 0 40.62 50.69 38.54 52.37 32.05 53.42
L2P*¥ [58] 0 62.61 8.01 61.21 8.65 57.36 9.07
DualPrompt* [57] 0 67.83 4.79 66.47 5.75 63.25 6.13
Coda-P* [48] 0 75.25 6.86 74.26 7.91 71.16 8.49
PC 0 75.41 6.42 74.34 7.35 71.44 7.62
Upper-bound \ 0 | 7931 - | 7931 - | 7931 -

apply an incremental training process and present the task-agnostic
test average results on DomainNet [37].

4.1.2 Compared Methods. Task identity is not available in the
context of class-incremental learning, thus we resort to selecting
the most established and high-performing methods without prior
knowledge of task identity during the testing phase. The compared
methods contain regularization-based methods (EWC [21] and LwF
[27]), rehearsal-based methods (ER [5], BiC [59], DER++ [3] and
Co?L [4]), as well as the prompt-based methods (L2P [58],S-Prompt
[52], DualPrompt [57], CODA [48], ESN [53], and DAP [19] ).

To make a fair comparison, the above methods as well as the
proposed PC? employ the pre-trained ViT-B/16 as the backbone.
Specifically, the methods (L2P, DualPrompt, and DAP ) involving
selection strategy usually present the inferring results in the batch-
wise prompt setup where a single set of prompts is chosen for the
entire batch. In this setup, the frequently used prompts are selected
to correct potential errors when dealing with challenging samples,
which is not realistic. We hold the view that results should be given
in instance-wise prompts setup where prompts are selected on a

3Implementation details and training schedule of the proposed PC are given in the
supplementary materials.
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Table 4: Performance comparison on CORe50 for domain
incremental learning setting. B; means buffer size. * suggests

T

results copied from original paper, ¥ and ¥ suggest results

copied from [52] and [6], respectively.

Method \ B \ Ag 1
DER++T [3] 2500 79.70
BiCT [59] 2500 79.28
ER' [5] 2500 80.10
Co2LT [4] 2500 79.75
L2P* [58] 2500 81.07
EWCT [21] 0 74.82
LwF' [27] 0 75.45
L2P* [58] 0 78.33
S-iPrompt* [52] 0 83.13
DualPrompt* [57] 0 87.20
PC 0 91.35
Upper-bound ‘ - ‘ 92.20

Table 5: Performance (task-agnostic domain-incremental
Learning) comparison on DomainNet. B means buffer size.
* suggests results copied from the original paper, " suggests
results copied from ([52]), ¥ suggests results using the corre-
sponding codebases and calculating by the normal equation.

Method \ Bs \ Aal
EWCT [21] 0 47.62
LwF' [27] 0 49.19
L2PT [58] 0 40.15
S-iPrompt™* [52] 0 50.62
DualPrompt* [57] 0 49.30
PC 0 58.82
Upper-bound ‘ - 63.22

per-instance basis. Hence, in this paper, we give the performance
for the prompt-based methods in instance-wise prompts setup.

Note that, the upper bound is typically achieved through super-
vised fine-tuning on the ii.d. data from all tasks, which is commonly
considered as the best performance a continual learning method can
attain. Besides, we utilize two widely-used metrics*: Average Accu-
racy (Ag, the higher, the better”) and Forgetting (F the lower, the
better) [32]. Unless otherwise specified, we report the performance
in percentile and omit the subscript.

4.2 Experimental Results

4.2.1 Results on Class-incremental Learning. Tab. 2 and Tab. 3 re-
port the performance of the datasets of Split Cifar-100 and Split
ImageNet-R. As for the common task setting (10 tasks), we observe
that the proposed PC achieves 87.20% and 74.34% of A, measure,
respectively, which achieves remarkable improvement over the
regularization-based methods (an average of roughly 64.6% and

“The details are given in supplementary materials.
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Table 6: Performance comparison. T; means the training time
(hour). * suggests results using the corresponding codebases.

Method \ Ag T 1
L2P* [58] 83.00 0.87
DualPrompt? [57] 85.80 0.94
CODA-P* [48] 86.41 3.60
PC-light 86.68 1.06
PC 87.20 1.78
Upper-bound ‘ 90.85 -

102.6% on Split Cifar-100 and Split ImageNet-R, respectively) and
the rehearsal-based methods (an average of roughly 31.0% and 37.6%
on Split Cifar-100 and Split ImageNet-R, respectively) even though
they use many buffers. The proposed PC also outperforms all the
compared prompt-based methods (an average of roughly 2.4% and
7.0% on Split Cifar-100 and Split ImageNet-R, respectively) in terms
of A, measure. The kinds of methods prove to be insufficiently
effective due to the significant variability across tasks, thereby lim-
iting the precision of prompt instance-wise selection. Consequently,
these limitations hinder the optimal performance they are supposed
to achieve through their prompts-separate optimization.

Among these methods, only CODA-P® performs comparably to
our method. However, PC outperforms CODA-P by a margin of
0.8% and 0.1% in terms of average accuracy due to our instance-
level design, which effectively mitigates intra-task variance and
eliminates noisy selection strategies. Although the proposed PC
achieves slightly higher Forgetting values on the two datasets and
secures the second-best position, it remains highly competitive.

In addition to the 10-task setting, we also provide results with
other settings to compare the scalability of each method based on a
smaller (5 tasks) and a larger number of tasks (20 tasks), respectively.
The results show that the proposed PC achieves the best results in
terms of A, measure no matter what the task setting is. And PC
only decreases slowly when handling more tasks, which shows that
our method scales stably to different task number settings.

4.2.2  Results on Domain-incremental Learning. We further con-
sider the DIL tasks on CORe50 with the corresponding results
shown in Tab. 4. It is worth noting that none of the tested domains
in CORe50 were included in the incremental training process. The
Forgetting measure is not suitable for the unseen tested domain
setting, thus only the results of A, are given. The rehearsal-based
methods demonstrate superior performance compared to EWC,
LwF, and even L2P, suggesting that incorporating large buffers may
yield marginal improvements over supervised training. However,
they still fall short of the exceptional performance achieved by
prompt-based methods such as S-iPrompt, DualPrompt, and PC,
highlighting the clear advantage of rehearsal-free approaches. S-
iPrompt is a variant of S-Prompt, it achieves significant advances
compared to L2P due to easing the inter-task interference problem
of L2P. DualPrompt further improves the performance compared to

SWe implement the official codes of CODA-P and present the results of each task in
supplementary materials.
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L2P and S-iPrompt with the benefits of multi-layer prompts. More-
over, the limited inter-domain variance in the CORe50 dataset min-
imizes the disparities among prompts from different tasks, thereby
promoting the superior performance of S-iPrompt and DualPrompt
even when wrong prompts are selected. Nevertheless, our PC attains
an impressive 91.35% performance on the A; measure, a result that
closely approaches the upper-bound performance threshold. More-
over, the proposed PC consistently outperforms all other compared
methods, showcasing the exceptional generalization capabilities of
our PC on previously unseen domains. This can be attributed to
the utilization of a global and comprehensive codebook, as well as
the corresponding prompt generation and modulation modules.

4.2.3  Results on Task-Agnostic Domain-incremental Learning. For
DIL tasks, the task-agnostic setting is generally regarded as more
challenging [45]. The Forgetting measure is also not suitable for
the task-agnostic setting and thus is omitted. Experiments of the
setting are conducted on DomainNet with the results shown in
Tab. 5. Note that, 345 classes are selected for each task in this
experiment, which is highly challenging. The variance between
domains in DomainNet is significantly larger compared to CORe50,
which greatly benefits the precision of the selection strategy in L2P,
S-iPrompt, and DualPrompt. However, the proposed PC still exhibits
its superiority and achieves 58.82% in terms of A, measure with
an approximately 16.2% improvement compared to the second best
exemplar-free DIL method S-iPrompt. The results also demonstrate
the effectiveness of the PMM in significantly enhancing the capacity
of prompts to handle domain shifts.

4.3 Analysis of The Proposed Method

4.3.1 Training time. To further demonstrate the effectiveness of
the PC, we also report the results of prompt-based methods in terms
of A, and training time (T;) based on the split CIFAR-100 dataset®.
As Tab. 6 shows, the DualPrompt model surpasses L2P in terms of
performance by employing prompts on multiple layers with only a
little more training time. Additionally, CODA-P enhances the per-
formance further by incorporating attention calculation based on
DualPrompt. However, CODA-P requires almost 4 times the train-
ing time of DualPrompt according to the corresponding default
settings. We propose to employ a dual-attention mechanism in the
context of PC, aiming to generate and modulate prompts. Notably,
even with a near training time, the light PC (PC-light) consistently
outperforms DualPrompt by an absolute 0.88% and even outper-
forms CODA-P by 0.26% with only an appropriate quarter training
time. Furthermore, increasing the number of attention layers in PC
leads to additional advantages with an absolute 0.79% improvement
with only an appropriate half training time compared to CODA-P.

4.3.2  Diversity of the prompts generated. As previously detailed in
Section 3, the iterative augmentation of task numbers concurrent
updates to both the codebook and prompts. We visualize the code-
book and prompts corresponding to the initial, fifth, and tenth tasks
by t-SNE [10] depicted in Fig. 3 (a). Additionally, Fig. 3 (b) portrays
the 2D Gaussian distribution of the prompts’ t-SNE projections for
the corresponding tasks.

®We train each method with the default setting referring to the official paper, detailed
training setting and platform are given in the supplementary materials.
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Figure 3: The visualization of codebook and prompts for
the first, fifth, and tenth tasks. (a) t-SNE visualization of the
updated codebook and prompts; (b) Gaussian distribution of
prompts. The figure is best viewed in color.

The center of Fig. 3 (a) depicts the codes in the codebook af-
ter the learning of tasks 1, 5, and 10. The remaining segments of
Fig. 3 display the prompts of the test data after the completion of
the training process. Our observations are threefold: Firstly, the
prompts associated with each task exhibit a notably greater diver-
sity compared to the codebook, thus affirming the efficacy of the
proposed prompt customization approach; Secondly, the iterative
updates of the prompts across tasks are discernible, which enables
the prompts are adaptive to the instances of different tasks. A more
in-depth exploration by examining the 2D Gaussian distribution
of the t-SNE projections of prompts is depicted in Fig. 3 (b). Re-
markably, it is evident that the proposed PC adeptly tailors prompts
across a varied range for each task, effectively managing the data
distribution shifts; Thirdly, the update of the codebook remains rel-
atively stable, primarily attributed to the momentum optimization
with the imposed orthogonality constraint, forming a strong basis
for forgetting alleviation.



ACM MM, 2024, Melbourne, Australia

Yong Dai, Xiaopeng Hong, Yabin Wang, Zhiheng Ma, Dongmei Jiang, and Yaowei Wang

Table 7: Performance of ablation study.

Split Cifar-100 Split ImageNet-R Core50 DomainNet
Method Aal Fl Aal Fl Aal Aal
Baseline 69.93 8.44 53.55 9.20 71.28 36.54
+select prompts 85.51 591 67.75 9.03 86.89 49.05
+PGM 87.03 5.68 73.51 7.79 90.54 57.53
+PGM+spw 87.12 5.65 73.67 7.65 90.83 57.56
+PGM+PMM 87.20 5.61 74.34 7.35 91.35 58.82
Prompt size as A is further increased, there is a concurrent reduction in the
68 0 15 20 2 30 3 40 influence of the classification loss term, L., potentially leading to
5 I | a detrimental effect on overall performance.
E 64 —o— Aaw.rtCs Aaw.rtPs SOTA
§ 60 ——3% — DS — 1 4.4.2  Prompt Related Learning. The proposed PGM takes input and
@ 56 R codebook as input to compute their attention and further linearly
E 52 | . combines the codebook for the corresponding input.
48 . . . . . . In the field of prompt-based methods, a common approach is

32 64 128 256 384 512 640
Codebook size

Figure 4: The performance with regard to different codebook
sizes (Cs) and prompt sizes (Ps). The results demonstrate the
stability of the proposed PC with small fluctuations concern-
ing different parameters.

68
64 Aa w.rtA SOTA
60
56
52

48 . . . .
0.01 0.05 0.1 0.5 1

Aa for DomainNet

Figure 5: The performance respects to the weight 1.

4.4 Effectiveness Analysis

4.4.1 Codebook Related learning. The establishment of the code-
book serves as a foundational element for prompt generation, play-
ing a pivotal role in shaping the method’s capacity to handle in-
cremental tasks. Fig. 4 offers insights into the impact of codebook
size on outcomes. Our observations reveal that augmenting the
codebook size from 32 to 256 yields a marginal improvement in
performance. The most optimal results, however, materialize when
the codebook size is set at 256.

Remarkably, our approach consistently delivers competitive per-
formance even with a more modest codebook size of 32. This un-
derscores the method’s adaptability and its capacity to achieve
commendable results even under such conditions.

Moreover, to enhance the diversity of the codebook and mitigate
interference among its components, an orthogonality constraint is
introduced. The impact of its weight A on performance is depicted
in Fig. 5. The results illustrate that incrementally augmenting A up
to 0.1 yields consistent enhancements in performance. However,

to enlarge the size of the prompt to attain improved performance.
However, as depicted in Fig. 4, our PC approach distinguishes itself
by showcasing a notable degree of insensitivity to prompt size
variations. This insensitivity highlights the robustness of the PC
method, as it manages to maintain competitive performance levels
even when the prompt size is reduced. This reduction in prompt size
not only serves to enhance parameter efficiency but also ensures
the method’s capability to deliver commendable results.

In light of these findings, in this paper, we have determined an
optimal prompt size of 25. This choice reflects a balance between
maintaining effective performance and optimizing parameter effi-
ciency within the context of the PC approach.

4.4.3 Ablation Study. The proposed method adopts prompt gen-
eration and modulation steps to obtain instance-specific prompts.
The ablation studies in Tab. 7 justify the necessity of generation
and modulation steps. Firstly, we set a baseline where the back-
bone is the same as that of the PC and we only update the final
classification layer while keeping the backbone frozen. The perfor-
mances (e.g., 69.93% on Split Cifar-100) are with much forgetting
(e.g., 8.44% on Split Cifar-100) since the update process of prompts
for the new tasks has a negative effect on the old tasks. Then we
utilize the directly select strategy in L2P [58] to select 25 prompts
(“+selected prompts”) from the codebook, the corresponding re-
sults (e.g., 85.51% on Split Cifar-100) improve a lot compared to
the baseline which demonstrates the effectiveness of prompt tun-
ing approach. However, the results are still not satisfied, this may
be due to the inter-task interference problem by the noisy select
strategy for each instance. This variant is similar to DualPrompt
while this variant has a larger prompt pool. This variant is also
not better than DualPrompt with a smaller prompt size, which is
also imagined according to Fig. 4 since increasing the prompt size
has saturated or even negative returns. Next, the performance (e.g.,
87.03% on Split Cifar-100) is better than the above two variants
when we only employ the PGM (“+PGM”), which demonstrates
the effectiveness of the soft generation strategy of PGM compared
to the direct selection strategy in prior works. What is more, we
further add the simple prompt weighting operation (“+PGM+spw”)
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which still obtains a little performance improvement, as evidenced
in Tab. 1. Finally, the difference between the variant “+PGM” and
the proposed PC (“+PGM+PMM”) also shows that the PMM is able
to increase the capacity of prompts, thus being effective in further
improving performance.

5 CONCLUSION

In this paper, we propose a prompt customization method for con-
tinual learning. Specifically, we propose PGM and PMM techniques
to enable prompt customization by generating and modulating
instance-specific prompts. The proposed method replaces the hard
selection of prompts with flexible and efficient prompt generation
and modulation. The strategy leads to more variation and less homo-
geneity for prompts and avoids the inherent noise of the selection
strategy when handling increasing tasks. We perform extensive ex-
periments on four benchmark datasets across three distinct settings,
encompassing class, domain, and more challenging task-agnostic in-
cremental learning scenarios. The experimental results demonstrate
the general applicability and robustness of the proposed method
for incremental classes and even unseen domains. In the future,
we will adapt the proposed method to other multimedia or mul-
timodal datasets and explore more sophisticated and generalized
methods for prompt generation without using a prompt pool or
codebook, which holds promise for enhancing prompt adaptation
across different modalities.

A APPENDICES

In this part, we additionally present the detailed framework of
the Plus_W, details setting of the benchmark datasets, thorough
implementation details and train schedule of PC, other related
analyses, and the detailed experiment results of CODA-P. The full
implementation code has given in the supplementary materials and
will be made publicly available.

B DATAILED PIPELINE OF PLUS W

We investigate that a simple weighting operation for prompt boosts
the corresponding performance to some extent. The weighting
operation is given in Fig. 6. We first employ normalization to make
the query and keys at the same scale. Then we concatenate them
and employ a convolution operation to encourage the query to
interact with each key. We further set a FC layer and a normalization
operation to predict and normalize the corresponding weight W.
The W is then utilized to weight the prompts by a dot product.
The weighted prompts are denoted as Py, which is then selected
(P{g) according to the top K indexes (Id) of ranked W. Note that,
we calculate the weight between the query and keys instead of
prompts, which decreases the potential negative effect to the prompt
optimization. Plus_W is a straightforward but effective prompt
weighting method, leading to consistent performance improvement.

C DETAILED SETTING OF THE BENCHMARK
DATASETS AND EVALUATION MATRICES
C.1 Datasets

In this work, for the class-incremental task, we consider the CIFAR-
100 and ImageNet-Rendition (ImageNet-R) datasets as the base
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Figure 6: The pipeline of Plus_W. Q, K, and P mean query,
keys, and prompts, respectively, given L2P. ‘P-w’ denotes
keys and prompts are pair-wise tuples. ‘Norm’, ‘Concat’ are
normalization and concatenation. ‘Conv’ and ‘FC’ mean con-
volution and fully connected layers.

datasets and randomly split them into 10 incremental classification
tasks with 10 classes or 20 classes respectively for each task. And for
the domain-incremental task, we conduct experiments on Core50
and DomainNet. Details are given as follows.

Split CIFAR-100 The CIFAR-100 dataset has 100 classes, each
containing 600 images, including 500 training pictures and 100 test
pictures [22]. The 100 classes in CIFAR-100 are divided into 20 super-
classes. Each image has a “fine” label (the class to which it belongs)
and a “rough” label (the super-class to which it belongs). Dozens
of related pieces of literature usually split the original CIFAR-100
according to the “fine” label into 10 separate tasks (Split CIFAR-100)
which is regarded as a commonly used benchmark in the field of
continual learning. It divides the original CIFAR-100 into 10 separate
tasks, each containing 10 classes. Although it may seem like a
relatively simple task for image classification under independent
and identically distributed (i.i.d.) conditions, it is challenging and
effectively exposes significant forgetting rates in class-incremental
learning when advanced incremental learning methods are applied
[57].

Split ImageNet-R ImageNet-R is an extension of the ImageNet
dataset [42], which includes various renditions of multiple styles
such as art, cartoon, DIYART, graffiti, embroidery, graphics, origami,
painting, pattern, plastic, plush sculpture drawing, tattoo, toy, video
game, etc. The Imagenet-R dataset has undergone a deduction pro-
cess that resulted in 30k images by removing 200 categories from
the original ImageNet. Like the way of getting Split CIFAR-100,
splitting ImageNet-R [57] is also challenging due to the variance
intra-class styles. The Split ImageNet-R benchmark randomly par-
titions the 200 classes into 10 tasks, each consisting of 20 classes.
The dataset is then split into a training set and a test set under the
portion of 8:2.

CORe50 The CORe50 dataset [31], cited as a standard for con-
tinual object recognition, comprises 50 categories from 11 distinct
domains. In the continual learning setting, incremental training is
performed on data from eight domains (120K images), while the
remaining (unseen) domains are used as test sets. Following the
methodology of [52] and [13] citations, we present average forward
classification accuracy for CORe50 in this paper.

DomainNet DomainNet [37] is a dataset consisting of 345 cate-
gories and approximately 600,000 images that can be utilized for
domain adaptation and Domain Incremental Learning (DIL). The
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Table 8: Performance A; of CODA-P tested on the previous
tasks after completing the training phase of each task on
Split Cifar-100 dataset. “Tt’ means ¢-th task.

T1 T2 T3 T4 T5 Té T7 T8 T9 T10
99.3 933 898 885 868 839 842 842 828 819
96.6 944 852 825 808 79.7 782 780 78.0

96.1 958 94.0 927 917 910 904 90.5

954 937 914 911 90.1 900 87.1

933 931 927 929 925 9038

84.6 833 821 819 80.1

88.6 87.7 86.2 85.0

90.8 90.4 89.1

943 919

89.8

Table 9: Performance A, of CODA-P tested on the previous
tasks after completing the training phase of each task on
Split ImageNet-R dataset. ‘Tt’ means t-th task.

T1 T2 T3 T4 T5 Té T7 T8 T9 T10
945 90.6 873 86.4 823 799 77.7 757 751 742
81.8 799 785 746 73.0 725 69.6 680 673
86.6 855 86.1 844 825 819 80.7 79.7

774 746 735 722 697 692 67.8

829 823 787 717 7177 765

80.0 786 76,5 754 7438

81.1 80.4 79.2 77.7

80.8 79.7 78.0

739 71.9

74.7

images from DomainNet are divided into six domains, with the
DIL setup on this platform being identical to that of CaSSLe [13].
In accordance with [52] and [13], we present task-agnostic test
average results for forward classification accuracy.

C.2 Evaluation matrices

For settings that involve task boundaries and where each task is
associated with a test set, we utilize two widely-used metrics: Av-
erage Accuracy (higher values indicate better performance) and
Forgetting (lower values indicate better performance) [32]. After
the training phase is completed for task ¢, we assess the current
learner’s performance on all previous tasks using their respective
test sets. Let a;j € [0, 1] denote the accuracy achieved on task
Jj-th test set after training on task ¢. The Average Accuracy (A;)
measures the average value of a; ; as:

t

Aa = %Zatj

Jj=1

(10)

And f; j denotes the forgetting transfer calculated on task j-th
test set after training on task ¢ which is define as:
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Figure 7: The performance with regard to the number of
attention layers of PGM.
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Hence, the Forgetting (F;) measures the average value of fjt as:
=

t

Fisi L .

j=1
D IMPLEMENTATION DETAILS AND
TRAINING SCHEDULE

We apply task-agnostic prompts in the first 2 blocks like Dual-
Prompt [57] inspired by Complementary Learning Systems (CLS)
[23, 34] and the proposed modulated instance-specific prompts in
the third to fifth blocks like DualPrompt. As for the prompting
function to combine the modulated instance-specific prompts with
input embedding, we employ the Prefix Tuning (Pre-T) referring to
the DualPrompt [57].

While considering applying prompts in different blocks, the PC
establishes an independent PRM for each block and assigns a shared
codebook and a shared PMM to all the PRMs of all blocks. Accord-

ingly, the instance-specific prompts are divided into two parts Pf,
12

and 13;/, for key and values of Mgy layer in each VIT block, respec-

tively. Pf, and 15;/, are all with the size of R™L. Specifically, the
applicatioLn ofa prcl)mpting function can be interpreted as modifying
the inputs of the Mgy layers [50]. Let h € RDP*L denote the input
to the M4 layer, and let A9, hK, and A represent its input query,
key, and values, respectively. Hence, the corresponding prompts
are combined by Pre-T in each corresponding Mg4 layer as follows:

Fo@' 1Y) = Msa(hQF, [P WO [PV RY) (13)

where £ means ¢-th block.

The model is trained for 5 epochs for each task by iteratively
minimizing the loss £. Adam optimization is employed for training
with a batch size of 64 on NVIDIA A100 GPU and a momentum of
0.9. The initial learning rate is set as 0.007.

E HYPERPARAMETER ANALYSES

The attention computation employs several ViT blocks to explore
the relationships between each other. Fig. 7 reports the performance
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Figure 8: The performance with regard to the proposed code-
book size, prompt size, and the weight A.

with regard to the number of attention layers of PGM, the perfor-
mance shows small fluctuations when the layer number is less than
5 and drops with the number further increasing.

Besides, we also give the performance results with regard to the
proposed codebook size, prompt size, and the weight A in Fig. 8.
The results also demonstrate the stability of the proposed PC with
small fluctuations concerning different parameters.

F DETAILED EXPERIMENT RESULTS OF
CODA-P

We train CIFAR-100 for 20 epochs, and ImageNet-R for 50 epochs

according to the original paper. Hence, it requires almost 4 times

the training time of DualPrompt (5 epochs) on CIFAR-100. Tab .8
and Tab. 9 give the performance of CODA-P tested on the previous
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tasks after completing the training of each task on Split CIFAR-100
dataset and Split ImageNet-R dataset, respectively. The forgetting
results of CODA-P in the original paper are different from the
experimental results, we report the corresponding performances
of A, and F for CODA-P according to the above tables referring to
the eq. 10 and 12.
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