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This paper aims to clarify the nature of a surprising ordered phase recently reported in biased
Bernal bilayer graphene that occurs at the phase boundary between the isospin-polarized and un-
polarized phases. Strong nonlinearity of transport at abnormally small currents, with dI/dV vs. I
sharply rising and then falling back, is typical for a charge/spin-density-wave state (CDW or SDW)
sliding transport. Here, however, it is observed at an isospin-order phase boundary, prompting a
question about the CDW/SDW mechanism and its relation to the quantum critical point. We argue
that the observed phase diagram cannot be understood within a standard weak-coupling picture.
Rather, it points to a mechanism that relies on an effective interaction enhancement at a quantum
critical point. We develop a detailed strong-coupling framework accounting for the soft collective

modes that explain these observations.

Graphene-based materials provide new opportunities
for studying exotic orders driven by electron-electron in-
teraction. One system that received much attention is
the twisted bilayer graphene[I], where the flattened elec-
tron bands lead to the dominant role of interaction[2],
giving rise to a variety of correlated insulating and super-
conducting phases[3HIT]. Another system that came to
light recently is the nontwisted multilayer graphene[12-
16]. When biased by a transverse electric field, a gap at
charge neutrality opens up, a transformation that flattens
the electron dispersion[I7]. The flattened bands reduce
the kinetic energy and boost the effects of interactions,
leading to interesting strongly correlated phases[I2HI6].
Among the phases where the order type has been identi-
fied is a cascade of isospin-polarized phases and adjacent
superconducting phases [14H16].

In addition, in some of the observed phases, the or-
der type has not yet been identified. Interestingly, near
one of the isospin phase transitions seen in Bernal bi-
layer graphene (BBG), the system exhibits a rise in re-
sistivity below about 50 mK, together with nonlinear
resistivity[I4]. The differential resistivity dV/dI starts at
a constant value at a small current, and abruptly drops
around a threshold current of ~ 5nA, and recovers the
high-temperature value at a current of ~ 10nA (see Fig
5a). This has led the authors to propose an interpretation
in terms of the charge or spin density wave (CDW/SDW)
and its sliding motion due to depinning [I8]. These data
pose the question of the mechanism of this conjectured
density-wave phase and why it is associated with the
phase boundary of isospin (valley) polarization.

The answer to this question is nontrivial because the
standard weak-coupling scenario for CDW/SDW can-
not explain the measured phase diagram. Indeed, the
CDW/SDW order predicted in this way would be insen-
sitive to the proximity to the onset of isospin polariza-
tion: the T, in a weak-coupling theory should not exhibit
an abrupt enhancement at the isospin phase transition.
This is discussed in detail in SecIIl

To the contrary, a strong-coupling approach account-
ing for the e-e interaction enhanced at the quantum-

critical point offers a natural framework to understand
the experimental findings. The key assumption is that
the observed isospin order phase transition is either con-
tinuous or weakly first-order. Starting with this assump-
tion, we predict a strong instability in the CDW and
SDW channels. Specifically, we demonstrate that the in-
teraction enhanced by the soft critical modes results in an
abrupt rise of T, for the CDW/SDW order at the onset
of isospin polarization. This prediction is in agreement
with the observations (see Fig. () d)).

The predicted CDW/SDW phase has several unique
features. First, it is a metallic state since the gaps only
open in a segment of the Fermi surface. This is distinct
from the CDW in 1D which gaps out the entire Fermi
surface[19]. As a result, the Drude weight of the sliding
mode in our system, which is proportional to the length
of the gapped segment, is much smaller as compared to
the 1D case [20]. Moreover, here CDW/SDW takes a
triple-@ form, with the density-wave order parameter

for CDW: p(r) ~ Z pj €os(2Q;7 + ¢;). (1)
§=1,2,3

for SDW: S(r)~ Y Sjcos(2Q;m+¢;).  (2)

Jj=12,3

The three (); vectors are given by three minima of cur-
vature on the Fermi surface [see Fig[l] a)], which are
related by the C3 rotation symmetry. In our theory,
the three CDW amplitudes p;, p2, and p3 are equal,
whereas the phases are decoupled at leading order in in-
teraction. The same applies to SDW amplitudes and
phases. The relation between phases ¢; in the ground
state depends on subleading interactions. The most likely
ground-state configuration is when the three components
respect the C3 rotation symmetry, i.e. p; = ps = p3 or
S, =038, = 03_153. The real-space patterns for these
possible ground states are illustrated in Fig[2] In these
states, the wavevectors ); form a triade around 2K,
each @); deviating from 2K by a small correction of order
krp. The CDW and SDW order parameters correspond
to atomic-scale patterns that triple the unit cell, form-
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FIG. 1. a) The Fermi surface in the absence of interaction.
The red and blue contour corresponds to Fermi surfaces in
valley K and K’ respectively. Q1, Q2, and Q3 are the max-
ima of the radius of curvature on the Fermi surface where
CDW/SDW gap tends to open. In this case, we obtain a
triple-Q CDW/SDW instability. b) The case of concave Fermi
surface, where the curvature has six minima. In general, this
situation might occur but, for simplicity, we only focus on the
triple-Q CDW/SDW in this paper. Dashed blue lines are the
edges of the mini Brillouin zone where the gap opening dis-
torts the Fermi surface. ¢) The Fermi surface in the presence
of a triple-Q CDW/SDW. Gaps open at three points in each
valley. d) The schematic finite-temperature phase diagram.
The yellow line and the cyan dashed line are respectively the
boundaries of the CDW phase predicted by strong-coupling
theory and weak-coupling theory. The strong coupling theory
predicts a significant enhancement of CDW critical tempera-
ture at the valley-polarizing criticality T > Tpo. When tem-
perature lies between T, and Ty, we obtain a phase diagram
resembling measured one [14].

ing a v/3 x /3 Kekulé-like charge-density-wave pattern
and a similar 120° spin-density-wave pattern as shown
in Fig[2] These orders are similar to the orders recently
seen in twisted bilayer graphene[21]. Because of the ~ kg
corrections to the CDW /SDW wavevector lengths, these
patterns are modulated with a much longer spatial peri-
odicity set by the Fermi wavelength.

Our analysis will proceed as follows. First, after intro-
ducing a model of Bernal bilayer graphene with Coulomb
interactions, we consider the weak-coupling picture of
the CDW/SDW order and discuss its limitations. Next,
we develop a strong-coupling framework and show that
the CDW/SDW susceptibility is significantly enhanced
at the isospin phase transition. Finally, we argue that
the CDW/SDW predicted in this framework can explain
the dependence of differential resistivity dV/dI vs. I re-
ported in Ref.[13]. We discuss two possible explanations.
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FIG. 2. The predicted CDW and SDW patterns in real

space. Black dots represent carbon atoms of the top layer
of Bernal bilayer graphene to which carriers are shifted upon
application of a transverse field. Carriers predominantly pop-
ulate one sublattice of the top layer, referred to as A, in which
sites are not aligned with the sites at the bottom layer. Cir-
cles in a) and arrows in b) illustrate CDW and SDW order,
respectively. Circles of different radii denote different local
charge density. Different arrow orientations denote different
local spin polarization. Sites of the other sublattice (B) sup-
port states with strong interlayer hybridization, which form
a higher-energy band that does not play a role in electronic
ordering Both CDW and SDW orders feature spatial modu-
lation with periodicity set by the Fermi wavelength. Notably,
they exhibit Kekulé-like atomic-scale patterns that triple the
unit cell. Accordingly, in the SDW order, the spin density
wave takes the form of a 120° order in which spins on three
different sublattices are oriented at 120° with respect to each
other.

One is the conventional scenario of CDW/SDW sliding.
Another explanation relies on Landau-Zener tunneling
processes occurring in the CDW/SDW phase. Such pro-
cesses may significantly impact the V-I dependence pro-
vided the CDW/SDW gap is small. We find that both
scenario can reproduce the correct orders of magnitude
of the measured quantities.

I. MODEL

Bernal bilayer graphene bands are conventionally de-
scribed by quadratic Dirac bands with trigonal warp-
ing. However, at low carrier densities typical for isospin
and CDW orders the system can be described by a
one-band Hamiltonian with a short-range interaction:
H=Hy+ Hint7

Hy = Z EE(p)1/)g7s7pw§,s,p (3)
£,s

U

Hint =5 Z ¢gys,p+qwg/7slvp/_qwﬁ’,s’,p’wg,s,p (4)

£¢'ss'pp'q

where &, ¢’ label valleys K and K’, s,s’ =1,/ label spin.
Fermionic variables ¢ s represent the spin-s electrons
in the conduction band in valleys £ = K, K’. In what
follows we will refer to the indices £ and s as isospin
indices. The quantity ec(p) describes the dispersion in
valleys £ = K, K’, where momentum p is measured from



K and K’ points, respectively. Since here we are con-
cerned with CDW order, we focus on the specific points
on the Fermi surface where CDW nesting occurs. The
dispersion at these points will be discussed shortly [see
Eq.(6)].

The interaction term, Eq., describes electron-
electron repulsion potential projected onto the BBG con-
duction bands. Here, we ignore the intervalley scattering
(K - K', K’ — K) on the grounds that such scat-
tering transfers large momenta, which makes it a weak
process compared to the intravalley scattering. Indeed,
the Coulomb interaction in 2D scales inversely with the
transferred momentum and is therefore small when the
momentum transfer is large. We also ignore the inter-
action U momentum dependence arising from projection
onto the conduction band. This is a reasonable approx-
imation because the electron Bloch function momentum
dependence is weak in the realistic regime e < D.

The one-band model, Eq., is well justified in the low-
carrier-density regime of interest. In this regime, Fermi
energy e€r is much smaller than the BBG bandgap by 10
to 100 times [I3HI6]. At low carrier density, the disper-
sion in the conduction band can be approximated as a
sum of an isotropic and a trigonal warping term[22? |:

o 2
ex. k' (p) = m:& Ap® cos 36, (5)

where p is the momentum measured from K or K’ val-
ley center, 6, is the azimuthal angle of p, and + corre-
sponds to K and K’, respectively. The first term gives
an isotropic Fermi sea, the trigonal warping term lowers
the symmetry down to a three-fold rotation symmetry
Cs. This distortion generates several minima of the cur-
vature on the Fermi surface [see Fig[l] ¢)] — acting as
hotspots for nesting that drives CDW order. We call
these points “hotspots”. As we will see, the hotspots are
the regions where the CDW /SDW gap tends to open. In
general, the shape of the Fermi surface can be either con-
vex or partly concave [see Fig b) and c)]. For the convex
case [see Fig b)], the Fermi surface hosts three hotspots
@1, @2, Q3 associated with each other through rotation
symmetry. For the partly concave case [see Fig c)], the
Fermi surface hosts six hotspots centered at points where
curvature vanishes. For simplicity, we will focus on the
convex case Fig b). A generalization of our analysis
to the partly concave case is straightforward and will be
discussed below.

In the analysis of CDW/SDW, we will need the dis-
persion expanded around the hotspots. To that end, we
define p, as the radius of curvature at one of the Q); points
(i = 1,2,3), from now on for conciseness called Q). Ex-
panding the electron energy (measured from the Fermi
level) around @ gives

ex(Q— K+ k) =vpk P (6)
K = VRt g * = o

valid provided k < |@Q — K|. The dispersion in valley K’

= Ué‘ikgﬂ

FIG. 3. a) The self-consistency relation in weak-coupling the-
ory. b) The interaction is written in matrix form.

is of a similar form, related to that in Eq.(@ by time-
reversal symmetry. The quantity vg is Fermi velocity,
k) is the momentum parallel to the Fermi velocity and
normal to the Fermi surface, k, is the momentum per-
pendicular to the Fermi velocity. For simplicity, we will
take vpto be constant everywhere on the Fermi surface.

II. CDW INSTABILITY AT WEAK COUPLING

To motivate the strong-coupling framework developed
in the next section, we start with a conventional weak-
coupling analysis of the CDW /SDW instability. For sim-
plicity, here we only focus on CDW. The analysis and
results for SDW are similar and will be discussed later.

A CDW state with wavevector 2Q) and amplitude A is
described by the mean-field Hamiltonian

b (k@ K+ k) A
k N e (—Q — K+ k)
k}2
= 2TrJL‘*T0—AT1+1}F/€”T3, (7)

where 71 2 3 are 2 x 2 Pauli matrices, 79 = lax2, the CDW
order parameter A opens a gap in small segments on the
Fermi surface near each of the hotspots (see Figll] c)).
The length of each segment is

/{ZA :2\/2m*A. (8)

The Hamiltonian, Eq. (7)), possesses a U(1) symmetry
A — Ae’®| resulting in a Goldstone mode corresponding
to the sliding motion. As discussed below, this mode is
crucial for understanding transport in the CDW phase.
The onset of CDW instability is predicted by the stan-
dard saddle-point self-consistency relation similar to the
BCS self-consistency equation for superconductivity:

A== UA%tr MGlie, b)mGlie k)] (9)
e,k

where G(ie, k) is a matrix electron Green’s function de-
fined as

G(ie, k) =1/ (ie — Hy,) . (10)



This equation, in a linearized form, is illustrated dia-
grammatically in Flg Linearizing Eq. @ and using
Eq. @ and Eq. (7] . we obtain the following linearized self-
consistency relation

UA
A=Y ot (11)
e,k

where 2z = 7€ — kf_ /2m., summation over k is carried out
over the vicinity of the hotspots ); vectors.

To make a comparison with the isospin polarization
instability more direct, we rewrite this equation in terms
of the CDW polarization function IIyq. this quantity is
nothing but the charge polarization function evaluated
at momentum 2@). Taking the latter in the free-electron
approximation gives

1
1+Ulg =0, Thg=5) tr (Tlag?,gﬁagog) . (12)

s

Here G k is a shorthand form of the free-electron Green’s
functlon Eq. (10 ., with A taken to be zero.

This equation is of the same form as the Stoner crite-
rion for valley polarization

I, = = Ztr(m kTg (0)) (13)

1+ UL, =0,

Since at weak coupling the interaction strength U enter-
ing both instabilities is similar in magnitude, the compe-
tition between CDW instability and the valley polariza-
tion instability is decided by the relative strength of the
polarization functions Il and II,. We compare these
quantities below.

The local flatness of the Fermi surface near the
hotspots facilitates nesting and enhances CDW instabil-
ity. However, while the CDW polarization function Ilxq
is enhanced, the valley polarization function II,, which
is proportional to the total density of states, is mostly
insensitive to the curvature of the Fermi surface at the
hotspots. As a result, at T = 0, one expects CDW in-
stability to be stronger and occur before the valley po-
larization instability.

Yet, the measurement in BBG [I4] does not find
isospin-polarized phase being outmatched by CDW phase
in most part of the phase diagram. This can be attributed
to the critical temperature 7. of the CDW phase being
lower than the base temperature of the measurements.
Indeed, it is reasonable to expect that T, values for a
weak-coupling CDW are low, since the Fermi surface in
BBG does not exhibit a perfect nesting — the CDW only
opens a gap in a small segment on the Fermi surface near
the hotspots. As a result, only a small fraction of carriers
undergoes condensation, giving a relatively small conden-
sation energy and, therefore, a lower critical temperature
T. as compared to the valley-polarized state in which a
large fraction of electrons gains condensation energy.

However, careful examination of the observed phase
diagram indicates that the situation is not all that sim-
ple. In particular, one question that the weak-coupling
scenario does not address is why a CDW phase is seen at
the onset of isospin order in the experiment[I4]. In other
words, why the T, of the CDW state is enhanced at the
isospin ordering phase transition. To illustrate the dis-
agreement between the weak-coupling scenario and mea-
surement, in Fig. [I| d), we show a schematic phase di-
agram, where the cyan dashed line represents the pre-
dicted CDW phase boundary in the weak-coupling the-
ory. Here, Tj represents the expected T, in weak-coupling
theory which we assume to lie below the base temper-
ature of the measurement. In comparison, the yellow
curve illustrates the behavior of T, suggested by the
measurement|[I4], which lies below the base temperature
everywhere except at the onset of isospin order where it
is enhanced to a value T} in the observable range.

This disagreement between the weak-coupling theory
and observation calls for a strong-coupling analysis. As
we will see in the next section, a strong-coupling analy-
sis predicts an abrupt enhancement of coupling near the
onset of isospin order, which pushes the critical temper-
ature of the CDW state there from the low value Tj to a
higher value T,. This will resolve the issue pointed out
above and explain the measured phase diagram.

III. STRONG-COUPLING FRAMEWORK

Here we introduce a strong-coupling framework which
accounts for quantum fluctuations near the isospin phase
transition. We assume this transition to be second order
(i.e. continuous) or weakly first order, giving rise to soft
modes that can assist the CDW/SDW instability. To un-
derstand the emergence of the CDW/SDW order at the
onset of isospin polarization order, one must determine
the order type which can be either a valley polarization
(VP) or intervalley coherence (IVC) order, and in each
case identify the soft modes originating from the order
parameter fluctuations. As discussed below, in both cases
soft modes arise in a natural way and have distinct im-
pact on the CDW/SDW instability. Yet, we do not need
to immediately commit to one of the two possibilities,
since no matter which order wins, both VP and IVC order
parameter fluctuations are likely to be soft near the phase
transition. Furthermore, measurements[I4] indicate that
the phase transition occurs near the van Hove singularity,
implying that the system is close to both VP and IVC
instabilities. We will first focus on the soft modes asso-
ciated with a nearby VP instability and then, in Sec[VI]
discuss the effects due to a nearby IVC instability. As
we will see, proximity to the VP instability enhances the
CDW/SDW instability whereas the IVC instability sup-
presses the instability.

Near valley polarization transition, valley-polarizing
modes are softened, giving rise to a significant renormal-
ization of the interaction|23]. To see this, consider the



renormalization of the bare intervalley Coulomb interac-
tion. There are two types of renormalization — screening
and vertex correction. Accounting for both of them, we
find in Ref23] and re-derive in Supplement|24] that the
effective interaction V between two electrons in two val-
leys (one is in valley K, the other is in K’) takes the
following form at the critical point:

U/N

kv 2,2
2vpq + loq

V(iv,q) = (14)

Here, ¢ is the momentum transfer, and the quantity

<D,
BTP. o Kk, + 1, where p!, represents

is defined as kK =
the radius of curvature at ', which is opposite to Q
on the Fermi surface in valley K. The quantity pg is the
average radius of curvature on the whole Fermi sea, k, is
defined as k.« = p./pg. We have assumed p/, ~ py. The
quantity ly depends on the shape of the Fermi surface.
For simplicity, we assume [y ~ kr throughout this paper.
The integer N represents the number of isospin species.
Here and below, we focus on the unpolarized phase, so
N = 4 (spin 1/], and valley K/K'). This problem is
closely related to a problem tackled by Altshuler, Ioffe,
and Millis[25] who showed that in a Fermi sea coupled to
gauge field fluctuations, the 2k vertex is logarithmically
enhanced. In Ref.[25], the transverse gauge propagator
takes the same form as Eq. [[4 Therefore, many of the
results of Ref.[25] are directly applicable here, except that
in our case the absence of a singular self-energy modifies
the answer, as will be seen below.

Due to the frequency dependence of V(iv,q), the
CDW/SDW vertex function I'(e) acquires a singular fre-
quency dependence. To see this, we consider the first-
order vertex correction shown in Fig[4] a). In this dia-
gram, the frequencies carried by external legs are ~ e,
whereas the internal frequencies are considerably higher.
This first-order vertex correction, evaluated in the Sup-
plement [24], is given by

Um., €
6T() = = In () To. (15)
where the high-energy cutoff e is the Fermi energy, I'y is
the bare CDW /SDW vertex at the high energy scale ep.
The log divergence suggests treating higher-order correc-
tions to the vertex function by a renormalization group
(RG) approach. Namely, the RG flow of the renormalized
vertex I'" in the regime of € < ep is of the form

dTE(e)
dlne

_ Um.

= B = )
" (6)’ n TNk

(16)
This gives rise to an infrared power-law divergence:

TR(e) = A()Ty, Ale) = (LF)" (17)

€

This divergence and its implications for CDW order was
first discussed in Ref.[25].

The power-law divergence of the vertex function gives
rise to a singular CDW/SDW susceptibility. The renor-
malized CDW susceptibility H?Q is obtained by absorb-
ing the vertex correction into the bare CDW susceptibil-
ity (see Fig[4 b)). As the energy on ladder in Fig[] b)
flows from high-energy to low-energy and then back to
high-energy, H§Q is enhanced by a factor of A%(e),

gy =2 =

2
. k2
€,k (’LG — 7J‘)
2m

which is formally similar to the renormalized CDW sus-
ceptibility considered in the problem of fermions coupled
to a gauge field [see Ref.[25], where the renormalized sus-
ceptibility is denoted II(w, ¢)]. A difference between our
results and those in Ref.[25] is that the self-energy that
plays a major role in Ref.[25] does not exist in our prob-
lem. This is because the singular interaction here is an
intervalley coupling which does not contribute to self-
energy. We will discuss this in detail shortly.

We stress that the changes in the interaction due to
screening effects and vertex corrections are negligible at
a frequency scale of er. Therefore, the interaction ver-
tex at e is not the collective-mode-mediated interaction
Eq.7 but a bare interaction denoted as W, and W for
CDW and SDW channels respectively. These couplings
are represented by dashed line in Fig)7 whose strength
we will discuss in Sec[I[V] Accounting for the ladder di-
agram in Fig), we obtain a linearized self-consistency
equation in a strong-coupling framework:

; (18)
— v%kﬁ

1+ W, I, =0 (19)

This is essentially the same as in Eq.(11)) up to extra
vertex correction factors in H§Q. By power counting, we

find the left-hand side is proportional to T*/2-27. There-
fore, we conclude that either CDW or SDW instability
occurs at a significantly enhanced 7, when dimension-
less coupling > 1/4. The resulting CDW/SDW phase
boundary is sketched in Fig[l]d) [yellow curve].

The condition n > 1/4 is achievable at the isospin
phase transition in BBG. To see this, we plug the Stoner

threshold 2?; ¢ = 1 into the expression of 7, and find

n= 2= Using N =4, k ~ k. +1 (see text after Eq.(T4))
and k, > 1, we obtain 1 ~ % We note parenthetically
that the trigonal warping term in the electron Hamilto-
nian, which breaks the rotation symmetry into a three-
fold rotational symmetry, is crucial for CDW. If there
was no trigonal warping, then we would find p’, = p., so
Kk = 2K, and n = i, which gives a marginal (logarithmic)
divergence.

We emphasize that the self-energy correction is ignored
in our analysis. This is justified because the self-energy is
governed by the intravalley interaction, which does not
take the same singular form as the intervalley interac-
tion Eq.. Although the same process that generates
intervalley interaction still contributes to the intraval-
ley interaction, it is no longer the only leading process.
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FIG. 4. A diagrammatic derivation of the self-consistency
equation in strong-coupling theory. a) The renormalization by
soft-mode mediated interaction V' gives a power-law correc-
tion to the CDW vertex I'(e) for A < € < ef see Eq.(I7). b)
the vertex correction can be absorbed into polarization ladder
1155, See Eq.(I8). c) The T. of CDW/SDW can be obtained
using the renormalized CDW /SDW polarization function TT*.

See Eq..

There are those exchange processes that are allowed by
the intravalley scattering, which cancel the divergent con-
tribution. This behavior is different from that discussed
in Refl25] where the self-energy correction due to gauge
fluctuations is singular and leads to a reduction of the
power-law singularity of the response function. The value
of their exponent is 2/3 — 27 as opposed to our 1/2 — 27y
which requires a larger 7 value greater than 1/3 for a
divergent 2kp response.

IV. COMPETITION BETWEEN CDW AND
SDW ORDERS

The CDW and SDW instabilities are nondegenerate
due to the difference in the bare interaction in these two
channels W, and Wj. Indeed, both intervalley Coulomb-
induced intervalley scattering Uipnte; and phonon-induced
intervalley scattering and Uy differentiate W, and Wj.
These two interactions can be written as follows:

1
2
where the valley-exchanging electron-electron interaction

Uinter and the phonon mediated interaction[26] Uy, are
given by

H' = = (Usnter + Upn) Uil b toier (20)

2

(&
Usnter = i 100 meV nm?, ¢ = 5, (21)
Uph ~ —100 meV nm? (22)

Here, Uy, has a negative sign because phonon mediates
an attraction. The interaction vertex for CDW instabil-
ity is now corrected by these two interactions as follows:

We =U — Uinter — Upn.- (23)

Here, the extra minus signs are due to enclosing an extra
fermionic loop. In comparison, the interaction vertex for
SDW is not changed since these two interactions preserve
spins

W, =U. (24)

As a result, the competition between CDW and SDW
depends on the competition between Coulomb-induced
and phonon-induced intervalley scattering. If the former
is stronger, then SDW wins, otherwise, the CDW wins.

V. OBSERVABLES

Experiment[I4] reports on a non-ohmic behavior of
conductivity observed near the onset of the isospin-
ordered phase, which is reproduced in Figl5| panels a and
b. As discussed below, there are several ways this behav-
ior can emerge in the CDW phase proposed above.

Before we begin, it is important to clarify that, un-
like CDW in 1D, the CDW phase here is in a metallic
state because CDW only gaps out a small segment on
the Fermi surface, with the remaining part of the Fermi
surface being ungapped. Therefore, conductivity always
has an ohmic component, which is not of interest to us.
In the analysis below, we will study the contribution from
the collective phase mode due to the gapped segment on
the Fermi surface, which gives a nonlinear dV/dI (see
Fig.

On general grounds, CDW phase is expected to fea-
ture sliding dynamics. As is well known, this dynamics
will give rise to a delta-function contribution to conduc-
tivity o(w) = Ad(w)[20]. In one dimension, the current
response mediated by CDW sliding is described by the
Drude weight A = ne?/m which is independent of A.
For our problem, estimates yield A that depends on A
and becomes small when A decreases. This unconven-
tional behavior arises due to the smallness of the region
in k-space where nesting occurs. Namely, we obtain

A= Ce*\/m.A (25)

where the prefactor C' is an order-one dimensionless nu-
merical factor. The VA dependence arises from an es-
timate of the size of the region at the Fermi surface in
which nesting occurs. This spectral weight A given in
Eq. is in general much smaller than the standard
result[20] for CDW in one dimension. Details for the
derivation of Eq. are given in Appendi

The CDW sliding conductivity can readily explain the
measured nonlinear dV/dI. Namely, at a low in-plane
DC electric field, the CDW is pinned by defects, so



the sliding contribution vanishes. At a threshold cur-
rent I.1, the sliding motion is activated, and the dV/dI
drops abruptly. When the current is too high, the CDW
gap can be suppressed. This can be seen by consider-
ing a momentum-2K interband particle-hole pair exci-
tation energy. Such a pair has energy 2A in the ab-
sence of current. When a current is applied, the stan-
dard Doppler shift argument shows that the energy re-
duces to A = A — Kvg, where vy is the drift velocity.
Therefore, when the applied current reaches a threshold
of I.o = % (where W represents the width of the
sample), the CDW breaks down, and the conductivity
dV/dI restores the ohmic value of the high-temperature
state. In summary, this mechanism of sliding CDW pre-
dicts a dV/dI that rises abruptly at I.; and goes to back-
ground value at I.o. This behavior qualitatively agrees
with measured dV/dI.

For a more quantitative comparison, we extract realis-
tic parameters from experiments. From the measured T,
we estimate the CDW gap as A = 0.0lmeV. Use realis-
tic parameters W = 1lum, n = 0.5 x 10'2cm ™2, we find
I ~ 10nA, which agrees with the measurement. Mean-
while, we can also calculate the sliding current, which
should be compared with the measured value of I.o — I;.
We find the ratio between sliding current and normal cur-
rent is given by \/g ~ 0.1, predicting a sliding current
of ~ InA when normal current is 10nA. The sliding cur-
rent extracted from the experiment is I.o — I.; ~ 5nA
at the same total current, which is a bit larger but still
comparable to the expected value.

However, withing the framework of CDW order, there
a mechanism that can explain the nonlinear (V') without
invoking CDW sliding dynamics. This alternative mecha-
nism relies the Landau-Zener (LZ) tunneling of electrons
through the CDW gap. Namely, since the CDW gap is
quite small, the electrons can tunnel across the CDW
gap when the applied electric field becomes sufficiently
strong. The LZ tunneling probability for an electron
is[27] 28]

21 A2 ) )

Frz = exp <_ eEvph

Therefore, we expect activation of the carriers on the
gapped segment of the band for fields above the critical
value

A2 A2kp
evph eep

= (27)
The activated carrier density increases abruptly when F
approaches FE., leading to an increase in the conductiv-
ity I/V. Conductivity quickly saturates when Prz — 1.
This behavior predicts an abrupt step in I —V, or equiv-
alently, a narrow dip in the differential resistivity dV/dI,
resembling the observed dependence (see Fig[5).

To assess applicability of this scenario, we estimate
the critical field E. and compare to the measured
value. Starting with Eq., we use the measured T,

a) AV/d! (@) QS0 D)

1 (nA)

CDW/SDW sliding?
LZ tunneling?
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FIG. 5. Nonlinear -V dependence extracted from
experiment[I4]: a) dV/dI measured at varying carrier den-
sity; b) individual line cuts at the three densities indicated by
arrows in panel a). ¢) Schematic dependence I vs. V inferred
from b), illustrating an abrupt drop in dV/dI in a finite in-
terval of currents.This behavior agrees with the predictions
from two possible scenarios within the CDW framework (see
text). In the sliding current scenario, I.; arises from the ac-
tivation of sliding due to depinning, I.o arises from the CDW
breakdown. In the Landau-Zener scenario, the differential re-
sistivity is expected to drop and recover in a narrow regime
of current [see Eq.]A The only quantity that needs to be
compared with the experiment is the electric field E. at which
the abrupt change of resistivity occurs.

value as a crude estimate for the CDW gap: A ~
0.0lmeV. The band dispersion and Fermi surface cal-
culated numerically[14] give values ep ~ 1meV and
kg ~ 10%m~!. Plugging these into Eq. gives E. =
10mV/mm, whereas the measured value of E, extracted
from the dV/dI measurement[I4] is 3mV/mm. The cal-
culated and measured E. are of the same order of mag-
nitude. Their difference can be attributed to the uncer-
tainty in our estimate of A.

Furthermore, beyond the nonlinear effects in trans-
port, the CDW/SDW order can be probed by measuring
narrow-band noise under an applied current[29H32]. The
narrow-band noise frequency v is given by

v =4/, (28)

where vy is the drift velocity and A is the CDW wave-
length. Within the CDW sliding scenario, the current
above which the resistivity starts to drop can be in-
terpreted as sliding current. The value of this current
I =~ 5nA allows us to extract the value of vy through
the relation vqg = I/neW, where W is the width of the
current-carrying region and n is the carrier density. In
Ref.[l4] W = 1um, n = 0.5 x 10'2cm~2. These values
yield vg = 6m/s.

However, identifying the right value of the modulation
wavelength A is somewhat subtle. The physical meaning



of A is the spatial periodicity seen by carriers. There-
fore, nominally, its value is nothing but the CDW/SDW
wavelength A\ = 7/K ~ 5A, which is on the order of car-
bon atom spacing. Plugging this into Eq. yields a
high narrow-band noise frequency of v ~ 15GHz. Yet,
in addition to this frequency, the CDW sliding can also
generate a lower frequency. This is because in the pres-
ence of a IVC order (long-range or short-range) the car-
riers can also sense the long-wavelength modulation of
periodicity which is comparable to the Fermi wavelength
A~ Ap ~ 30nm (see Fig. This would give a lower fre-
quency on the order of v ~ 250 MHz which is comfortably
low for detection.

We note parenthetically that a short-range IVC order
is sufficient for generating this narrow-band noise fre-
quency so long as the correlation length of the IVC or-
der exceeds the periodicity of 30nm. Such a correlation
length is achievable since the system is near a van Hove
singularity (vHS). The large density of states at vHS
leads to a proximity to the IVC instability as discussed
in Sec[[T]] resulting in a large IVC correlation length.

VI. CDW INSTABILITY SUPPRESSION IN
PROXIMITY TO IVC ORDER

The analysis in Secs[[T]] and [[V] is based on the as-
sumption that the region of CDW/SDW onset is close
to a VP instability. However, as discussed in Sec[III]
a competing intervalley coherence (IVC) instability near
the region of interest may exist. Does a similar strong-
coupling CDW/SDW scenario work near an IVC insta-
bility? It can be seen that the answer to this question
is negative. As a matter of fact, the CDW/SDW in-
stability is suppressed near IVC instability because the
soft-mode interaction arising from this instability[33] [34]
has an opposite sign compared to that of the VP insta-
bility. Indeed, each IVC soft-mode interaction line when
plugged into the CDW vertex correction introduces an
extra fermionic loop compared to the VP soft-mode in-
teraction (Eq, giving an extra minus sign. As a result,
the IVC soft mode tends to suppress the CDW/SDW in-
stability.

It is instructive to compare this conclusion to the sce-
nario of a proximal superconducting (SC) phase devel-
oped in Ref.[34]. As a reminder, this SC phase is ob-
served at almost the same carrier density and transverse
field as the resistive phase, except that the SC phase oc-
curs above a finite in-plane magnetic field B)| whereas
the resistive phase in question occurs at B = 0[14]. In
Ref.[34] it was shown that the measured phase diagram
points to a scenario where this superconductivity is me-
diated by soft modes near an IVC instability. However,
here we interpret the resistive phase as a CDW/SDW
phase that arises near the onset of VP. At a first glance
it might seem that these two approaches contradict each
other, as they resort to different types of isospin instabil-
ities. However, the two scenarios are not mutually exclu-

sive once we recognize that the phase transition through
which SC and CDW/SDW order occurs is close to the
van Hove singularity[I4]. In this situation, the divergent
density of states predicts that both IVC and VP instabil-
ities are strong, however which of them actually wins is
unimportant.

Furthermore, the competition between SC and
CDW/SDW and its dependence on an in-plane magnetic
field B can also be understood within a scenario of coex-
isting and competing IVC and VP instabilities. Namely,
it is shown in Ref.[35] that B) tends to suppress the low-
frequency singularity of VP-mode interaction, which is
the interaction used by CDW/SDW. This suppression
arises due to the screening effect between two spin species
that are nondegenerate under Bj. In comparison, we
do not expect the low-frequency singularity of the IVC-
soft-mode interaction to be suppressed since this interac-
tion is not related to screening. This distinction between
the two soft-mode interactions predicts a suppression of
CDW/SDW upon applying B). This prediction agrees
with the behavior reported in Ref.[14].

VII. CONDUCTIVITY DUE TO SLIDING
MODE

In order to compare with the measurement, we calcu-
late the sliding mode contribution to conductivity do. Al-
though the exact value of it depends on relaxation time,
the ratio between do and the normal ohmic conductiv-
ity og is nothing else but the ratio between the Drude
weights of these two contributions, which is independent
of the relaxation time. In this section, we will obtain this
ratio, which is used in main text when comparing with
measurement.

As a reminder, the conductivity of CDW/SDW con-
sists of two parts: the single-particle contribution and the
collective mode contribution. For CDW/SDW in 2D, the
CDW/SDW gap only gaps out a segment on the Fermi
surface, therefore the single particle contribution consists
of two parts: one arises from the gapped segment, which
gives two wings outside the CDW/SDW gap A, the other
comes from the gapless segments, which gives a Drude
peak. Similar to the one dimensional case, the collective
mode contribution to 2D CDW/SDW also gives a cor-
rection to the Drude weight. As we will see below, the
quantity that can be directly compared with the mea-
surement is the collective mode contribution to Drude
weight. Therefore, we will focus on this contribution be-
low.

To calculate conductivity, we consider the AC suscep-
tibility

0j

x(iw) =
where A is the electromagnetic vector potential. The
quantity x(iw) is related, up to an iw factor, to AC con-
ductivity o(iw). Naturally, here and below we focus on
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FIG. 6. a) The collective mode’s contribution to current-
current susceptibility b) the collective mode propagator. See

Eq.(33)

the longitudinal susceptibility in which the vectors 7 and
A are parallel. The collective mode contribution to x is
diagrammatically expressed in Fig. |§| a), where each line
represents the electron Green’s function

z— AT + ’Upk'HT3
22 _ 2 ’

, kL [02 1.2 2
F=ie— o E =, vpkj + A% (31)

Then the collective mode contribution to x defined in
Eq. can be written as:

Sx(iw) = —vk Z Ztr (GJ’;;GJFTJ- (%)n)

5,4'=0,1,2,3 €

x (—ij/(iw))z:tr (GimG oy (%F)") (32)

Glie, k) = (30)

Here and below the electron Green’s function G4 =
G(iex) = G(ie £ i%). The first minus sign arises from
the fermionic loop, the trace notation is defined so that
it includes integrals over momentum tr(...) = >, tr(...),
and the collective-mode propagators x;;/’s are diagram-
matically defined as in Fig@ b), and can be written as

mﬂw:4W/MWWMWM@» (33)

p; =¥, §=0,1,2,3. (34)

we find only x92 gives a contribution since xs1,x30 = 0.
In the

Sx(iw) = —vExa2(iw)x22 (iw)xs2 (—iw),  (35)

Xaa(iw) = Z:tr <G73G+Tg (f)%) (36)

This expression of dx(iw) is overall similar to the usual
response function in CDWI[20], except that both cur-
rent vertices in it are renormalized by the interaction at
critical point. Therefore, this expression contains extra
the power-law renormalization factors. Here, the quan-
tity x22(iw) is nothing but the sliding mode propagator,
which is diagrammatically described in Figlf| and is ex-
pressed as follows:

X22 (ZUJ) = HVVVVI_W7 (37)

where W is the bare interaction defined in Eq. and
Eq. for CDW and SDW respectively. The quantity
15 (iw) is the intervalley phase susceptibility renormal-
ized by the critical fluctuations, which is defined as fol-
lows:

2 (iw) = %Ztr I:GTQG+7-2 (f)Qn] (38)
ke

As a reminder G+ is defined as G4+ = G(ie £i%).

On general grounds, we expect that the sliding-mode
propagator x22(iw) has a pole at w = 0 as the CDW slid-
ing mode is a Goldstone mode. In the ladder response
framework used to analyze 22 (iw) the condition for hav-
ing a pole at w = 0 is that II satisfies

1+ Wik0) = o. (39)

To confirm that this relation holds, we calculate I15(0)
explicitly:

2 (0) = %Ztr(GTQGTQ (%)27’)

72 (16—23*>2—U%kﬁ—A2 6F)277
N ek | (e — FL 2 V22 — A2 ’
( 2m*) F|
_ ()™
> (40)

Importantly, the quantity A is itself determined by the
CDW/SDW self-consistency equation, which takes the
form:

€ 2n
S - kW (27) =1 (41)
e,k

: i 2 1.2 2
('LG— R) —UF]CH — A

Comparing Eq. and Eq. we confirm the Gold-
stone mode condition given in Eq..

To summarize this part of the analysis, Eq. isnot a
coincidence because it follows from a physical argument:
The sliding mode, whose propagator is xa2(iw), is the
Goldstone mode arising from the system’s U(1) symme-
try A — Ae'® (see Hamiltonian Eq.). Therefore, its
frequency vanishes, indicating that the pole of x22(iw)
at w = 0. In other words, the denominator of xa9(iw),
which equals to 1 + W1ls2(0), must vanish at w = 0.

Given these observations, the expression for a2 (iw) in
Eq.(37) can be put in the form that makes the Goldstone
mode pole more apparent. Using the relation Eq., we
can write x22(iw) as

1

T (i) — TI(0) (42)

X2z (iw) =

This expression does not include the interaction strength
W, which enables us to evaluate y22(iw) directly from



1% (iw). Both the w = 0 pole and the residue at this pole
can be obtained by analyzing the behavior of IT1¥(iw) at
small w.

We calculate the quantities x32(iw) and xa2(iw), which
is presented in detail in next section. Plugging the results
into Eq.7 we find that the collective mode contribu-
tion to dynamical current-current susceptibility is

5x(iw) = —Copy/myA? (43)

where C' ~ O(1) is an order-one factor. This indicates an
extra Drude weight, which gives an extra contribution to
zero-frequency conductivity:

2 ﬁA%
do(w) = —% (44)

In next section, we will detail the derivation of Eq..

VIII. THE COLLECTIVE MODE
CONTRIBUTION TO THE AC SUSCEPTIBILITY

In last section, we have outlined the steps to obtain
the collectlve mode s contribution to AC susceptibility
dx(iw) Eq.(44). In this section, we detail the derivation
of this result exphcltly From Eq. (35| . we see that to
calculate dy (iw) we need to evaluate x32(iw) and xa2(iw).
Below, we evaluate these two quantities.

First, the quantity xs2(iw), which is represented by a
bubble at each end of the diagram in Figf] a), is given
by

X32(iw)=/2 Z —tr(G
Fde 12_(=A) —izy  (=A) sep\7
N / % Xk: (2 (f )) (za+( E2; ()
21
%

_)m3G (i€ )T2) (€:>n

[ wA ()
B /EF %

B2
_ E2) (Zg
In the first line, ex = e+ %,
2
5—. As areminder here F is the quasiparticle
v%kﬁ + A2,

we keep only the terms leading-order in w, which gives:

)77

(vrky +2)°
(45)

_ E2)

in the second line we defined

Z+ = Z.Eif

energy defined through F = To proceed,

5

)

N[

T dedk, dk
X32(iw)=—wA/ L (

(27T)3 (UF/C” - Z)

—€F

where we suppressed the higher order terms O(w?). As

a reminder z is defined in the same way as in Eq.(30),
2

namely, z = ie — 2L
Y, 2m. "
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Next, we carry out integral over k|| and &, step by step
as follows:

. wA [T de dk | (—2)l (6F>77
=—— —— — 46
X32(iw) v )., 27 27 (22)3 (46)
_iwA/eF de/ dey \2m, €3 —3€e%e, (ei)”
T 4op o V€ _( )3 €
Here, we defined ¢, = 2%* To carry out integration,

we nondimensionalize €, = xe and integrate over x as
follows:

zwA\/i /EF de /

de 3 — 322 |e|3|e| <e£)ﬁ

27 gg2+1 le]6 \ e
3 zwA\/i _5 [(€F
=< (). (47)
16v2  dup —ep 2T €

To arrive at the expression in the last line [Eq.([d7)] we
have used the identity

/°°dm33xé 3. 15
0 27 (224+1)°  64v2 642

Note that the factor of (%F)n needs to be cut off at an
energy scale of € ~ A. Therefore, we carry out the in-
tegral over € exactly while approximately cutting off the
integral in Eq. at a lower-bound of € ~ A:

3
o @

‘ 3A/m Tos
XS?(ZC‘)) =iw——— 647T’UF A ( |€| > |€| >de
. 3A/m, 1 €EF\" . _3
= jw—— — ) A7z, 4
320 n+3/2<A> 49

Next, we evaluate the quantity x22(iw), which is the
sliding mode propagator diagrammatically represented
by the double hne in the middle of Flg@ As argued
above [see Eq.(42) and accompanying dlscuss10n] this
quantity is the inverse of the difference

M5 (iw) — & (w — 0). (50)

We therefore proceed to evaluate the quantity Ilss(iw),
which is given by

L[ | et ()"

—€F

_1/ d2k /Fde 1 1
2/ @n)? ) 2 e, — M _pie —J 4 E

. (51)

M4 (iw) =

€F>277
c .

+(E - -B)

Here €. is defined as e; = e £ 3. Next, we carry out the
integral over €. This cannot be done analytically, but we



observe that the contribution to the integral over € pre-
dominantly comes from energy e~ A. This is because of
the following two reasons, a) the power-law factor (e /€)"
becomes largest at small energy, b) however, this power-
law behavior is valid only for € 2 A and therefore should
be cutoff at an energy ofe ~ A.  Consequently, as an
approximation, we can replace (%F)n with (CKF)". With
this, we can proceed analytically as follows:

no o Lgep\m o[ dk 1 k2
I (iw) = 3 (Z) /(%)2 “iw+2E [f (27; +E)

—f( k] —E)] +(E— —FE)
- (GZF)QU/ (;l:; [—iwl—i-2E B —iwl—QE}

(GGl e

As E is independent of k1 (see Eq.(3)), it is convenient
to first integrate over k. This integration can be carried
out exactly because the last factor simply takes value
of —1 for |k? /2m| < E, and vanishes for |k%/2m| >
E. Consequently, the integral over &k, yields a factor of
2v/2m, E, which physically represents the length of the
segment on the Fermi surface that is gapped out by CDW

X

) €F\ 2N dk” —2F  2/2m.E
T (iw) = — (7) il 53
fe =—(3) e o
Next, to integrate over k), we define ¢j = vpk), and
rewrite the expression as an integral over ¢
%
2 2
21m. 2n OOd€H(6 +A)
i) = - (£) [ e
m2op \A oo T+ ef A2

Taking the difference 11 (iw) — I1£(0) and keeping only
the leading-order terms in w, we find

T (iw) — TIF(0) = w? V2, (2“)2" 7 _ o

o

4 72 A
T“VR o (6ﬁ+A2)
w? \2my [ep\ 2N 3
~(— — A7z 55
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where the dimensionless constant ¢ is defined as ( =
fooo dx(2? + 1)~°/*, which arises from the integral over
€. As ( is an order-1 prefactor, we will simply take it to
be 1 in the followings steps. Plugging this into Eq.
yields

[N

2
27T2UF (é) nA 1
X22 = - (56)
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Finally, using Eq.7 we find that the collective mode
contribution to dynamical susceptibility is given by

Sx(iw) = —vixs2(iw)Xaz(iw) xs2(—iw)
__27r2va% SAw/m*A_% 2
2My 32
B 97T2’UF,/m*A%

512+/2 (57)

As shown in Eq., this quantity represents the con-
tribution to the spectral weight of the AC conductivity
arising from CDW sliding mode. As discussed above,
this spectral weight is independent of total carrier den-
sity since the CDW gap is weak, A < ep. Instead, the
spectral weight is determined by the length of the seg-
ment on the Fermi surface that is gapped out by CDW
order, which makes it proportional to Az,

IX. SUMMARY

Motivated by recent experimental observations [I4]
36], we considered a density-wave phase (charge or spin)
near the isospin phase transition in BBG driven by the
critical valley fluctuations. Strong interactions between
critical fluctuations and band electrons define a unique
strong-coupling CDW phase in which the interactions are
characterized by momentum transfer much smaller than
kr. We use a renormalization group approach to show
that the CDW and SDW susceptibilities have a power-
law divergence, indicating that T is enhanced compared
to CDW/SDW emerging away from criticality. The pre-
dicted phase diagram is consistent with the transport
measurement|[I4], where a peculiar resistive state is ob-
served directly at an onset of isospin order.

We use this strong-coupling framework to analyze non-
lionear transport. In particular, we explain the anoma-
lous non-monotonic differential conductivity behavior re-
ported in Refll4] and argue that it can be understood
in the framework of the conventional CDW/SDW phase
mode sliding mechanism. We estimate the sliding con-
ductivity in the strong-coupling framework and arrive
at a result which is in reasonable agreement with mea-
surements. We also consider an alternative explana-
tion of the nonlinear transport based on the interband
Landau-Zener tunneling across the minigaps induced by
the CDW/SDW perturbation, finding that this scenario
can also reproduce the observed nonlinear behavior. To-
gether, these results provide a strong indication that the
resistive state seen in the experiment is indeed related to
CDW/SDW order mediated by quantum-critical interac-
tions.
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Appendix A: The intervalley interaction mediated by valley-polarization soft mode

In this section, we describe the origin of singular intervalley interaction used above in Eq. to analyze CDW and
SDW instabilities. This analysis follows closely the analysis carried out in Ref.[23].

The intervalley interaction is dominated by the intravalley scattering processes, where an electron in valley K is
scattered to valley K, and the other electron in valley K’ is scattered to valley K’. Here we can safely neglect the
valley-exchange interaction that transfers a large momentum K since the Coulomb interaction is proportional to the
inverse of momentum transfer. At the isospin-polarizing phase transition, such intervalley scattering is renormalized
by two effects: the vertex corrections and screening. The renormalized interaction is diagrammatically expressed in
Fig[7] Here, the wavy lines represent bare Coulomb interaction U.

a) Ks K's

K/

FIG. 7. [Figure adapted from Ref.[23]] Diagrams describing the effective interaction between electrons in valleys K and K’
mediated by quantum-critical modes, Eq., Here, the wavy lines represent bare Coulomb interaction U. These processes
give an enhancement to forward scattering divergent near the valley-polarization instability (see discussion in Ref.[23]). (b)The
diagrammatic representation of the irreducible part of the charge susceptibility (the shaded ellipse), summed over s =1, .

Below we calculate the renormalized intervalley interaction. First, the effect of each vertex correction can be
described using a factor +:

1
; _ Al
v(iv,a) = UTlo(iv. ) (A1)
Here, Il is the bare polarization function of one spin species, Iy (iv, q) = >, G(ie+iv, k+q)G(ie, k). In our setting,
spin up and spin down are degenerate. Standard calculation[37] gives

_vIm +p2)

A2
q Amv (A2)

Iy (iv, q) = — (Vo(l —12¢%)
where v is the density of state at the Fermi level, p; and ps are the radii of curvature on the Fermi surface where ¢
is perpendicular to the fermi velocity. The quantity [y is a length scale depending on band dispersion.

Importantly, the momentum ¢ relevant for analysis is restricted to a certain direction. Namely, the momentum g,
which is the momentum transfer of the interaction used to generate CDW, is parallel to the tangential of the Fermi
surface at Q(see main text), where the curvature of radius is maximized. Therefore, for such a ¢, one of p; and ps is
P, which is the radius of curvature at @ point, whereas the other is p/, which is the radius of curvature at the point
opposite to @ point on the Fermi surface. This definition of p, and p/ is the same as the definition in the main text.
Therefore, the polarization function at the relevant ¢ can be written as

. 272 V| ps + Pl
o (iv,q) = — (V0(1 —qly) — ¢ Amod (A3)
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Using the Stoner condition »yU = 1, and plugging in the density of state in our model vy = m/2x, we find

1

v(iv, Q) = ————— (Ad)
Katr! V] 272
K vra + q ZO
Further accounting for the screening effect, we arrive at the following form of effective coupling
. Un(iv, g)? . U/N
(Zl/) q) 1 — NU’)/(ZZ/, q)HO (il/, q) 7(“@ Q)/ H*;K/ M + qzl% ( )
VFq

where N = 4 represents the number of isospin species in the unpolarized phase. Eq.(A5) is the form we used in the
main text Eq.. Here we have used the stoner condition —UTI3(0,0) = 1 and that each polarization bubble is
renormalized by one vertex correction ~y(iv, ¢), which is divergent at small momentum and low frequency.

Appendix B: Renormalization of the CDW /SDW vertex correction

In this section, we derive the first-order correction for CDW/SDW vertex function, which is a result used in main
text Eq.. This derivation is similar to the analysis of the gauge-fluctuation problem carried out in Ref.[25]. We
start from the following vertex correction which is read off from the diagram in main text Fig a):

5T(e) = — Z V(v —ie, k)To(v) (BI)

2
. k2

_ M 2 1.2

vk (w 2m*) ka”

To proceed analytically, the following approximation can be employed. First, we focus on the frequency regime v > ¢
which , as we will see, is the origin of log-divergence. In this regime, V (iv —i€) can be substituted with V (iv). Second,
the contribution to the right-hand side decays much faster along k| direction than along &k direction. As a result,
processes with k; > k dominates the right-hand side. Therefore, we can replace |k| in the expression of V(iv, k)
with k. After that, Eq. becomes

4Uvp [ dv |k | 1
(SF(E = — /7 = Fo, B2
)=k L o o) opig PTTaT (©2)
M

The competition of two denominators in the integral define a new energy scale. Namely, the integrand is suppressed
by the first factor at a momentum scale of k; > k; = €'/3a~'/3 whereas the second factor starts to suppress the
integrand at ky = ko = (2me)1/ 2. The comparison of these two momentum scales k; and ks, sets a characteristic
frequency

€ = a 2(2m)73. (B3)

which is set by the details in band dispersion. From now on we focus on the case where €, > er because it simplifies
the discussion as we always have € < €, in this case. In this regime, k1 > ko, so the k3 term in the denominator can
be safely neglected, yielding

5T (e) = — 2Uvr /F DIV sy =3 LN (B4)

Nk 2r |y K2\ 2
; L 2 1.2
ki (w 3 ) ka:”

We consider exclusively the case where I'(¢) is even in € since the odd-frequency channel is weak due to an extra
zero at € = 0. Therefore, we define a quantity S’ to describe the symmetrized part of S:

S()+ S(—v)
2

S'(v) = (B5)

Below, we evaluate S’ by working out the summation over k step by step. First, we integrate over k| to obtain

1y ne | isgn(v) |k |
S'(v) = Re Sor Zw_ w (B6)
k1 2m.
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Next, we integrate over k, , finding

S'(1) = Re _zsgn(y)2/ kg_dk:lkz
ve o on (iu - ﬁ)
_ isgn(v)2m. /°° —dim, vk, dk)
2rup o (2m.w)® + 5
2m, w (s
_ _2m.T B7
27T’UF 2 21)]7 ( )
Plugging back into Eq.(B4) we find

2Um, (7 dv . Um, €F

oL (e) = / s—lo= I (?) To. (BS)

This is the result used in main text Eq.. Interestingly, we arrive at the same logarithmically divergent vertex
correction as in the problem of Fermi sea coupled by gauge-field fluctuation studied in Ref.[25], despite the absence of
singular self-energy in our analysis. The presence or absence of self-energy does not affect the logarithmic divergence
because the self-energy ultimate goes into S(v), in which the integral over k) always yields a constant as shown in
Eq., so that the self-energy drops out.
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