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Abstract

We give a complete classification of completely regular self-dual codes with covering

radius ρ = 2. More precisely, we prove that there are two sporadic such codes, of length

8, and an infinite family, of length 4.

We provide a description of all such codes and give the intersection arrays for all

of them.
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1 Introduction

Denote by F
n
q the n-dimensional vector space over the finite field of order q, where q is a

prime power. The (Hamming) distance between two vectors v,u ∈ F
n
q is the number of

coordinates in which they differ. The (Hamming) weight of a vector v ∈ F
n
q is the number

of nonzero coordinates of v.

A q-ary code C of length n is a subset C ⊆ F
n
q . The elements of C are called codewords.

The minimum distance d of C is the minimum distance between any pair of codewords. The

minimum weight w of C is the minimum weight of any nonzero codeword. A linear code

with parameters [n, k, d]q is a q-ary code of length n with minimum distance d, such that it is

a k-dimensional subspace of Fn
q . For linear codes, the minimum distance and the minimum

weight coincide, d = w. A t-weight code is a code where the nonzero codewords have t

different weights (t ≥ 1). A linear code of length n is said to be antipodal if there is some

codeword of weight n.

The packing radius of a code C is e = ⌊(d − 1)/2⌋. Given any vector v ∈ F
n
q , its

distance to the code C is d(v, C) = minx∈C{d(v,x)} and the covering radius of the code C

is ρ = maxv∈Fn
q
{d(v, C)}. Note that e ≤ ρ. If e = ρ, then C is a perfect code. Here we

consider only nontrivial linear codes, in particular, [n, k, d]q codes of dimension k ≥ 2 and

minimum distance d ≥ 3. It is well known that any nontrivial perfect code has e ≤ 3 [14, 15].

For e = 1, such codes are called Hamming codes which exist for lengths n = (qm−1)/(q−1)

(m ≥ 2), dimension k = n−m and minimum distance d = 3.

Given two vectors v = (v1, . . . , vn) and u = (u1, . . . , un), their inner product is

v · u =

n
∑

i=1

viui ∈ Fq.

For a linear code C, its dual code is C⊥ = {x ∈ F
n
q | x · v = 0, ∀v ∈ C}. The code C is

self-dual if C = C⊥. In this case, C and C⊥ have the same dimension n/2, hence n must be

even.

Denote by 0 the all-zero vector. The support of a vector x = (x1, . . . , xn) ∈ F
n
q is the set

of nonzero coordinate positions of x, supp(x) = {i ∈ {1, . . . , n} | xi 6= 0}.
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For a given code C of length n and covering radius ρ, define

C(i) = {x ∈ F
n
q : d(x, C) = i}, i = 0, 1, . . . , ρ.

The sets C(0) = C,C(1), . . . , C(ρ) are called the subconstituents of C.

Say that two vectors x and y are neighbors if d(x,y) = 1.

Definition 1 ([11]) A code C of length n and covering radius ρ is completely regular

(shortly CR), if for all l ≥ 0 every vector x ∈ C(l) has the same number cl of neighbors

in C(l− 1) and the same number bl of neighbors in C(l+ 1). Define al = (q − 1)·n− bl − cl

and set c0 = bρ = 0. The parameters al, bl and cl (0 ≤ l ≤ ρ) are called intersection numbers

and the sequence {b0, . . . , bρ−1; c1, . . . , cρ} is called the intersection array (shortly IA) of C.

For any v ∈ F
n
q and any t ∈ {0, . . . , n}, define Bv,t = |{x ∈ C | d(v, x) = t}|. Then, C is

CR if Bv,t depends only on t and d(v, C) [8]. The equivalence with Definition 1 can be seen

in [11].

Completely regular codes are classical subjects in algebraic coding theory, which are

closely connected with graph theory, combinatorial designs and algebraic combinatorics.

Existence, construction and enumeration of all such codes are open hard problems (see

[6, 7, 10, 11] and references there).

All linear completely regular codes with covering radius ρ = 1 are known [3]. The next

case, i.e. completely regular codes with ρ = 2, was solved for the special case when the dual

codes are antipodal [5]. In the present paper, we classify all self-dual completely regular codes

with covering radius ρ = 2. Such codes are antipodal (hence included in the classification of

[5]) with one exception.

In Section 2, we see some definitions and results that we use later. In Section 3 we give

the main result of the paper, by proving that the only possible parameters for a self-dual

completely regular code with ρ = 2 are: [8, 4, 4]2, [8, 4, 3]3, and [4, 2, 3]q for any q = 2r with

r > 1. We identify all such codes and show that, indeed, they are self-dual and completely

regular. Moreover, except the case [8, 4, 3]3, the codes are antipodal.
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2 Definitions and preliminary results

In this section we see several results we will need in the next section.

The next property is, in fact, well known.

Lemma 1 The only self-dual Hamming code is the ternary Hamming [4, 2, 3]3 code.

Proof. For any self-dual [n, k, d]q code, we have that n = 2k. Hence, for a Hamming

code, n = 2(n−m) and thus n = 2m implying

qm − 1

q − 1
= 2m.

The only solution is q = 3 and m = 2. Therefore, n = 4 and k = 2. �

Definition 2 ([1]) A code C ⊆ F
n
q with covering radius ρ is uniformly packed in the wide

sense (UPWS) if there exist rational numbers β0, . . . , βρ such that

ρ
∑

i=0

βiBx,i = 1, (1)

for any x ∈ F
n
q . The numbers β0, . . . , βρ are called the packing coefficients.

For UPWS codes, there is a generalized version of the celebrate sphere packing condition

for perfect codes.

Lemma 2 ([1]) Let C ⊆ F
n
q be a UPWS code with covering radius ρ and packing coefficients

β0, . . . , βρ. Then

|C| =
qn

∑ρ

i=0
βi(q − 1)i

(

n

i

) . (2)

For a linear code C, denote by s the number of nonzero weights of C⊥. Following to

Delsarte [8], we call external distance the parameter s.

Lemma 3 Let C be a linear code with covering radius ρ, packing radius e and external

distance s.

(i) ρ ≤ s [8].
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(ii) ρ = s if and only if C is UPWS [2].

(iii) If C is CR, then ρ = s [13].

(iv) If C is UPWS and ρ = e+ 1, then C is CR [9, 12].

3 Completely regular self-dual codes ρ = 2

Let C be a self-dual CR [n, k, d]q code with d ≥ 3 and covering radius ρ = 2. In this section

we give a full classification of such codes. Note that n = 2k (since C is self-dual) and C

is a two-weight code (because s = ρ = 2 by Lemma 3). Since e ≤ ρ = 2, we have that

3 ≤ d ≤ 6. But for d ≥ 5, e = ρ and C would be a perfect 2-error-correcting code, that is,

C would be a ternary Golay [11, 6, 5]3 code which obviously is not self-dual (the extended

ternary Golay code is self-dual, but with covering radius 3). Hence, C must be a [2k, k, d]q

code with weights w1 = d ∈ {3, 4} and w2, where d < w2 ≤ n. Since ρ = e+1, the condition

to be CR is equivalent to the condition to be UPWS (see Lemma 3).

Now we study separately the cases d = 3 and d = 4.

3.1 The case d = 4

We start with the nonexistence of a particular case of self-dual code.

Lemma 4 There is no self-dual [6, 3, 4]4 code.

Proof. Let C be a [6, 3, 4]4 code and consider a generator matrix for C:

G =
(

I3 P
)

,

where I3 is the 3× 3 identity matrix and P is a 3 × 3 matrix with nonzero entries, since C

has minimum weight 4. If C is self-dual then any row of G must be self-orthogonal, implying

that for any row abc of P , we have 1+a2+b2+c2 = 0. Thus, (a+b+c)2 = 1 and a+b+c = 1.

In F4 and since P has no zero entries, this means that abc ∈ {1xx, x1x, xx1}, where x 6= 0.

If abc = 111, then it is not orthogonal to any other row a′b′c′ ∈ {1xx, x1x, xx1}, where
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x /∈ {0, 1}. So, the three rows contain exactly one 1. Hence, two rows of P have the same

value for x, say α. But such two rows must agree in one position (with 1), since the distance

must be two. Therefore, they are not orthogonal and hence the corresponding rows of G are

also non-orthogonal. �

Proposition 1 Let C be a self-dual CR [2k, k, 4]q code with covering radius ρ = 2. Then,

the packing coefficients verify:

β0 = β1 = 1; β2 =
qk − 1− 2k(q − 1)

(q − 1)2k(2k − 1)
,

and β−1

2
is a natural number.

Proof. Since C is CR, C is also UPWS. Let x ∈ C, hence, according to (1) in Definition

2, we have:

β0Bx,0 + β1Bx,1 + β2Bx,2 = 1.

But clearly Bx,1 = Bx,2 = 0 (since d = 4), which implies β0 = 1. Take now a vector y ∈ F
n
q

such that d(y, C) = 1. In this case, By,0 = By,2 = 0, implying β1 = 1. Let z ∈ F
n
q such that

d(z, C) = 2. Since Bz,0 = Bz,1 = 0, we have β2Bz,2 = 1 and β−1

2
is a natural number.

Therefore, by Lemma 2, it follows that

|C| = qk =
qn

1 + n(q − 1) + β2(q − 1)2
(

n

2

) =⇒ β2 =
qk − 1− 2k(q − 1)

(q − 1)2k(2k − 1)
.

�

Corollary 1 If C is a self-dual CR [2k, k, 4]q code with covering radius ρ = 2, then k = 4

and q = 2.

Proof. Define the function

f(q, k) =
(q − 1)2k(2k − 1)

qk − 1− 2k(q − 1)
.

By Proposition 1, f(q, k) = β−1

2
and must be a natural number. For n = 4, C cannot be

a two-weight code with minimum weight 4. Thus k ≥ 3. Clearly, for a fixed k, f(q, k) is a
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decreasing function on q. In fact, it is easy to check that q must be less than 16, otherwise

f(q, k) < 1. Also, fixing q, f(q, k) is a decreasing function on k and one obtains that k ≤ 6.

Again, f(q, k) < 1 for k > 6. For all these possible values (2 ≤ q < 16, 3 ≤ k ≤ 6), we have

computationally checked that the only natural values of f(q, k) are f(2, 4) = 4, f(2, 3) = 15

and f(4, 3) = 3. But f(2, 3) = 15 implies Bx,2 = 15 which is not possible for q = 2 and

n = 2k = 6. Indeed, if x has weight 2, the number of codewords of weight 4 at distance 2

from x cannot be greater than 2 and, taking into account de zero codeword we have Bx,2 ≤ 3.

As a consequence, the only possible values for q and k are (q, k) ∈ {(2, 4), (4, 3)}, but by

Lemma 4, the case (q, k) = (4, 3) is not possible. �

3.2 The case d = 3

For any code C, let Cw be the set of codewords of weight w, Cw = {x ∈ C | wt(x) = w}.

Lemma 5 If C is a CR code of length n, containing the zero codeword, and with minimum

weight 3, then
⋃

x∈C3
supp(x) = {1, . . . , n}.

Proof. Otherwise taking a one-weight vector v, we would have that Bv,2 > 0 if the

nonzero coordinate is in
⋃

x∈C3
supp(x), but Bv,2 = 0 if not. Hence, C would not be CR.

�

Lemma 6 If C is a two-weight [n, k, 3]q code with q > 2, then

(i) |supp(x) ∩ supp(y)| 6= 1, for any x,y ∈ C3.

(ii) if |supp(x) ∩ supp(y)| ∈ {0, 3} for all x,y ∈ C3, then C is not CR.

Proof. (i) Let x,y ∈ C3 and assume that |supp(x) ∩ supp(y)| = 1. By taking different

multiples of x we can have that wt(x− y) = 4 or wt(x− y) = 5. But this is a contradiction

since C is a two-weight code.

(ii) In this case, let x,y ∈ C3 such that |supp(x) ∩ supp(y)| = 0, by Lemma 5 such

vectors must exist. Then, C has weights 3 and 6. Any other codeword z ∈ C3 will have

supp(z) = supp(x) or supp(z) = supp(y), otherwise C would have more than two weights.
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Without loss of generality, assume that x = (x1, x2, x3, 0, 0, 0) and y = (0, 0, 0, y1, y2, y3).

Now, the vector v = (x1, v2, 0, 0, 0, 0), where v2 6= x2 is clearly at distance 2 to C and, since

d(v,x) = d(v, 0) = 2, we have Bv,2 = 2. Indeed, a vector x′ = (x1, v2, x
′
3
, 0, 0, 0) cannot be

a codeword because d(x,x′) ≤ 2. Now take u = (x1, 0, 0, y1, 0, 0). Clearly, d(u, C) = 2 but

Bu,2 = 1. Therefore, C is not CR. �

Proposition 2 If C is a self-dual CR two-weight [n, k, 3]q code, then n = 4 or n = 8.

Proof. By Lemmas 5 and 6, there exist codewords x,y ∈ C3, such that |supp(x) ∩

supp(y)| = 2 and thus |supp(x) ∪ supp(y)| = 4. Now, if z ∈ C3 has supp(z) ∩ (supp(x) ∪

supp(y)) 6= ∅, we claim that supp(z) ⊂ (supp(x) ∪ supp(y)). Otherwise, without loss of

generality assume that x = (1, x2, x3, 0, . . . , 0) and y = (1, y2, 0, y3, 0, . . . , 0). By (i) of Lemma

6, we can assume that z = (z1, z2, 0, 0, z3, 0, . . . , 0). Now, since q > 2, we can take a multiple

of z, say z′ = (z′
1
, z′

2
, 0, 0, z′

3
, 0, . . . , 0), such that z′

2
= x2−y2. Hence, wt(x−y−z′) = 4. But

we can take another multiple, say z′′, such that z′′
2
6= x2−y2. In this case, wt(x−y−z′′) = 5.

So, C has more than two nonzero weights, leading to a contradiction.

As a consequence, we have that C3 induces a partition of the set of coordinates in 4-

subsets, implying that n is a multiple of 4. But for n > 8, clearly C would have more than

two nonzero weights. Therefore n = 4 or n = 8. �

3.3 The full classification

Now, from Corollary 1 and Proposition 2, we obtain the main theorem.

Theorem 3.1 Let C be a self-dual CR [n, k, d]q code with covering radius ρ = 2. Then, C

is one of the following:

(i) The extended Hamming [8, 4, 4]2 code, with weights w1 = 4 and w2 = 8 (so, an antipodal

code), and with intersection array

IA = {8, 7; 1, 4}.
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(ii) The direct product of two ternary Hamming codes of length 4, that is, a [8, 4, 3]3 code

with generator matrix

G =





H 0

0 H



 ,

where H is a generator matrix of a ternary Hamming [4, 2, 3]3 code. C has weights

w1 = 3 and w2 = 6, and intersection array

IA = {16, 8; 1, 2}.

(iii) A [4, 2, 3]q code, where q = 2r with r > 1. Such code can have generator matrix

G =





1 1 1 1

0 1 ξi ξj



 ,

where ξi, ξj ∈ F
∗
q are two different elements such that ξi + ξj + 1 = 0. C has weights

w1 = 3 and w2 = 4 (so, an antipodal code), and intersection array

IA = {4(q − 1), 3(q − 3); 1, 12}.

Proof. By Corollary 1 and Proposition 2, the cases (i)–(iii) are the only possible self-

dual CR codes with ρ = 2. Cases (i) and (iii) correspond to antipodal codes and hence they

belong to different families in [5], where all linear CR codes with dual antipodal are classified

(see also [3] and [4]).

(i) This is the well-known binary extended Hamming of length 8, which is self-dual.

Trivially the weights are 4 and n = 8. This code falls into the family (CR.1) in [5], where

the intersection array is also specified.

(ii) Let C be a self-dual CR [8, 4, 3]q code with covering radius ρ = 2. By the argument in

the proof of Proposition 2, the set of coordinates {1, . . . , 8} is partitioned into two 4-subsets,

say A and B, such that any codeword of weight 3 has its support contained in A or in B.

Since C must be a two-weight code, these weights are trivially w1 = 3 and w2 = 6. Therefore

C is the direct sum C = C1 ⊕ C2 of two one-weight codes (whose nonzero codewords have

weight 3). It is clear that C is self-dual if and only if C1 and C2 are self-dual.
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On the other hand, if we take a two-weight vector x with one nonzero coordinate in A

and the other one in B, then d(x, C) = 2 and Bx,2 = 1, since the zero codeword is the only

one at distance 2 from x. Now, take any two-weight vector y with both nonzero coordinates

in A (or in B). Since |A| = |B| = 4, there exist some codeword z of weight 3 including the

support of y and (taking the appropriate multiple) such that d(z,y) ≤ 2. If d(z,y) = 2,

then By,2 > 1 and the code would not be CR. This means that any two-weight vector y with

both nonzero coordinates in A (or in B) is at distance 1 from C. In other words, C1 and C2

must be self-dual Hamming codes. By Lemma 1, C1 and C2 are ternary Hamming codes of

length 4. Therefore, C is the direct sum of two ternary Hamming [4, 2, 3]3 codes.

Indeed, the direct sum of perfect codes is a CR code (see [13] for the binary case or [1, 4]

for more general cases).

Now we compute the intersection array. Since d = 3 and any codeword has n(q−1) = 16

neighbors, we have that b0 = 16. Given a one-weight vector v ∈ C(1) with the nonzero

coordinate vi in A (respectively, B) its neighbors in C(2) are all vectors of weight 2 with one

nonzero coordinate vi and the other one in B (respectively, A). Hence, there are 4 · 2 = 8

such codewords, implying b2 = 8. For a vector v in C(1), there is exactly one codeword at

distance 1 from v and thus c1 = 1. Finally, given a vector u of weight 2 in C(2), note that

any neighbor of weight 2 or 3 is not in C(1). So, only the neighbors of weight 1 are in C(1).

There are two such neighbors of u and, consequently, c2 = 2. Therefore, the intersection

array is {16, 8; 1, 2}.

(iii) This antipodal code corresponds to the family (CR.3) in [5] (see [3] for the specific

case n = 4, where self-duality is also justified when, and only when, q = 2r, r > 1). The

intersection array can also be seen in [5] or [3]. �
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