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Abstract

Loss function plays a vital role in supervised learning frameworks. The selec-
tion of the appropriate loss function holds the potential to have a substantial
impact on the proficiency attained by the acquired model. The training
of supervised learning algorithms inherently adheres to predetermined loss
functions during the optimization process. In this paper, we present a novel
contribution to the realm of supervised machine learning: an asymmetric loss
function named wave loss. It exhibits robustness against outliers, insensitiv-
ity to noise, boundedness, and a crucial smoothness property. Theoretically,
we establish that the proposed wave loss function manifests the essential char-
acteristic of being classification-calibrated. Leveraging this breakthrough, we
incorporate the proposed wave loss function into the least squares setting of
support vector machines (SVM) and twin support vector machines (TSVM),
resulting in two robust and smooth models termed as Wave-SVM and Wave-
TSVM, respectively. To address the optimization problem inherent in Wave-
SVM, we utilize the adaptive moment estimation (Adam) algorithm, which
confers multiple benefits, including the incorporation of adaptive learning
rates, efficient memory utilization, and faster convergence during training. It
is noteworthy that this paper marks the first instance of Adam’s application
to solve an SVM model. Further, we devise an iterative algorithm to solve
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the optimization problems of Wave-TSVM. To empirically showcase the effec-
tiveness of the proposed Wave-SVM and Wave-TSVM, we evaluate them on
benchmark UCI and KEEL datasets (with and without feature noise) from di-
verse domains. Moreover, to exemplify the applicability of Wave-SVM in the
biomedical domain, we evaluate it on the Alzheimer’s Disease Neuroimaging
Initiative (ADNI) dataset. The experimental outcomes unequivocally reveal
the prowess of Wave-SVM and Wave-TSVM in achieving superior prediction
accuracy against the baseline models. The source codes of the proposed mod-
els are publicly available at https://github.com/mtanveer1/Wave-SVM.

Keywords: Supervised learning, Pattern classification, Loss function,
Support vector machine, Twin support vector machine, Wave loss function,
Adam algorithm, Alzheimer’s disease.

1. Introduction and Motivation

In the realm of machine learning, supervised learning stands as a cor-
nerstone, which empowers to build models that can make accurate predic-
tions and classifications. A critical component within this paradigm is the
choice of an appropriate loss function, which plays a crucial role in guiding
the training process. The loss function quantifies the disparity between pre-
dicted outcomes and true labels, providing an evident indication of a model’s
performance [1]. Its role extends beyond mere evaluation; it fundamentally
shapes the model’s learning trajectory, influencing its generalization ability,
and aligning its predictions with the intrinsic goals of the task.

Support Vector Machine (SVM) [2] emblematize a stalwart supervised
learning algorithm. It is grounded in the principle of structural risk mini-
mization (SRM) and originates from statistical learning theory (SLT), conse-
quently having a solid theoretical foundation and demonstrating better gen-
eralization capabilities. It has extensive applications across various domains,
such as image classification [3, 4], wind speed prediction [5], face recognition
[6, 7], handwritten digit recognition [8], and so forth.

Consider the training set D = {xi, yi}li=1, where xi ∈ Rn represents the
sample vector and yi ∈ {−1, 1} signifies the corresponding class label associ-
ated with the sample. The core idea that serves as the foundation of SVM
involves the construction of a decision hyperplane w⊺x+ b = 0, where b ∈ R
represents the bias and w ∈ Rn signifies the weight vector. These parameters
are estimated through the process of training using available data. For a test
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data point x̃, the associated class label ỹ is predicted as 1 if w⊺x̃ + b ≥ 0
and −1 otherwise. The pursuit of an optimal hyperplane hinges upon two
distinct scenarios within the input space: first, when training data is linearly
separable, and second, when training data is linearly inseparable.

For a linearly separable scenario, the process of attaining the optimal
parameters w and b involves addressing the following SVM model:

min
w,b

1

2
∥w∥2

subject to yi (w
⊺xi + b) ≥ 1, ∀ i = 1, 2, . . . , l. (1)

The model described in equation (1) is named as hard-margin SVM, as it
mandates the correct classification of each individual training sample. In
cases where the data is linearly inseparable, the commonly employed strat-
egy involves allowing for misclassification while imposing penalties for these
errors. This is achieved by incorporating a loss function into the objective
function, which leads to the subsequent unconstrained optimization problem:

min
w,b

1

2
∥w∥2 + C

l∑
i=1

L

(
1− yi (w

⊺xi + b)

)
, (2)

where C > 0 is a trade-off parameter and L(u) with u:= 1 − yi (w
⊺xi + b)

denotes the loss function. Since model (2) permits the misclassification of
samples, it is identified as a soft-margin SVM model [2]. The objective
of SVM is to obtain an optimal hyperplane that separates data points of
distinct classes by maximum possible margin. This primarily involves solving
a quadratic programming problem (QPP) whose complexity is proportional
to the cube of the training dataset size. Twin SVM (TSVM) [9, 10], a
variant of the SVM, tackles this problem by solving two smaller QPPs instead
of one large QPP, thereby reducing computational costs by approximately
75% compared to traditional SVM methods. To enhance the generalization
performance of TSVM, several variants have been proposed in the literature.
As an example, to tackle the imbalance problem, Ganaie et al. [11] proposed
the large-scale fuzzy least squares TSVM. Further, to address the noise-
sensitivity of TSVM Tanveer et al. [12] proposed the large-scale pin-TSVM
by utilizing the pinball loss function. Both of the aforementioned algorithms
eliminate the requirement of matrix inversion, making them suitable for large-
scale problems. To delve deeper into the variants of TSVM models, readers
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can refer to [13].
Extensive research endeavors have been dedicated to the development of

novel loss functions for the purpose of enhancing the effectiveness of SVM
models. Based on the smoothness of loss functions, we classify them into two
distinct classes. The first category encompasses loss functions characterized
by their smoothness, while the latter consists of those with non-smooth at-
tributes. Here, we only review a subset of widely recognized loss functions,
chosen to provide sufficient motivation for the work presented in this paper.

1.1. Non-smooth loss functions

• Hinge loss function: SVM with hinge loss function (C-SVM) was
first proposed by Cortes and Vapnik [2]. The mathematical expression
for the hinge loss function is given as:

Lhinge(u) =

{
u, u > 0,

0, u ≤ 0.
(3)

Figure 1a depicts the visual representation of the hinge loss function.
It is non-smooth at u = 0 and unbounded.

• Pinball loss function: To improve the efficacy of C-SVM, Huang
et al. [14] proposed SVM with pinball loss function (Pin-SVM). The
mathematical formulation of the pinball loss is expressed as:

Lpin(u) =

{
u, u > 0,

−τu, u ≤ 0,
(4)

where τ ∈ [0, 1]. It penalizes both correctly classified and misclassified
samples so that if there is noise near the decision boundary, it can be
adjusted to strike a trade-off between accuracy and noise insensitivity.
For τ = 0, the pinball loss function (See Figure 1b) is reduced to the
hinge loss function. It is also non-smooth at u = 0 and unbounded.

• Ramp loss function: To enhance the robustness of C-SVM against
outliers, Brooks [15] incorporate the ramp loss function into the SVM
setting. The mathematical representation of the ramp loss function is
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articulated as follows:

Lramp(u) =


θ, u ≥ θ,

u, u ∈ (0, θ) ,

0, u ≤ 0,

(5)

where θ ≥ 1. It imposes a limitation on penalties beyond a specific
threshold. The ramp loss function (see Figure 1c) is also non-smooth
at u = 0 but bounded.

Some other non-smooth loss functions that have been incorporated into the
framework of SVM to improve its efficiency include the rescaled hinge loss
[16], generalized ramp loss [17], flexible pinball loss [18], and so forth.

1.2. Smooth loss functions

• Squared hinge loss function: To improve the smoothness of the
hinge loss function, Cortes and Vapnik [2] also designed the smooth
version of the hinge loss function termed as squared hinge loss. The
mathematical expression of the squared hinge loss function is expressed
as:

Ls−hinge(u) =

{
u2, u > 0,

0, u ≤ 0.
(6)

Figure 1d presents the visual illustration of the squared hinge loss func-
tion. It is smooth and unbounded.

• Smooth pinball loss function: To enhance the insensitivity to noise
of squared hinge loss function, Liu et al. [19] designed the smooth
pinball loss function. The mathematical formulation of the smooth
pinball loss is given as:

Ls−pin(u) =

{
(τu)2, u > 0,

[(1− τ)u]2 , u ≤ 0,
(7)

where τ ∈ [0, 1]. For τ = 1, the smooth pinball loss function (see Figure
1e) is reduced to the squared hinge loss function. It is also smooth and
unbounded.

5



(a) (b)

(c) (d)

(e) (f)

Figure 1: Visual illustration of baseline loss functions. (a) Hinge loss function. (b) Pinball
loss function with τ = 0 and τ = 0.2. (c) Ramp loss function with θ = 1. (d) Squared
hinge loss function (e) Smooth pinball loss function with τ = 0.8 and τ = 1. (f) LINEX
loss function with a = 0.5, a = 1, and a = 1.5.
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• LINEX loss function: LINEX loss is an asymmetric function that
combines linear and exponential components [20]. Due to the merits of
LINEX loss, Ma et al. [21] first incorporated it into the SVM framework
and introduced a fast SVMmodel named LINEX-SVM. The mathemat-
ical expression for the LINEX loss is given as:

LLINEX(u) = eau − au− 1, ∀ u ∈ R, (8)

where a ̸= 0 is the loss parameter that controls the penalty for classified
and misclassified samples. Figure 1f presents the visual illustration of
the LINEX loss function. It is smooth and unbounded.

• RoBoSS loss function: To enhance the robustness against outliers
of smooth and unbounded loss functions, Akhtar et al. [22] proposed
the RoBoSS loss function. The mathematical formulation of RoBoSS
loss is given as follows:

Lrbss(u) =

{
λ (1− (au+ 1)e−au) , u > 0,

0, u ≤ 0,
(9)

where a > 0, λ > 0 are shape and bounding parameters, respectively.
It is smooth and bounded.

In addition to these, recent advancements in smooth loss functions include
the smooth truncated Hϵ loss [23], BLINEX loss [24], HawkEye loss [25], and
so forth.

Through a comparative analysis of prevalent loss functions in the existing
literature, we find that bounded loss functions demonstrate robustness by
imposing a fixed penalty on all misclassified instances beyond a specified
margin. Further, the strategic imposition of penalties upon both correctly
classified and misclassified samples facilitates the calibration of a delicate
equilibrium between accuracy and resistance against noise. In addition to
robustness to outliers and insensitivity towards noise, smoothness is also
a crucial aspect of loss function. Generally, SVM utilizes non-smooth loss
functions, which suffer from high computational costs as they have to solve
a QPP. It is evident that if the loss function is not smooth, SVM is also
not smooth [26]. Most of the robust and insensitive to noise models are not
convex, so the optimization problem of these models cannot be solved using
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the Wolfe dual method. The convenience of the smooth loss function is that
there are fast optimization techniques that are specific to smooth models.

Taking inspiration from prior research endeavors, this article proposes a
novel asymmetric loss function, referred to as the wave loss function (see
Figure 2). It is precisely engineered to exhibit robustness against outliers,
insensitivity to noise, and a propensity for smoothness. Subsequently, by in-
tegrating the proposed wave loss into the least squares framework of SVM and
TSVM, we present two novel models, namely Wave-SVM and Wave-TSVM.
The optimization problem associated with the Wave-SVM is effectively ad-
dressed through the utilization of the adaptive moment estimation (Adam)
algorithm. Further, to solve the optimization problems of the Wave-TSVM
an efficient iterative algorithm is utilized. The major contributions of this
paper can be outlined as follows:

• We propose a novel asymmetric loss function named wave loss, de-
signed to exhibit robustness against outliers, insensitivity to noise, and
smooth characteristics. Further, we delve into the theoretical aspect of
the wave loss function and validate its capability to maintain a vital
classification-calibrated property.

• We amalgamate the proposed wave loss function into the least squares
setting of SVM and TSVM and introduce two novel robust and smooth
models, termed Wave-SVM and Wave-TSVM, respectively.

• We address the optimization problem inherent to Wave-SVM by em-
ploying the Adam algorithm, known for its lower memory requirements
and efficacy in handling large-scale problems. To our knowledge, this is
the first time Adam has been used to solve an SVM problem. Further,
we utilized an efficient iterative algorithm to solve the optimization
problems of Wave-TSVM.

• We perform comprehensive numerical experiments using benchmark
UCI and KEEL datasets (with and without feature noise) from various
domains. The outcomes vividly showcase the outstanding performance
of the proposed Wave-SVM and Wave-TSVM when contrasted with
baseline models.

• To demonstrate the superiority of the proposed Wave-SVM and Wave-
TSVM models in the biomedical realm, we conducted experiments us-
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ing the ADNI dataset. These empirical investigations furnish substan-
tial evidence of the proposed models applicability in real-world medical
scenarios.

The rest of this paper is structured as follows: Section 2 presents the proposed
wave loss function and elucidates its distinctive characteristics. Further,
Section 2 provides the formulations of Wave-SVM and Wave-TSVM, along
with an analysis of their computational complexity. Section 3 showcases the
numerical findings. Lastly, Section 4 offers conclusions and outlines future
research directions.

2. Proposed work

In this section, we introduce a groundbreaking asymmetric loss function
named wave loss and elucidate its distinctive characteristics. Subsequently,
we amalgamate the proposed wave loss into the frameworks of SVM and
TSVM within the least squares setting and propose two novel models, namely
Wave-SVM and Wave-TSVM. We also analyze the computational complexity
associated with the proposed algorithms.

2.1. Wave loss function

We present a substantial advancement within the domain of supervised
learning: a novel asymmetric loss function that embodies robustness against
outliers, insensitivity to noise, and smoothness characteristics. This novel
loss function, referred to as the wave loss function, is visually depicted in
Figure 2. The mathematical expression of the proposed wave loss function
is articulated as follows:

Lwave(u) =
1

λ

(
1− 1

1 + λu2eau

)
, ∀ u ∈ R, (10)

where a ∈ R is shape parameter and λ ∈ R+ is bounding parameter. The
wave loss function (10), as delineated in this work, showcases the following
inherent properties:

• It is robust to outliers and insensitive to noise. As it bound the loss to
1/λ, which gives robustness to outliers, and it also gives loss to samples
with u ≤ 0, which produces insensitivity towards noise.

• It is non-convex, smooth, and bounded.
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• It is infinitely differentiable and hence continuous for all u ∈ R.

• For given value of λ, when a → +∞, the wave loss (10) converges
point-wise to the “0− 1/λ” loss which is defined as

L0−1(u) =

{
1
λ
, u > 0,

0, u ≤ 0.

Furthermore, when λ = 1 it converges to “0− 1” loss.

• It has two advantageous parameters: shape parameter (a) determines
the loss function’s shape, and bounding parameter (λ) sets thresholds
for loss values.

It is crucial to note that the existing bounded loss functions set a strict
limit on the maximum allowable loss for data points with substantial devi-
ations. This effectively prevents noise and outliers from exerting excessive
influence, thus enhancing the model’s robustness. However, the majority of
the existing loss functions use a hard truncation strategy to bound the loss,
which makes them non-smooth. In contrast, the proposed wave loss function
is smooth and bounded simultaneously (refer to Figure 2). By adjusting the
bounding parameter λ, the wave loss function smoothly bounds the loss to a
predefined value. The primary benefit of the smoothness characteristic lies in
its facilitation of the application of gradient-based optimization algorithms.
This property ensures the existence of well-defined gradients, enabling the
utilization of rapid and reliable optimization techniques.

2.2. Theoretical analysis of the wave loss function

In this subsection, we analyze the theoretical characteristics inherent to
the proposed wave loss function and provide evidence to demonstrate that
the wave loss function exhibits a crucial classification-calibrated property.
Bartlett et al. [27] introduced the concept of classification-calibration to as-
sess the statistical effectiveness of loss functions in the context of classification
learning. It ensures that the model’s predicted probabilities reflect the true
likelihood of an event. For more details, readers can refer to [27, 28]. This
attribute holds crucial importance in enhancing our understanding of the
performance dynamics of the wave loss function within classification tasks.
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(a) (b)

(c) (d)

Figure 2: Illustration of wave loss function for fixed λ = 1 and different values of a.
Subfigures (a), (b), (c), and (d) demonstrate that the value of a controls the strength of
the penalty for correctly classified and misclassified samples.
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Consider that the training data D = {xi, yi}li=1 is independently sampled
from a probability distribution P. The distribution P is defined over a com-
bined space of inputs and corresponding labels, where the input space X is a
subset of Rn and the label space Y consists of two possible labels: −1 and 1.
In this context, the main objective is to develop a binary classifier C, which
takes inputs from the space X and assigns them to one of the two labels in
Y . The central goal of this classification problem is to design a classifier in a
way that minimizes the associated error. The risk associated with a specific
classifier C is quantified by the following mathematical expression:

R(C) =

∫
X

P(y ̸= C(x)|x)dPX .

Here P(y|x) signifies the probability distribution of the label y given an input
x, and dPX represents the marginal distribution of the input x according to
the distribution P. Moreover, the conditional distribution P(y|x) is a binary
distribution, implying it is determined by the probabilities Prob(y = 1|x)
and Prob(y = −1|x). To ease in writing, we further utilize P(x) and 1− P(x)
to represent Prob(y = 1|x) and Prob(y = −1|x), respectively. In simpler
terms, the objective is to construct a classifier that accurately assigns labels
to inputs while minimizing the overall error.
Now, the Bayes classifier, for P(x) ̸= 1/2, is defined as follows:

fC(x) =

{
−1, P(x) < 1/2,

1, P(x) > 1/2.
(11)

It can be verified that the Bayes classifier effectively minimizes the classifica-
tion error. The following expression mathematically expresses the previous
statement:

fC = arg min
C:X→Y

R(C).

Now, for any given loss function L, the expected error associated with a
classifier f :X → R is formulated as follows:

RL,P(f) =

∫
X×Y

L(1− yf(x))dP. (12)

The function fL,P, which minimizes the expected error over all measurable
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functions, is formulated as:

fL,P(x) = arg min
f(x)∈R

∫
Y

L (1− yf(x)) dP(y|x), ∀x ∈ X. (13)

Subsequently, for the proposed wave loss Lwave(·), we can derive Theorem 2.1,
providing evidence of the classification-calibrated nature [27] of the wave loss
function. This characteristic, a valuable aspect of a loss function, ensures that
the minimizer of expected error aligns with the sign of the Bayes classifier.

Theorem 2.1. The proposed loss function Lwave(u) is classification-calibrated,
i.e., fLwave,P has the same sign as the Bayes classifier.

Proof. After simple computation, we arrive at the following outcome:∫
Y

Lwave (1− yf(x)) dP(y|x)

= Lwave(1− f(x))P(x) + Lwave(1 + f(x))(1− P(x))

=
1

λ

(
1− 1

1 + λ(1− f(x))2ea(1−f(x))

)
P(x) +

1

λ

(
1− 1

1 + λ(1 + f(x))2ea(1+f(x))

)
(1− P(x)).

In Figures 3a and 3b, the graphical representations of
∫
Y
Lwave (1− yf(x)) dP(y|x)

are depicted as functions of f(x), considering the cases when P(x) is greater
than 1/2 and when it is less than 1/2, respectively. As discernible from Figure
3, when P(x) exceeds 1/2, the minimum value of

∫
Y
Lwave (1− yf(x)) dP(y|x)

is achieved for a positive value of f(x). Conversely, when P(x) is less than
1/2, the minimum value corresponds to a negative value of f(x).

Hence, it becomes evident from the patterns observed in Figures 3a and
3b that the proposed loss function Lwave(u) holds the characteristic of being
classification-calibrated.

2.3. Formulation of Wave-SVM

Through the amalgamation of the proposed wave loss function into the
least squares setting of SVM, we construct a novel support vector classifier for
large-scale problems that manifest robustness against outliers, insensitivity to
noise, and smoothness characteristics. This advanced classifier is denoted as
the Wave-SVM. For simplification, throughout the Wave-SVM formulation,
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(a) (b)

Figure 3: Illustrate the plot of
∫
Y
Lwave (1− yf(x)) dP(y|x) over f(x) with varying values

of P(x). (a) Depict the case where P(x) is greater than 1/2, and (b) illustrate the scenario
where P(x) less than 1/2.

Table 1: Comparative Analysis of SVM Models Utilizing Different Loss Functions.

Models ↓ \Characteristics → Robust to outliers Insensitive to noise Sparse Convex Bounded Smooth Fast
C-SVM [2] ✗ ✗ ✓ ✓ ✗ ✗ ✗

Pin-SVM [14] ✗ ✓ ✗ ✓ ✗ ✗ ✗

LINEX-SVM [21] ✗ ✓ ✗ ✓ ✗ ✓ ✓

QTLS [29] ✗ ✓ ✗ ✗ ✗ ✓ ✓

FP-SVM [18] ✗ ✓ ✗ ✓ ✗ ✗ ✗

Wave-SVM (Proposed) ✓ ✓ ✗ ✗ ✓ ✓ ✓

we use the terminology w for [w⊺, b] and xi for [xi, 1]
⊺. The formulation of

non-linear Wave-SVM is given as:

min
w,ξ

1

2
∥w∥2 + C

l∑
i=1

1

λ

(
1− 1

1 + λξ2i e
aξi

)
,

subject to yi (w
⊺ϕ(xi)) = 1− ξi, ∀ i = 1, 2, . . . , l, (14)

where C > 0 is the regularization parameter, which determines the trade-off
between margin and the penalty, λ and a are the parameters of the wave
loss function, and ϕ(·) is feature mapping associated with the kernel func-
tion. The characteristics of various SVM models, along with the Wave-SVM,
are presented in Table 1, which showcases that the proposed Wave-SVM
possesses most of the desirable attributes required for a better classifier.

The dual problem of the Wave-SVM is challenging to optimize due to the
non-convexity of the wave loss function. However, the inherent smoothness of
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the Wave-SVM permits us to utilize a gradient-based algorithm to optimize
the model. Gradient-based optimization with Wave-SVM offers several ad-
vantages. It facilitates faster convergence during training, as gradient-based
methods generally converge at a faster rate than quadratic programming
solvers [30]. In this paper, we adopt the Adam [31] optimization technique
for solving the Wave-SVM. It is an improved version of stochastic gradi-
ent descent with adaptive learning rates. This is the first time the Adam
algorithm has been used to solve an SVM model. The Adam algorithm con-
verges more quickly and stays stable during learning due to the adjustable
learning rates. It combines the benefits of two other popular optimization
algorithms: AdaGrad [32] and RMSProp [33]. The core idea behind Adam
involves the computation of a progressively diminishing average for previ-
ous gradients and the squared gradients of the weights. Subsequently, based
on these estimations, the algorithm establishes an adaptive learning rate for
each weight parameter. It is important to note that the Adam algorithm
only requires the gradient of the unconstrained optimization problem, and
thus no modification was made to the Adam algorithm for its application to
Wave-SVM.

2.3.1. Adam for linear Wave-SVM

For linear Wave-SVM, put ϕ(x) = x in equation (14), the linear Wave-
SVM is defined as:

min
w

f(w) =
1

2
∥w∥2 + C

l∑
i=1

1

λ

(
1− 1

1 + λξ2i e
aξi

)
,

subject to yi (w
⊺xi) = 1− ξi, ∀ i = 1, 2, . . . , l. (15)

At each iteration t, k samples are chosen, and at that time the value of
gradient, exponentially decaying averages of past gradients (first moment),
and past squared gradients (second moment) are calculated using (16), (17),
and (18), respectively as follows:

gt = ∇f(w) = w −
k∑

i=1

Cyixiξi (2 + ξi) exp (ξi)

[1 + bξ2i exp (aξi)]
2 , (16)

mt = β1mt−1 + (1− β1)∇f(wt), (17)
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vt = β2vt−1 + (1− β2)∇f(wt)
2, (18)

where β1 and β2 are exponential decay rates for the first and second moment
estimates, usually set to 0.9 and 0.999, respectively. Then, we compute
the bias-corrected first and second moment estimates using (19) and (20),
respectively.

m̂t =
mt

(1− βt
1)
, (19)

v̂t =
vt

(1− βt
2)
. (20)

In the end, the parameter w is updated as:

wt = wt−1 − α
m̂t√
v̂t + ϵ

, (21)

where α is the learning rate, and ϵ is a small constant used to avoid division
by zero. Once the optimal w is achieved, the prediction regarding the label
of the unknown sample x can be made using the decision function as:

ŷ = sign(f(x)) = sign (w⊺x) . (22)

2.3.2. Adam for non-linear Wave-SVM

The determination of the dual problem in the proposed Wave-SVM poses
challenges that limit the applicability of kernel methods. In this case, to
enhance the capacity of Wave-SVM for non-linear adaptation, we use the
representer theorem [34], which allows us to express w in equation (14) as
follows:

w =
l∑

j=1

γjϕ(xj), (24)
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Algorithm 1 Non-linear Wave-SVM

Input:
The dataset: {xi, yi}li=1, yi ∈ {−1, 1};
The parameters: Regularization parameter C, wave loss parameters λ and
a, mini-batch size k, decay rates β1 and β2, learning rate α, constant ϵ,
error tolerance η, maximum iteration number T ;
Initialize: γ0 and t;
Output:
The classifiers parameters: γ;
1 : Select k samples {xi, yi}ki=1 uniformly at random.
2 : Computing ξi :

ξi = 1− yi

(
k∑

j=1

γjK (xj, xi)

)
, i = 1, . . . , k; (23)

3 : Compute ∇f(γt): (26);
4 : Compute m′

t: (27);
5 : Compute v′t: (28);
6 : Compute m̂t

′: (29);
7 : Compute v̂t

′: (30);
8 : Update SVM solution γt: (31);
9 : Update iteration number: t = t+ 1.
Until:
|γt − γt−1| < η or t = T
Return: γt.
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where γ = (γ1, . . . , γl)
⊺ is the coeffecient vector.

Substituting (24) into (14), we obtain:

min
γ

f(γ) =
l∑

i=1

l∑
j=1

1

2
γiγjK (xi, xj) + C

l∑
i=1

1

λ

(
1− 1

1 + λξ2i e
aξi

)
, (25)

where ξi = 1− yi

(∑l
j=1 γjK (xj, xi)

)
, and K (xj, xi) = (ϕ (xj) · ϕ (xi)) is the

Kernel function.
In the same way, as in linear Wave-SVM, we use the following formulas

to obtain the gradient, exponentially decaying averages of past gradients and
past squared gradients, and then update the parameter γ. The Adam algo-
rithm structure for non-linear Wave-SVM is clearly described in Algorithm
1.

∇f(γt) = Kγ −
k∑

i=1

CyiKiξi (2 + ξi) exp (ξi)

[1 + bξ2i exp (aξi)]
2 , (26)

where K is the Gaussian Kernel matrix of the randomly selected training
dataset and Ki is the ith row of the matrix K.

m′
t = β1m

′
t−1 + (1− β1)∇f(γt), (27)

v′t = β2v
′
t−1 + (1− β2)∇f(γt)2, (28)

m̂t
′ =

m′
t

(1− βt
1)
, (29)

v̂t
′ =

v′t
(1− βt

2)
. (30)

Eventually, the parameter γ is updated as follows:

γt = γt−1 − α
m̂t

′√
v̂t

′ + ϵ
. (31)

When the optimal γ is obtained, the following decision function can be uti-
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lized to predict the label of a new sample x.

ŷ = sign(f(x)) = sign

(
k∑

j=1

γjK (xj, x)

)
. (32)

2.4. Formulation of Wave-TSVM

In this subsection, we amalgamate the proposed asymmetric wave loss
function into the least squares setting of TSVM and propose a robust and

smooth classifier referred to as Wave-TSVM. Let X+ =
(
x1, . . . , xl+

)⊤ ∈
Rl+×n and X− =

(
x1, . . . , xl−

)⊤ ∈ Rl−×n represent matrices containing posi-
tive and negative instances, where l+ and l− denote the count of positive and
negative instances, respectively, and l = l++ l−. Further, e1 and e2 are iden-
tity vectors of appropriate size, and I is the identity matrix of appropriate
size.

2.4.1. Linear Wave-TSVM

Given a training dataset D, the goal of Wave-TSVM is to obtain the
positive and negative hyperplanes as follows:

w⊤
+x+ b+ = 0 and w⊤

−x+ b− = 0, (33)

where w+, w− ∈ Rn and b+, b− ∈ R are the weight vectors and the bias
terms, respectively. To obtain the hyperplanes (33), the primal of linear
Wave-TSVM are formed as follows:

(Linear Wave-TSVM-1)

min
w+,b+,ξ−

1

2

l+∑
i=1

(
w⊤

+xi + b+
)2

+
1

2
C1

(
∥w+∥22 + b2+

)
+ C2

l−∑
j=1

ξ−j

s.t. ξ−j =
1

λ

(
1− 1

1 + λ
(
1 + w⊤

+xj + b+
)2

exp{a
(
1 + w⊤

+xj + b+
)
}

)
, j = 1, . . . , l−,

(34)
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(Linear Wave-TSVM-2)

min
w−,b−,ξ+

1

2

l−∑
j=1

(
w⊤

−xj + b−
)2

+
1

2
C3

(
∥w−∥22 + b2−

)
+ C4

l+∑
i=1

ξ+i ,

s.t. ξ+i =
1

λ

(
1− 1

1 + λ
(
1− w⊤

−xi − b−
)2

exp{a
(
1− w⊤

−xi − b−
)
}

)
, i = 1, . . . , l+

(35)

where ξ+ =
(
ξ+1 , . . . , ξ

+
l+

)⊤
∈ Rl+ , ξ− =

(
ξ−1 , . . . , ξ

−
l−

)⊤
∈ Rl− . For the sake of

brevity, we solely discuss optimization problem (34), noting that optimization
problem (35) follows a similar structure. The objective function provided
in equation (34) comprises three distinct terms. More precisely, the initial
term aims to minimize the distance between the positive hyperplane and the
positive instances. The second term, a regularization term, is incorporated
to enhance the generalization performance of the model. The third term
represents the cumulative penalty of all negative samples, leveraging the
proposed wave loss function.

Given the non-convex nature of optimization problems (34) and (35),
and utilizing their inherent smoothness, we devise an iterative algorithm to
solve them. Initially, we convert (34) and (35) into vector-matrix form in the
following manner:

min
w1

P1 (w1) =
1

2

∥∥G⊤w1

∥∥2
2
+

1

2
C1 ∥w1∥22 + C2L1 (w1) , (36)

and

min
w2

P2 (w2) =
1

2

∥∥H⊤w2

∥∥2
2
+

1

2
C3 ∥w2∥22 + C4L2 (w2) , (37)

where L1 (w1) =
∑l−

j=1
1
λ

(
1 − 1

1+λ(1+H⊤
j w1)

2
exp{a(1+H⊤

j w1)}

)
, j = 1, . . . , l−;

L2 (w2) =
∑l+

i=1
1
λ

(
1 − 1

1+λ(1−G⊤
i w2)

2
exp{a(1−G⊤

i w2)}

)
, i = 1, . . . , l+. Gi is

the ith column of matrix G and Hj is the jth column of matrix H. G =

[X+, e1]
⊤ ∈ R(n+1)×l+ , H = [X−, e2]

⊤ ∈ R(n+1)×l− ; w1 =
[
w⊤

+, b+
]⊤ ∈ Rn+1,

w2 =
[
w⊤

−, b−
]⊤ ∈ Rn+1. Further, for simplification, we use Aj and Bi to
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represent
(
1 +H⊤

j w1

)
and

(
1−G⊤

i w2

)
, respectively.

In accordance with the optimality condition, we obtain the following:

∇P1 (w1) =
(
GG⊤ + C1I

)
w1 + Ĥs1 = 0, (38)

∇P2 (w2) =
(
HH⊤ + C3I

)
w2 − Ĝs2 = 0, (39)

where Ĝ =
[
C4G1, . . . , C4Gl+

]
∈ R(n+1)×l+ , Ĥ =

[
C2H1, . . . , C4Hl−

]
∈

R(n+1)×l− . s1 =
[
s11, . . . , s1l−

]⊤ ∈ Rl− , s2 =
[
s21, . . . , s2l+

]⊤ ∈ Rl+ ; s1j =
Aj(aAj+2) exp(aAj)

{1+λA2
j exp(aAj)}2

, j = 1, . . . , l−; s2i =
Bi(aBi+2) exp(aBi)

{1+λB2
i exp(aBi)}2

, i = 1, . . . , l+.

Now, we use equations (38) and (39) to formulate iterative equations for
optimization problems (36) and (37) in the following manner:

wt+1
1 = −

(
GG⊤ + C1I

)−1
Ĥst1, (40)

and

wt+1
2 =

(
HH⊤ + C3I

)−1
Ĝst2. (41)

Here, t represents the number of iteration. The iterative procedure involves
iterating through equations (40) and (41) until convergence is achieved. After
obtaining the solutions, we can proceed to find the pair of hyperplanes (33).

To ascertain the class of a unseen sample x̃ ∈ Rn, we use the following
decision rule:

Class of x̃ =

{
+1, if

|w⊤
+ x̃+b+|
∥w+∥ ≤ |w

⊤
−x̃+b−|
∥w−∥ ,

−1, otherwise.
(42)

2.4.2. Non-linear Wave-TSVM

In the case of non-linearity, data points are separated linearly in a higher-
dimensional feature space by utilizing the kernel trick to map them to a higher
feature space. The objective of non-linear Wave-TSVM is to identify a pair
of hypersurfaces in the following manner:

K
(
x,X⊤) v+ + b+ = 0 and K

(
x,X⊤) v− + b− = 0, (43)

where X = [X+;X−]
⊤ and K(·, ·) is the kernel function. To determine the

hypersurfaces (43), we formulate the following optimization problems:
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(Non-linear Wave-TSVM-1)

min
v+,b+,ζ−

l+∑
i=1

1

2

(
K
(
xi, X

⊤) v+ + b+
)2

+
1

2
C1

(
∥v+∥22 + b2+

)
+ C2

l−∑
j=1

ζ−j ,

s.t. ζ−j =
1

λ

(
1− 1

1 + λ (1 +K (xj, X⊤) v+ + b+)
2 exp{a (1 +K (xj, X⊤) v+ + b+)}

)
,

j = 1, . . . , l−, (44)

(Non-linear Wave-TSVM-2)

min
v−,b−,ζ+

l−∑
j=1

1

2

(
K
(
xj, X

⊤) v− + b−
)2

+
1

2
C3

(
∥v−∥22 + b2−

)
+ C4

l+∑
i=1

ζ+i ,

s.t. ζ+i =
1

λ

(
1− 1

1 + λ (1−K (xi, X⊤) v− − b−)
2 exp{a (1−K (xi, X⊤) v− − b−)}

)
,

i = 1, . . . , l+. (45)

The method for solving problems (44) and (45) is akin to the linear scenario.
The iterative method corresponds to this is derived as follows:

vt+1
1 =−

(
MM⊤ + C1I

)−1(
l−∑
j=1

C2Nj

(
1 +N⊤

j v
t
1

) (
a
(
1 +N⊤

j v
t
1

)
+ 2
)
exp

(
a
(
1 +N⊤

j v
t
1

))
{1 + λ

(
1 +N⊤

j v
t
1

)2
exp

(
a
(
1 +N⊤

j v
t
1

))
}2

)
,

(46)

and

vt+1
2 =

(
NN⊤ + C3I

)−1(
l+∑
i=1

C4Mi

(
1−M⊤

i v
t
2

) (
a
(
1−M⊤

i v
t
2

)
+ 2
)
exp

(
a
(
1−M⊤

i v
t
2

))
{1 + λ

(
1−M⊤

i v
t
2

)2
exp

(
a
(
1−M⊤

i v
t
2

))
}2

)
.

(47)

Here M =
[
K
(
X+, X

⊤) , e1]⊤ ∈ R(l+1)×l+ , N =
[
K
(
X−, X

⊤) , e2]⊤ ∈
R(l+1)×l− ; Mi is the ith column of the matrix M , Nj is the jth column of
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the matrix N . v1 =
[
v⊤+, b+

]⊤
, v2 =

[
v⊤−, b−

]⊤
. Further, for simplification,

we use Ej and Fi to represent
(
1 +N⊤

j v1
)
and

(
1−M⊤

i v2
)
, respectively.

It’s important to highlight that equations (46) and (47) entail the intri-
cate calculation of matrix inversion. Therefore, we utilized the Sherman-
Morrison-Woodbury (SMW) theorem [35] to alleviate computational com-
plexity. Subsequently, in equations (46) and (47), the inverse matrices are
substituted with the following matrices:

Q1 =
1

C1

(
I −M

(
C1I +M⊤M

)−1
M⊤

)
, (48)

and

Q2 =
1

C3

(
I −N

(
C3I +N⊤N

)−1
N⊤
)
. (49)

Using the equations (48) and (49), the iterative approach can be derived in
the following manner:

vt+1
1 =−Q1N̂st1, (50)

and

vt+1
2 =Q2M̂st2, (51)

where t denotes the number of iteration. Also, N̂ =
[
C2N1, . . . , C2Nl−

]
∈

R(l+1)×l− , and M̂ =
[
C4M1, . . . , C4Ml+

]
∈ R(l+1)×l+ . Additionally, st1 ∈ Rl− ,

st1j =
Et

j(aEt
j+2) exp(aEt

j)
{1+λEt

j
2 exp(aEt

j)}2
, j = 1, . . . , l− ; st2 ∈ Rl+ , st2i =

F t
i (aF t

i +2) exp(aF t
i )

{1+λF t
i
2 exp(aF t

i )}2
,

i = 1, . . . , l+. The iterative procedure can be established by iterating through
equations (50) and (51) until convergence is achieved. Consequently, upon
obtaining the solutions v+, b+ and v−, b−, we can then determine the positive
and negative hypersurfaces generated by the kernel.

For a new sample x̃ ∈ Rn, we use the following decision function:

Class of x̃ =

+1, if
|K(x̃,X⊤)v++b+|√

v⊤+K(X,X⊤)v+
≤ |K(x̃,X

⊤)v−+b−|√
v⊤−K(X,X⊤)v−

,

−1, otherwise.
(52)

The iterative algorithm structure for non-linear Wave-TSVM subproblem
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(44) is clearly described in Algorithm 2. The structure for subproblem (45)
is similar to it.

Algorithm 2 Non-linear Wave-TSVM

Input:
Training dataset: {xi, yi}li=1, yi ∈ {−1, 1};
The parameters: Convergence precision (η), maximum iteration number
(T ), parameter C1 and C2, wave loss parameters a and λ, iteration number
t = 0;
Initialize: v01;
Ensure: v+, b+;

1 : M =
[
K
(
X+, X

⊤) , e1]⊤ , N =
[
K
(
X−, X

⊤) , e2]⊤.
2 : while t ≤ T do
3 : for j ← 1 to l− do

4 : st1j ←
Et

j(aEt
j+2) exp(aEt

j)
{1+λEt

j
2 exp(aEt

j)}2
.

5 : end for
6 : vt+1

1 ← −Q1N̂st1
7 : if

∥∥vt+1
1 − vt1

∥∥ < η then
8 : break
9 : else
10 : t← t+ 1
11 : end if
12 : end while
13 :

(
v⊤+, b+

)⊤
= vt+1

1 .

2.5. Computational Complexity

In this subsection, we discuss the computational complexity of the pro-
posed Wave-SVM and Wave-TSVM. Let l and n denote the number of sam-
ples and features in training dataset, respectively, and k denote the size of
the mini-batch. The l+ and l− denote the count of positive and negative
samples, respectively. The computational complexity of Wave-SVM is dom-
inated by the computation of the gradients, characterized by a complexity
of O(k2). Further, the process of computing the moving averages of the
gradients’ first and second moments, as well as performing bias correction
for these averages, both require O(k) operations, as we have k model pa-
rameter to compute. Therefore, the overall computational complexity of the
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Wave-SVM can be considered as O(T (k2+ k)), where T represents the max-
imum number of iterations. This encapsulates the fundamental operations
involved in training the Wave-SVM and underscores its scalability concern-
ing the number of iterations and features. The computational complexity of
Wave-TSVM primarily arises from the computation of matrix inversion. In
the linear case, the algorithm requires solving the inverse of a (n+1)×(n+1)
matrix, which results in a time complexity of O((n+1)3). For the non-linear
case, the algorithm needs to compute the inverse of two matrices: one of
size l+× l+ and the other of size l−× l−, with computational complexities of
O(l3+) and O(l3−), respectively. Hence, for non-linear Wave-TSVM, the time
complexity is O(T (l3++ l3−)). It is evident that non-linear Wave-TSVM is not
well-suited for large-scale datasets due to its cubic computational complexity
growth in relation to the sample size.

3. Numerical Experiments

In this section, we assess the proposed Wave-SVM and Wave-TSVM
against the baseline models, including C-SVM [2], Pin-SVM [14], LINEX-
SVM [21], FP-SVM [18], TSVM [9], Pin-GTSVM [36], SLTSVM [37], and
IF-RVFL [38]. For experiments, we downloaded 42 binary datasets of diverse
domains from the UCI [39] and KEEL [40] repositories. The detailed descrip-
tion of datasets is provided in Table 1 of the supplementary file. Additionally,
we assess the models on the Alzheimer’s disease (AD) dataset, available on
the Alzheimer’s Disease Neuroimaging Initiative (ADNI) (adni.loni.usc.edu).
A detailed discussion on the experimental setup, parameter selection, and
data preprocessing is provided in Section 1 of the supplementary file.

3.1. Evaluation on UCI and KEEL datasets

For a fair comparison of the proposed Wave-SVM and Wave-TSVM with
baseline models, we compare Wave-SVM with C-SVM, Pin-SVM, LINEX-
SVM, and FP-SVM, andWave-TSVMwith TSVM, Pin-GTSVM, and SLTSVM.
In essence, we compared Wave-SVM and Wave-TSVM with SVM type mod-
els and TSVM type models, respectively. Additionally, we compare Wave-
TSVM with IF-RVFL.

First, we discuss the experimental outcomes of Wave-SVM. For linear
case, the average classification accuracy and training time of the proposed
Wave-SVM and the baseline models (C-SVM, Pin-SVM, LINEX-SVM, and
FP-SVM) are presented in Table 2. The detailed experimental results for
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each dataset are presented in Table 6 of the supplementary file. The aver-
age accuracy of the existing C-SVM, Pin-SVM, LINEX-SVM, and FP-SVM
are 82.21%, 89.1%, 77.41%, and 89.73% respectively, whereas, the average
accuracy of the proposed Wave-SVM is 91.15%, surpassing the baseline mod-
els. The average training time, expressed in seconds, of C-SVM, Pin-SVM,
LINEX-SVM, FP-SVM, and the proposed Wave-SVM are 4.6266s, 7.074s,
0.0033s, 2.254, and 0.0049s, respectively. This observation strongly under-
scores the substantial superiority of the proposed Wave-SVM over C-SVM
and Pin-SVM. However, its training time is marginally extended compared to
LINEX-SVM. Nonetheless, it still demonstrates commendable performance
in terms of training time. The optimal parameters of linear Wave-SVM and
baseline models corresponding to the accuracy values are presented in Table
7 of the supplementary file. For the non-linear case, the average accuracy
and training time of the proposed Wave-SVM and baseline models are pre-
sented in Table 3. The detailed experimental results of non-linear Wave-SVM
against baseline models for each dataset are presented in Table 8 of the sup-
plementary file. The average accuracy of C-SVM, Pin-SVM, LINEX-SVM,
FP-SVM, and the proposed Wave-SVM are 89.46%, 89.97%, 86.63%, 90.18%,
and 91.92%, respectively. Evidently, the proposed Wave-SVM achieves the
highest classification accuracy in comparison with the baseline models. The
average training time of C-SVM, Pin-SVM, LINEX-SVM, FP-SVM, and the
proposed Wave-SVM are 7.57s, 8.64s, 0.0137s, 1.39s, and 0.0219s, respec-
tively. The outcomes manifest that the proposed Wave-SVM exhibits re-
markable efficiency. Its training time is significantly less than C-SVM and
Pin-SVM, indicating its enhanced computational efficiency. However, the
proposed Wave-SVM takes a slightly longer time to train than the LINEX-
SVM, although the difference in training time is minor. It is noteworthy that
the comparative evaluation of accuracy and training time shows the overall
performance of the models. Thus, the proposed Wave-SVM’s ability to strike
a balance between classification accuracy and training time makes it a supe-
rior model in comparison to the baseline models. The optimal parameters
of non-linear Wave-SVM and baseline models corresponding to the accuracy
values are presented in Table 9 of the supplementary file.

To assess the TSVM type models, given the substantial computational
complexity of the proposed Wave-TSVM due to the matrix inversion, we ex-
cluded datasets with either over 5000 samples or more than 25 features. This
exclusion resulted in a remaining set of 32 datasets. The average experimen-
tal outcomes for the non-linear proposed Wave-TSVM and baseline mod-
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els, including TSVM, Pin-GTSVM, SLTSVM, and IF-RVFL, across these 32
datasets are presented in Table 4. For detailed results on each dataset, refer
to Table 10 of the supplementary file. The average classification accuracies
of the existing TSVM, Pin-GTSVM, IF-RVFL, and SLTSVM are 86.49%,
83.24%, 83.8%, and 85.98%, respectively. In contrast, the average accuracy
of the proposed Wave-TSVM is 87.91%, surpassing that of baseline models.
These findings strongly emphasize the significant superiority of the proposed
Wave-TSVM over the baseline models. The optimal parameters of non-linear
Wave-TSVM and baseline models corresponding to the accuracy values are
outlined in Table 11 of the supplementary file.

Further, to offer additional substantiation for the enhanced efficacy of
the proposed Wave-SVM and Wave-TSVM, we conducted a thorough statis-
tical analysis of the models, for which we follow four tests: ranking scheme,
Friedman test, Nemenyi post hoc test, and Win-Tie-Loss sign test [41]. The
detailed discussion of the statistical tests and their results is presented in
Section 2 of the supplementary file.

Table 2: Average accuracy, training time and rank for linear Wave-SVM against baseline
models on benchmark UCI and KEEL datasets.

Dataset C-SVM [2] Pin-SVM [14] LINEX-SVM [21] FP-SVM [18] Wave-SVM†

Avg. Acc. 82.21 89.1 77.41 89.73 91.15
Avg. Time 4.6266 7.074 0.0033 2.254 0.0049
Avg. Rank 3.73 2.52 4.29 2.49 1.68
† represents the proposed model.
Here, Avg. and Acc. are acronyms used for average and accuracy, respectively.

Table 3: Average accuracy, training time and rank for non-linear Wave-SVM against
baseline models using Gaussian kernel function on benchmark UCI and KEEL datasets.

Dataset C-SVM [2] Pin-SVM [14] LINEX-SVM [21] FP-SVM [18] Wave-SVM†

Avg. Acc. 89.46 89.97 86.63 90.18 91.92
Avg. Time 7.57 8.64 0.0137 1.39 0.0219
Avg. Rank 3.37 2.85 4.16 2.53 1.8
† represents the proposed model.
Here, Avg. and Acc. are acronyms used for average and accuracy, respectively.

3.2. Evaluation on UCI and KEEL datasets with Gaussian noise

While the UCI and KEEL datasets used in our evaluation reflect real-
world circumstances, it is essential to acknowledge that outliers or noise can
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Table 4: Average accuracy and rank for non-linear Wave-TSVM against baseline models
on benchmark UCI and KEEL datasets.

Dataset TSVM [9] Pin-GTSVM [36] IF-RVFL [38] SLSTSVM [37] Wave-TSVM†

Avg. Acc. 86.49 83.24 83.8 85.98 87.91
Avg. Rank 2.78 3.55 3.75 2.92 2
† represents the proposed model.
Here, Avg. and Acc. are acronyms used for average and accuracy, respectively.

arise due to various factors. To showcase the effectiveness of the proposed
Wave-SVM and Wave-TSVM, even in adverse conditions, we deliberately
added feature noise to selected datasets. We selected 6 diverse datasets
for our comparative analysis, namely breast cancer wisc, credit approval,
horse colic, led7digit-0-2-4-5-6-7-8-9 vs 1, monk1, and yeast2vs8. To ensure
impartiality in evaluating the models, we selected 2 datasets where the pro-
posed Wave-SVM achieves the highest performance compared to baseline
models at 0% noise level (refer to Table 8 of supplementary). Further, we
selected 2 datasets where the proposed Wave-SVM does not achieve the high-
est performance and 2 datasets where the proposed Wave-SVM ties with an
existing model. To carry out a comprehensive evaluation, we added Gaussian
noise at varying levels of 5%, 10%, 20%, and 30% to corrupt the features of
these datasets. The accuracy values of Wave-SVM against baseline models
for the selected datasets with 5%, 10%, 20%, and 30% level of noise are
presented in Table 5. Out of 6 diverse datasets, the proposed Wave-SVM
outperforms the baseline models on 5 datasets and attains second position
on 1 dataset, as per the average accuracies at different levels of noise. This
outcome unequivocally underscores the significance of the proposed Wave-
SVM as a robust model. The optimal parameters of Wave-SVM and baseline
models corresponding to the accuracy values on noisy datasets are presented
in Table 8 of the supplementary. Similarly, the accuracy values of Wave-
TSVM against baseline models for the selected datasets with 5%, 10%, 20%,
and 30% noise level are outlined in Table 6. Out of the 6 diverse datasets,
the proposed Wave-TSVM surpasses the baseline algorithms on 4 datasets,
achieves the second position on 1 dataset, and secures the third position on
1 dataset, based on the average accuracies at different noise levels. This
result demonstrate the significance and robustness of Wave-TSVM. The op-
timal parameters of Wave-TSVM and baseline models corresponding to the
accuracy values on noisy datasets are presented in Table 10 of the supplemen-
tary. Through subjecting the models to rigorous conditions, we demonstrate
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the exceptional performance and superiority of the proposed Wave-SVM and
Wave-TSVM, especially in adverse scenarios.

Table 5: Performance comparison of the proposed Wave-SVM compare baseline models
on benchmark UCI and KEEL datasets with Gaussian noise.

Model C-SVM [2] Pin-SVM [14] LINEX-SVM [21] FP-SVM [18] Wave-SVM†

Dataset Noise Accuracy Accuracy Accuracy Accuracy Accuracy
breast cancer wisc 5% 93.68 97.7 100 100 100

10% 94.25 97.7 100 100 100
20% 87.36 97.7 100 100 100
30% 85.14 98.85 100 100 100

Avg. Acc. 90.11 97.99 100 100 100
credit approval 5% 85.55 84.88 91.33 94.8 97.11

10% 86.13 85.47 89.02 95.38 96.53
20% 84.97 86.13 89.02 95.38 92.49
30% 84.39 84.97 89.02 94.8 93.64

Avg. Acc. 85.26 85.36 89.6 95.09 94.94
horse colic 5% 70.65 76.09 81.52 85.87 86.96

10% 70.65 73.91 82.61 84.78 86.96
20% 69.57 71.74 80.43 88.04 86.96
30% 68.48 69.57 80.43 86.96 84.78

Avg. Acc. 69.84 72.83 81.25 86.41 86.41
led7digit-0-2-4-5-6-7-8-9 vs 1 5% 96.4 96.4 96.4 97.3 100

10% 96.4 96.4 93.69 98.2 98.2
20% 96.4 96.4 95.45 97.3 98.2
30% 96.36 96.4 94.59 97.3 99.1

Avg. Acc. 96.39 96.4 95.03 97.52 98.88
monk1 5% 56.12 53.96 56.83 59.71 65.47

10% 54.68 57.55 53.96 58.27 66.19
20% 55.4 56.83 56.12 58.27 64.03
30% 58.27 56.83 56.83 61.87 64.75

Avg. Acc. 56.12 56.29 55.93 59.53 65.11
yeast2vs8 5% 98.35 98.35 98.35 99.17 99.17

10% 98.35 98.35 98.35 99.17 100
20% 98.35 98.35 98.35 99.17 100
30% 98.35 98.35 98.35 99.17 100

Avg. Acc. 98.35 98.35 98.35 99.17 99.79
† represents the proposed model.
Here, Avg. and Acc. are acronyms used for average and accuracy, respectively.
The boldface and underline indicate the best and second-best models, respectively, in terms of average accuracy.

3.3. Results Analysis on ADNI dataset

Alzheimer’s disease (AD) is a widely recognized neurodegenerative ill-
ness that progressively results in memory loss and cognitive impairments.
AD development is irreversible and manifests as atrophy in the brain’s inner
regions. It is predicted that by the year 2050, one out of every 85 individ-
uals will suffer from AD [42]. Multiple studies indicate that early detection
and intervention can slow down the progression of AD. Therefore, to mit-
igate further growth, treatment should commence at the earliest possible
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Table 6: Performance comparison of the proposed Wave-TSVM compare baseline models
on benchmark UCI and KEEL datasets with Gaussian noise.

Model TSVM [9] Pin-GTSVM [36] IF-RVFL [38] SLSTSVM [37] Wave-TSVM†

Dataset Noise Accuracy Accuracy Accuracy Accuracy Accuracy
breast cancer wisc 5% 88.01 88.68 83.57 78.16 87.36

10% 88.01 88.68 83.57 78.16 85.63
20% 86.9 87.37 83.57 78.16 83.91
30% 84.37 85.5 83.57 78.16 80.46

Avg. Acc. 86.82 87.56 83.57 78.16 84.34
credit approval 5% 91.84 90.18 80.92 80.92 91.33

10% 89.53 87.57 80.92 80.81 89.02
20% 86.37 87.57 80.92 79.65 88.44
30% 85.95 84.08 80.92 73.41 86.13

Avg. Acc. 88.42 87.35 80.92 78.7 88.73
horse colic 5% 75.04 82.25 77.61 75 77.17

10% 75.04 79.9 77.61 71.74 84.78
20% 73.22 79.9 77.61 70.65 76.09
30% 69.04 68.86 77.61 72.83 76.09

Avg. Acc. 73.1 77.73 77.61 72.55 78.53
led7digit-0-2-4-5-6-7-8-9 vs 1 5% 95.3 93.81 89.37 95.5 98.2

10% 95.3 87.09 89.37 95.5 95.5
20% 93.5 87.09 89.37 93.69 95.45
30% 91.4 84.5 89.37 93.69 94.59

Avg. Acc. 93.87 88.12 89.37 94.6 95.93
monk1 5% 55.71 52.15 61.15 61.15 58.99

10% 56.99 52.15 61.15 60.43 60.43
20% 58.15 53.98 61.15 57.55 60.43
30% 59.71 51.18 61.15 61.15 60.43

Avg. Acc. 57.64 52.37 61.15 60.07 60.07
yeast2vs8 5% 99.17 88.55 89.92 97.52 98.35

10% 98.35 88.55 89.92 98.35 99.17
20% 97.69 88.55 89.92 98.35 98.35
30% 96.04 88.1 89.92 97.52 98.35

Avg. Acc. 97.81 88.44 89.92 97.93 98.55
† represents the proposed model.
Here, Avg. and Acc. are acronyms used for average and accuracy, respectively.
The boldface and underline indicate the best and second-best models, respectively, in terms of average accuracy.
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stage. The ADNI project, initiated by Michael W. Weiner in 2003, aims
to examine various neuroimaging techniques, including positron emission to-
mography (PET), magnetic resonance imaging (MRI), and other diagnostic
tests for AD, particularly at the mild cognitive impairment (MCI) stage.
AD data is publicly available on the ADNI repository, which is accessible
at adni.loni.usc.edu. The pipeline for feature extraction opted in this paper
is the same as followed in [43]. The dataset contains three cases: control
normal (CN) versus AD, CN versus MCI, and MCI versus AD.

The accuracy of the proposed Wave-SVM, as well as baseline models for
AD diagnosis, are presented in Table 7. We examine that with an average
accuracy of 79.11%, the proposed Wave-SVM is the best model. The average
accuracies of baseline algorithms, C-SVM, Pin-SVM, and LINEX-SVM are
70.55%, 78.16%, and 75.99%, respectively. With an accuracy of 88.46% and
79.45%, the proposed Wave-SVM is the most accurate classifier for CN versus
AD and MCI versus AD cases. For CN versus MCI case, Pin-SVM came out
on top followed by the proposed Wave-SVM. Overall, the proposed Wave-
SVM has emerged as the best classifier in comparison to the baseline models
for AD diagnosis.

Table 7: Results of the proposed non-linear Wave-SVM against baseline models on ADNI
dataset.

Model C-SVM [2] Pin-SVM [14] LINEX-SVM [21] FP-SVM [18] Wave-SVM†

Dataset Accuracy Time Accuracy Time Accuracy Time Accuracy Time Accuracy Time
(# of samples, # of features) (C, σ) (τ , C, σ) (a, C, σ) (C, σ, τ1, τ2) (λ, a, C, σ)
CN versus AD 82.26 0.0206 84.61 0.006 86.54 0.0011 84.62 0.0668 88.46 0.0019
(415 ,91) 1,1 0,0.1,0.001 -1,0.001,1 0.000001, 0.000001, 0.5, 0 0.1,-0.6,1000,10
CN versus MCI 63.1 0.0247 74.52 0.0119 68.15 0.0018 75.15 0.0241 69.43 0.0027
(626, 91) 10,1 0.2,0.1,0.001 -1,1000,10 0.0001, 0.01, 0, 0.4 0.7,3.2,0.001,10
MCI versus AD 66.28 0.0176 75.34 0.0502 73.29 0.0014 73.97 0.0444 79.45 0.0024
(585, 91) 1,1 0,10,0.01 -1,0.001,1 1000000, 0.000001, 0, 0.8 0.1,0.3,100,10
Avg. Acc. and Avg. Time 70.55 0.021 78.16 0.0227 75.99 0.0014 77.91 0.0451 79.11 0.0023
† represents the proposed model.
Here, Avg. and Acc. are acronyms used for average and accuracy, respectively.

4. Conclusions and Future work

In this paper, we have emphasized the pivotal role of the loss function
within the realm of supervised learning, highlighting how the choice of the
appropriate loss function significantly influences the proficiency of the devel-
oped models. We introduced an innovative asymmetric loss function named
wave loss. This novel loss function is distinguished by its aptitude for han-
dling outliers, resilience against noise, bounded characteristics, and an essen-
tial smoothness property. These distinctive attributes collectively position
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the wave loss function to effectively address the complex challenges posed
by real-world data. Further, by showing the possession of classification-
calibrated property, we have laid the foundation for its broader adoption
in real-world applications. Additionally, the amalgamation of the proposed
wave loss into the least squares setting of SVM and TSVM led to the develop-
ment of two innovative models: Wave-SVM and Wave-TSVM, respectively.
These models offer a robust and smooth alternative to existing classifiers,
contributing to the advancement of classification techniques. Notably, the
incorporation of the Adam algorithm for optimizing the Wave-SVM brings
further innovation, as this is the first time that Adam has been utilized to
solve an SVM model. This strategic use of Adam not only improves the
efficiency of Wave-SVM but also offers a solution for handling large-scale
problems. To tackle the optimization problem of Wave-TSVM, we utilize an
iterative algorithm that requires matrix inversion at each iteration, which is
intractable for large datasets. In the future, one can reformulate the Wave-
TSVM to circumvent the need to compute matrix inversion. The empirical
results garnered from a diverse spectrum of UCI and KEEL datasets (with
and without feature noise) undeniably affirm the efficacy of the proposed
Wave-SVM and Wave-TSVM against baseline algorithms.

However, we did not explore the application of the wave loss function
within deep learning models, which presents an avenue for future research.
Looking ahead, the crucial smoothness property inherent to the wave loss
function suggests promising possibilities for its fusion with advanced machine
learning and deep learning techniques. In future, researchers can explore
the fusion of the wave loss function with cutting-edge methodologies like
support matrix machines to tackle complex real-world problems. The source
codes of the proposed models are publicly available at https://github.com/
mtanveer1/Wave-SVM.
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