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1 Introduction

The quark-gluon plasma (QGP), created in high-energy nuclear collision experiments such

as those at the Relativistic Heavy Ion Collider (RHIC) and the Large Hadron Collider

(LHC), is a type of extreme Quantum Chromodynamics (QCD) matter that exhibits strong

coupling and is influenced heavily by non-perturbative phenomena. Perturbative QCD

proves inadequate in these strong coupling scenarios [1, 2], hence lattice QCD methods are

employed to explore the static equilibrium properties of this state of matter. In addition,

there exists an alternative non-perturbative approach known as the AdS/CFT correspon-

dence [3–5], which facilitates the investigation of dynamic properties of QGP in a strong

coupling regime. This correspondence draws a parallel between N = 4 SU(Nc) super-Yang-

Mills theory and type IIB string theory on a combined AdS5 × S5 space, offering a robust

method to analyze strongly interacting gauge theories when the number of color charges

Nc is large, and the ’t Hooft coupling is also substantial. The original form of this duality

linked an asymptotically AdS space to a conformal gauge theory at a temperature of abso-

lute zero. However, recognizing that the properties of QGP are dependent on temperature,

researchers have strived to broaden this duality to encapsulate holographic models that

depict the QGP at non-zero temperatures. This extension has been explored through both

top-down [6, 7] and bottom-up [8–14] approaches in various studies.

An intriguing aspect of QCD is the confinement-deconfinement phase transition, char-

acterized by a substantial increase in the QCD coupling constant. In proximity to the

transition temperature, there’s a notable suppression of quarkonium states because of the

nature of the deconfinement occured[15–19]. These phenomena can also be probed by em-

ploying the AdS/CFT correspondence and developing various specialized holographic dual

models[20–24]. Within the array of holographic models tailored to QCD, the construction

rooted in the Einstein-Maxwell-Dilaton(EMD) gravity framework stands out [25–33]. In
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Figure 1. A sketch of holographic drag force. z is the fifth dimension.

the recent work [34], we developed a machine learning assisted EMD model which includes

the information of equation of state and baryon number susceptibility from lattice QCD.

Quark jets traversing the QGP represent one of the most intriguing phenomena gener-

ated in high-energy nuclear collisions, and their interaction with the surrounding medium

presents a multifaceted challenge in contemporary physics. A fundamental experimental

measure tied to the study of quark jets is the transport coefficient, commonly known as

the jet quenching parameter. This parameter provides crucial insights into the quark en-

ergy dissipation within the hot and dense environment created in experiments at RHIC

and LHC [35–39]. The jet quenching parameter is quantified as the mean square of the

transverse momentum imparted from a parton to the surrounding medium per unit of the

parton’s mean free path [40]. Numerous models have been used to calculate the jet quench-

ing parameter [41–45]. Furthermore, the energy depletion of partons as they pass through

the QGP can be examined via the drag force exerted on heavy quarks moving within the

plasma [46]. Given the intensity of the interactions involved, holographic QCD models

have become invaluable in probing the dynamics underlying these processes. They offer

substantial insights into the characteristics of both the jet streams and the QGP, along

with the intrinsic interactions that culminate in the loss of quark energy.

Within the framework of the AdS/CFT correspondence, a heavy quark is represented

by a fundamental string anchored to a flavor brane. The endpoint of the string is perceived

as the quark in the boundary field theory, while the string itself symbolizes the gluonic field

enveloping the quark as in Fig. 1. The resistance experienced by a moving quark in the

plasma is reflected by the momentum flux from the trailing end of an open string into the

deeper AdS space [46–64]. In the vein of this duality, the jet quenching parameter is tied

to the thermal expectation of the Wilson loop operator, which is light-like and constructed

from the trajectories of the string’s endpoints. Numerous efforts have concentrated on

calculating this parameter within the scope of the AdS/CFT duality, providing valuable

insights into the intricate dynamics governing quark propagation and energy loss in the

QGP [46, 64–79].

In our study, we scrutinize key dynamical properties of the QGP such as drag force,
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diffusion coefficient, and the jet quenching parameter, which are pivotal for comprehending

the behavior of heavy quarks as they navigate through the plasma medium. Employing

the gauge/gravity duality as our investigative tool, we utilize the dynamical holographic

QCD model outlined in Ref. [34]. This model proves particularly apt for our analysis as

it encapsulates the effects of temperature across both confined and deconfined phases of

QCD, while also incorporating the chemical potential variations. Moreover, it faithfully

represents the equation of state and baryon number susceptibility observed in lattice QCD.

Given these comprehensive attributes, the model stands as an optimal tool for probing the

intricate characteristics of the QGP.

The structure of the article is organized as follows: Sec. 2 provides a brief review of

the holographic QCD model established by the EMD gravity introduced in [34]. Sec. 3

discusses the drag force experienced by a heavy quark in motion within the holographic

QCD dynamics model. In Sec. 4, we calculate the diffusion coefficient of the heavy quark.

Sec. 5 is devoted to the examination of the jet quenching parameter. Sec. 6 presents the

overall summary and conclusions of the article.

2 The EMD framework

First, we review the five-dimensional EMD system of our model [34]. This system comprises

a gravitational field gµν , a Maxwell field Aµ, and a dilaton field φ. In the Einstein frame,

its action is expressed by the following equation:

SE =
1

16πG5

∫

d5x
√−g

[

R− f(φ)

4
F 2 − 1

2
∂µφ∂

µφ− V (φ)

]

. (2.1)

Here, R is the Ricci scalar, Fµν = ∂µAν − ∂νAµ is the electromagnetic field tensor, with

f(φ) being the gauge kinetic function coupling to the gauge field Aµ, F is the Maxwell

field tensor, V (φ) is the dilaton potential, and G5 is the five-dimensional Newton constant.

The explicit forms of the gauge kinetic function f(φ) and the dilaton potential V (φ) can

be consistently solved through the equations of motion (EOMs).

We propose the following metric ansatz:

ds2 =
L2e2A(z)

z2

[

−g(z)dt2 +
dz2

g(z)
+ d~x2

]

, (2.2)

where z is the holographic radial coordinate in the fifth dimension and the AdS5 space

radius L is conventionally set to one, i.e., L = 1.

To obtain analytical solutions, we assume the forms of f(φ) and A(z) along with some

parameters. We adopt the metric ansatz:

A(z) = d ln(az2 + 1) + d ln(bz4 + 1), (2.3)

and the form of the gauge kinetic function f(z) as:

f(z) = ecz
2−A(z)+k. (2.4)
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Then, we can derive

g(z) = 1− 1
∫ zh
0 dxx3e−3A(x)







∫ z

0
dxx3e−3A(x) +

2cµ2ek
(

1− e−cz2
h

)2detG






, (2.5)

φ′(z) =

√

6

(

A′2 −A′′ − 2A′

z

)

, (2.6)

At(z) =
µ
(

e−cz2 − e−cz2
h

)

1− e−cz2
h

, (2.7)

and the dilaton potential as

V (z) = −3z2ge−2A

L2

[

A′′ +A′
(

3A′ − 6

z
+

3g′

2g

)

− 1

z

(

−4

z
+

3g′

2g

)

+
g′′

6g

]

. (2.8)

The determinant G is given by

detG =

∣

∣

∣

∣

∣

∫ zh
0 dy y3e−3A(y)

∫ zh
0 dy y3e−3A(y)−cy2

∫ z
zh

dy y3e−3A(y)
∫ z
zh

dy y3e−3A(y)−cy2

∣

∣

∣

∣

∣

.

The Hawking temperature and entropy of this black hole solution are given by the following

formulas,

T =
z3he

−3A(zh)

4π
∫ zh
0 dy y3e−3A(y)



1 +
2cµ2ek

(

e−cz2
h

∫ zh
0 dy y3e−3A(y) −

∫ zh
0 dy y3e−3A(y)−cy2

)

(1− e−cz2
h)2



 ,

(2.9)

s =
e3A(zh)

4G5z
3
h

. (2.10)

For convenient study of our holographic probes of interest, we use the metric in the string

frame :

ds2s =
L2e2As(z)

z2

(

−g(z)dt2 +
dz2

g(z)
+ dx21 + dx22 + dx23

)

, (2.11)

where As(z) = A(z) +
√

1
6φ(z).

There are three undetermined parameters a, b, and d in A(z), and two parameters

c and k in f(z), along with the Newton constant G5, making in total a six-dimensional

parameter space. The six parameters, as determined by machine learning from the data of

the EoS and baryon number susceptibility from the lattice QCD, vary among pure gluon,

2-flavor, and 2+1-flavor systems, as shown in Table 1 [34].
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a b c d k G5 Tc

Nf = 0 0 0.072 0 -0.584 0 1.326 0.265

Nf = 2 0.067 0.023 -0.377 -0.382 0 0.885 0.189

Nf = 2 + 1 0.204 0.013 -0.264 -0.173 -0.824 0.400 0.128

Table 1. Parameters given by the machine learning of pure gluon system, 2-flavor, and 2+1-flavor

system, respectively. Tc is the critical temperature calculated by c2s inflection. The unit of T is

GeV.

3 Drag Force

In this section, we calculate the drag force in three different systems. Firstly, we consider

a heavy quark moving with a constant velocity along one spatial direction, denoted by

x. Therefore, with the static gauge τ = t, σ = z, the embedding function of the heavy

quark string is X = {t, x(t, z), z}. The action of the fundamental string is given by the

Nambu-Goto action:

S = − 1

2πα′

∫

dσdτ
√−γ = − 1

2πα′

∫

dσdτ
√

−GttGzz −GttGxxx′2 −GxxGzzẋ2, (3.1)

where dots and primes denote derivatives with respect to τ and σ, respectively, and G

stands for the components of the background metric. The only one new parameter α′ is

taken to be 2.5 in this paper. To study the dynamics of the string, we use the metric from

Eq. (2.11). In the static gauge, the corresponding Lagrangian density takes the form,

L = − 1

2πα′
e2As(z)

z2

√

1− ẋ2

g(z)
+ g(z)x′2(z). (3.2)

The equation of motion for x is then,

∂t

(

ẋ√−γ′

)

− z2g(z)

e2As(z)
∂z

(

e2As(z)g(z)x′

z2
√−γ′

)

= 0. (3.3)

A static string stretching from the boundary to the horizon, x(t, z) = Constant, is a trivial

solution to this equation. For a string with an endpoint moving at a constant velocity v

on the boundary, we choose the following trial solution,

X = {t, vt+ ξ(z), z}, (3.4)

the equation of motion can be written as

e2As(z)g(z)ξ′(z)√−γz2
= const ≡ πx, (3.5)

where πx is the conserved quantity on the worldsheet. The equation for ξ is obtained as

follows,

ξ′(z) = ± πx
g(z)

√

√

√

√

g(z) − v2

e4As(z)g(z)
z4

− π2
x

. (3.6)
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The requirement that the function under the square root is real determines the constants

of motion,

g(zs)− v2 = 0,
e4As(zs)g(zs)

z4s
− π2

x = 0 ⇒ πx =
e2As(zs)v

z2s
. (3.7)

Finally, by substituting Eq. (3.7) into Eq. (3.6), we can solve for the string solution,

ξ′(z) = −e2As(zs)v

z2s

1

g(z)

√

√

√

√

g(z) − g(zs)
e4As(z)g(z)

z4
− e4As(zs)g(zs)

z4s

. (3.8)

π1
t and π1

x represent the flow of energy and momentum along the string, respectively. They

are given by,
(

π1
t

π1
x

)

=
T0L

4

√−γ

e4As(z)

z4

(

−vg(z)ξ′(z)

g(z)ξ′(z)

)

. (3.9)

It is straightforward to show that in the equation of motion, π1
x is indeed a constant, the

same as πx in Eq. (3.6). Similarly, like in the case of the N = 4 SYM plasma, we have

π1
t = −vπ1

x. This means that if we drag the quark at a constant velocity, the fraction of

energy flow π1
t at a given point on the string is constant. This is the energy dissipation of

the quark into the surrounding medium. Thus, the drag force can be obtained as follows

[46],

Fdrag =
dp

dt
=

dE

dx
= −π1

x = − 1

2πα′
e2As(zs)v

z2s
. (3.10)

The drag force in the AdS/Schwarzchild background can be obtained as follows [49],

F SYM
drag = −πT 2

√
λ

2

v√
1− v2

. (3.11)

In this background, we first need to numerically solve Eq. (3.7) to obtain zs, and then use

Eq. (3.10) to calculate the drag force.

In Fig. 2, we examine the variation of the drag force in a pure gluon system under

different conditions. Fig. 2 (a) shows the relationship between the drag force and velocity

in the case of zero chemical potential. As depicted, the drag force escalates continuously

with increasing velocity. In Fig. 2 (b), we present the variation of the drag force along

with increasing temperatures under zero chemical potential. The figure reveals an evident

increase of the drag force with rising temperature, converging towards its conformal value

in the N = 4 SYM theory. Furthermore, the discontinuity of the drag force as a function

indicates the first-order phase transition.

In Fig. 3, we can observe the variation of the drag force in a 2-flavor system under

different conditions. Fig. 3 (a) illustrates the drag force as a function of velocity at a fixed

temperature for various chemical potentials. It can be seen that as the velocity increases,

the drag force also increases, and the rate of this increase becomes more pronounced.

Additionally, an increase in the chemical potential further amplifies the rate of increase,
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Figure 2. (a) The drag force as a function of velocity for the pure gluon system at T = 0.265 GeV

and µ = 0. (b) The drag force as a function of temperature for the pure gluon system when a quark

is moving at the speed v = 0.3 and µ = 0.
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Figure 3. (a) The drag force as a function of velocity in a 2-flavor system at T = 0.189 GeV for

varying chemical potentials. (b) The drag force as a function of temperature for a 2-flavor system

when a quark is moving at the speed v = 0.3 under different chemical potentials.

meaning that the drag force at a given velocity rises with an increase in chemical potential.

Fig. 3 (b) displays the variation in drag force at different temperatures and chemical

potentials in a 2-flavor system, with the quark velocity set at v = 0.3. The graph clearly

shows a trend: as the temperature increases, the drag force also continuously increases.

This implies that the average kinetic energy of quarks and gluons increases, and thermal

motion is enhanced, thus increasing the scattering and interactions faced by a moving

quark, leading to a greater drag force. It can also be observed that for larger values of

µ at the same temperature, the drag force is greater. The chemical potential is generally

related to the particle number density, and a larger chemical potential means a higher quark

number density in the system. In a denser environment, scattering events among quarks are

more frequent, and interactions are stronger, hence a larger drag force. Furthermore, we

can see that there is a multiple-value (jump) region for the drag force around the first-order

phase transition.

In Fig. 4, we observe the variation in the drag force under different conditions within a

2+1 flavor system. Fig. 4 (a) displays the relationship between the drag force and velocity

at various chemical potentials at the critical temperature. It shows that the drag force

increases with velocity, indicating that in the 2+1 flavor system, the resistance faced by a

moving quark increases with its velocity. The higher the velocity, the greater the medium
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Figure 4. (a) The drag force as a function of velocity in a 2+1-flavor system at T = 0.128 GeV

for varying chemical potentials. (b) The drag force as a function of temperature for a 2+1-flavor

system with a quark moving at the speed v = 0.3 under different chemical potentials.

resistance that the quark needs to overcome. With an increase in chemical potential,

the rate at which the drag force increases also becomes more significant. This suggests

that at higher chemical potentials, corresponding to a ”denser” chemical environment, the

quarks experience a more pronounced resistance when increasing their velocity. Fig. 4 (b)

displays the variations in drag force within a 2+1 flavor system under various temperatures

and chemical potentials when the velocity of the quark is set at v = 0.3. It is clearly

shown a trend where the drag force increases as the temperature rises, indicating that the

average kinetic energy of quarks and gluons increases, thereby enhancing their thermal

motion. As a result, the drag force experienced by a moving quark due to scattering and

interaction increases. The impact of chemical potential on drag force is not pronounced at

low temperatures but becomes significant at higher temperatures. At a given temperature,

a larger µ value correlates with a greater drag force; the chemical potential is generally

associated with particle number density, and a higher chemical potential implies a denser

quark number in the system. In such a dense environment, quarks scatter more frequently,

and interactions are stronger, leading to an increased drag force. Additionally, a multiple-

value region is observed on the curve at µ = 1, which means that a first-order phase

transition has occurred in the system.

From Eq. (3.10), it can be deduced that energy loss is equal to the drag force, allowing

us to plot the relationship between energy loss and momentum for different systems. Fig.

5 illustrates this relationship in a pure gluon system at zero chemical potential for quarks

with the bottom (mb = 4.7 GeV) and charm quark (mc = 1.3 GeV) [80, 81]. Fig. 6

shows the relationship for a 2-flavor system at zero chemical potential with the bottom

(mb = 4.7 GeV) and charm quark (mc = 1.3 GeV), and Fig. 7 depicts the same for a 2+1

flavor system at zero chemical potential. From Fig. 5, Fig. 6, and Fig. 7, it is evident

that energy loss increases with momentum. The mass of the quarks also affects energy

loss; lighter quarks yield greater energy loss. Moreover, temperature has a more significant

impact on energy loss than quark mass, with higher temperatures leading to increased
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Figure 5. Energy loss of the bottom (mb = 4.7 GeV) and charm quark (mc = 1.3 GeV) in a pure

gluon system as a function of momentum p. (a) The energy loss as a function of momentum at

temperature T = 1.1Tc. (b) The energy loss as a function of momentum at temperature T = 2Tc.
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Figure 6. Energy loss of the bottom (mb = 4.7 GeV) and charm quark (mc = 1.3 GeV) in a

2-flavor system as a function of momentum p. (a) The energy loss as a function of momentum at

temperature T = 1.1Tc. (b) The energy loss as a function of momentum at temperature T = 2Tc.
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Figure 7. Energy loss of the bottom (mb = 4.7 GeV) and charm quark (mc = 1.3 GeV) in a

2+1-flavor system as a function of momentum p. (a) The energy loss as a function of momentum at

temperature T = 1.1Tc. (b) The energy loss as a function of momentum at temperature T = 2Tc.

energy loss.
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4 Diffusion Coefficient

We next proceed with the study of the diffusion coefficient. In the AdS/Schwarzchild

background, the drag force Eq. (3.11) can be rewritten as [49]

F SYM
drag = −πT 2

√
λ

2m

vm√
1− v2

= −ηDp, (4.1)

where m denotes the mass of the heavy quark, ηD is the drag coefficient, and p = vm√
1−v2

is

the momentum. The diffusion time tSYM is given by [49]

tSYM =
1

ηD
=

2m

πT 2
√
λ
, (4.2)

and the diffusion coefficient DSYM can be expressed as [49]

DSYM =
T

m
tSYM =

2

πT
√
λ
. (4.3)

Eq. (3.10) can be rewritten as

Fdrag = −e2As(zs)
√
1− v2

π2T 2L2z2s

πT 2
√
λ

2m

vm√
1− v2

, (4.4)

where we take:
√
λ =

g2
YM

Nc

4π = L2

α′ , with L being the radius of the AdS space, and α′ the

square of the string length parameter in string theory. The diffusion time t is

t =
2m

πT 2
√
λ

π2T 2L2z2s
e2As(zs)

√
1− v2

. (4.5)

The diffusion coefficient D can be represented as

D =
T

m
t =

2

πT
√
λ

π2T 2L2z2s
e2As(zs)

√
1− v2

. (4.6)

From Eq. (4.3) and Eq. (4.6), we can deduce

D

DSYM
=

π2T 2L2z2s
e2As(zs)

√
1− v2

. (4.7)

The observation presented in your description illustrates the temperature-dependent be-

havior of the diffusion coefficient ratio in three different systems under varying chemical

potentials (µ values) within an AdS/Schwarzschild background, considering a quark veloc-

ity of v = 0.3. From Fig. 8, it can be observed that as the temperature increases, the ratio

of the diffusion coefficient to its conformal value in the N = 4 SYM theory also increases.

This growth indicates that the diffusive properties of the system become more akin to the

behaviors predicted by conformal field theory at higher temperatures. The graph also dis-

plays that under different chemical potentials, as temperature rises, this ratio ultimately

trends towards 1. At lower temperatures, the impact of the chemical potential on the

system’s properties is more pronounced, but as the temperature escalates, the influence
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Figure 8. The scaled diffusion coefficient D /DSYM as a function of temperature for different

systems and different chemical potentials. (a) The pure gluon system, (b) The 2-flavor system,(c)

The 2+1 flavor system. The unit of temperature and chemical potential are in GeV.

of the chemical potential diminishes, and the role of temperature becomes more domi-

nant. This differential interaction between temperature and chemical potential is key to

understanding physical processes such as phase transitions and critical phenomena. The

convergence at high temperatures suggests that the diffusion behavior of the system be-

comes more consistent with predictions from conformal theory, reflecting the conformal

behavior that QCD-like theories might exhibit in high-temperature regions. Conversely,

at lower temperatures, a larger deviation in this ratio highlights the amplification of non-

conformal effects, signifying the emergence of more complex interactions and phenomena

when moving away from the high-temperature limit, where QCD-like systems no longer ex-

hibit properties akin to those of simpler conformal theories. Additionally, the graph shows

a similar multiple-value region to that observed with the drag force, indicating that when

the chemical potential exceeds a certain threshold, the system undergoes the first-order

phase transition.

We compare the spatial heavy quark diffusion coefficient, normalized by 2πT , with the

estimates from lattice QCD, ALICE, Next-to-Leading Order (NLO) perturbative predic-

tions, as depicted in Fig. 9. We can see that the results of our model almost fall within the

error bars of the lattice data for Nf = 0 and Nf = 2 + 1 [82]. For the 2-flavor system, the

curves correspond to our predictive results. Our holographic results for different flavors fit

the results of ALICE well [83]. At high temperatures, our results for D show slight dis-

crepancies with the NLO perturbative predictions [84]. Moreover, our holographic results

of Nf = 2 and Nf = 2 + 1 coincide completely with the region of Duke hydro/transport

model [85].

5 Jet Quenching Parameter

We now turn to the study of the jet quenching parameter. As is well-known, the jet

quenching parameter q̂ is related to Wilson loops, as shown in the following

〈WA[C]〉 ≈ exp

(

− 1

4
√
2
q̂L−L′2

)

, (5.1)
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Figure 9. The scaled diffusion coefficient 2πTD as a function of T/Tc. The lattice data in the

figure are results from Ref. [82]. The results of ALICE are from Ref. [83]. The orange dashed line

represents the NLO perturbative calculations [84]. The pink region represents Bayesian inference

results from the Duke hydro/transport model [85]. The solid curves represent the results of our

model.

where WA[C] is the Wilson loop in the adjoint representation, and C is a rectangular

contour of size L′ × L−. The quark and antiquark are separated by a small L′ and travel

along the L−.

Simultaneously, the following equation can be used

〈WA[C]〉 ≈ 〈WF [C]〉2, (5.2)

and

〈WF [C]〉 ≈ exp[−SI ], (5.3)

where WF [C] is the fundamental representation of the Wilson loop, and SI = S−S0 (with

S being the total energy of the quark-antiquark pair, and S0 the self-energy of isolated

quarks and antiquarks). The general relation for the jet quenching parameter is given by

q̂ =
8
√
2SI

L−L′2 . (5.4)

Using light-cone coordinates x± = (x1±t)√
2

, the metric takes the form

ds2 =
L2e2As(z)

z2

[

dx22 + dx23 +
1

2
(1− g(z))

(

dx+2 + dx−2
)

+ (1 + g(z))dx+dx− +
dz2

g(z)

]

.

(5.5)
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With the string parameterized by xµ(τ, σ), the Nambu-Goto action can be written as

SNG =
1

2πα′

∫

dσdτ
√

− det γαβ , (5.6)

where γαβ is the induced metric on the string worldsheet, with the worldsheet coordinates

σα = (τ, σ) set as (x−, x3). The selection of a particular static gauge coordinate follows,

x− = τ, x3 = σ, x+ = x2 = const. (5.7)

If one assumes a profile where z is a function of σ, then Eq. (5.5) can be rewritten as

ds2 =
L2e2As(z)

z2

[

1

2
(1− g(z))dτ2 + (1 +

z′2

g(z)
)dσ2

]

, (5.8)

where z′ = dz
dσ . Thus, SNG can be written as

SNG =
L−

√
2πα′

∫ L
′

2

0
dσ

e2As(z)

z2

√

1− g(z)

2
(1 +

z′2

g(z)
). (5.9)

Since the Lagrangian density is time-independent, the Hamiltonian of the system is a

constant,

L − z′
∂L
∂z′

=
Πz√
2
. (5.10)

From the above equation, z′ is obtained as,

z′ =

√

g(z)

(

e4As(z)(1− g(z))

Π2
zz

4
− 1

)

. (5.11)

Integrating Eq. (5.11) results in,

L′

2
= a0Πz +O(Π3

z), (5.12)

where a0 is defined as

a0 =

∫ zh

0

dz z2e−2As(z)

√

g(z)(1 − g(z))
. (5.13)

Here, we have considered that for small length L′, the constant Πz is small, and its higher-

order terms can be ignored. Substituting Eq. (5.11) into Eq. (5.9) yields,

SNG =
L−

πα′

∫ zH

0
dz

e4As(z)(1− g(z))

z2
√

2g(z)
(

e4As(z)(1− g(z)) + Π2
zz

4
)

, (5.14)

where we have used z′ = ∂z
∂σ . For small Πz, expanding this equation results in:

SNG =
L−

πα′

∫ zH

0
dz

e2As(z)

z2

√

1− g(z)

2g(z)

(

1 +
e−4As(z)Π2

zz
4

2(1 − g(z))
+ . . .

)

, (5.15)
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Figure 10. Jet quenching parameter versus temperature for the holographic model with different

chemical potentials. Error bars represent experimental values from RHIC and LHC [38]. (a) The

pure gluon system, (b) the 2-flavor system, and (c) the 2+1-flavor system. The unit of T is GeV.

the action diverges and should be subtracted by the self-energy of two separate strings

whose worldsheets lie at x2 = ±L′

2 and stretch from the boundary to the horizon, as

follows

S0 =
L−

2πα′

∫ zH

0
dz

e2As(z)

z2

√

1− g(z)

2g(z)
. (5.16)

Therefore, the normalized action can be written as

SI = SNG − 2S0 ≡
L−Π2

za0

2
√
2πα′

. (5.17)

Inserting Eq. (5.17) into Eq. (5.4), we obtain the following expression for the jet quenching

parameter in the holographic model

q̂ =
1

πα′a0
, (5.18)

where we have used Eq.(5.12) to represent Πz, and a0 is the numerical integral defined in

Eq.(5.13). For N = 4 supersymmetric Yang-Mills theory, in the large Nc and large λ limit,

Eq.(5.18) leads to the following analytic expression [66]

q̂SYM =
π3/2Γ

(

3
4

)

Γ
(

5
4

)

√
λT 3, (5.19)

where Γ denotes the Gamma function.

To obtain the jet quenching parameters in the holographic QCD models for three

different systems, we performed numerical solutions for varying values of temperature and

chemical potential. The resulting curves are illustrated in the Fig. 10. It can be observed

both the chemical potential and temperature lead to an enhancement of the jet quenching

parameter. This indicates that in the model considered, the medium is denser or hotter,

resulting in greater energy loss. This is consistent with the physical intuition that jets

passing through a medium at higher temperatures or greater chemical potentials (i.e.,

higher density or more particle-rich environments) will encounter more scattering centers

and, hence, experience greater energy loss. Our holographic results for different flavors are

consistent with the experimental results of RHIC and LHC [38].

– 14 –



p
�� A�

μ=0.2

μ=0.4

μ=0

μ=0.6

1 2 3 4 5
2

3

4

5

6

7

T/Tc

q
/T
3

(a)

p
�� A�

μ=0.2

μ=0.4

μ=0

μ=0.6

1 2 3 4 5
2

3

4

5

6

7

T/Tc

q
/T
3

(b)

Figure 11. q̂/T 3 as a function of temperature T. (a) The 2-flavor system, and (b) the 2+1-flavor

system. The unit of T is GeV.
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comparison with the results taken from Jetscape Collaboration [88], LIDO transport model [86],

JET Collaboration [38]. The unit of T is GeV.

In Fig. 11, we have depicted q̂/T 3 as a function of temperature, where we observe

that the curve exhibits a peak above the phase transition temperature, and subsequently

approaches the values corresponding to a pure AdS background. This behavior is markedly

different from that obtained in a pure AdS background, where q̂/T 3 remains constant

across all temperatures. This suggests that dynamic holographic quantum chromodynamics

encodes new properties about the deconfining phase transition. In Fig. 12, we compare

the graph of q̂/T 3 as a function of temperature with other results [69, 70, 86, 87]. It can

be observed that our holographic model fits the Jetscape Collaboration [88] well and close

to the results of LIDO transport model [86] at high temperature.

In the three systems, according to the temperature calculations at different values of
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Figure 13. The ratio of the jet quenching parameter in the holographic QCD model to q̂SYM . (a)

The pure gluon system, (b) the 2-flavor system, (c) the 2+1-flavor system. The unit of T is GeV.

chemical potential µ, the ratio of the jet quenching parameter in the holographic QCD

model to q̂SYM is seen in Fig. 13. It can be noticed that at lower temperatures, the

jet quenching parameter q̂ is below q̂SYM . This implies that, at lower temperatures, the

medium’s quenching action on high-energy jets predicted by the holographic QCD model is

weaker than the theoretical predictions in the AdS/Schwarzschild background. However, as

the temperature increases, the ratio of q̂ to q̂SYM first grows, indicating an intensification

of the quenching effect, then starts to decrease after reaching a certain threshold, the

quenching effect is relatively weakened, ultimately approaching 1. This indicates that at

higher temperatures, the quenching effect predicted by the holographic QCDmodel tends to

converge with the theoretical predictions made under the AdS/Schwarzschild background.

6 Conclusion

In this study, we employ the five-dimensional EMD model to investigate the characteristic

transport properties of strongly interacting matter. Leveraging a machine-learning-based

model, as outlined in Ref. [34], we calculate key transport parameters–the drag force, jet

quenching parameter, and diffusion coefficient for heavy quark in systems with varying

flavors at finite temperature and chemical potential. The temperature dependence and

chemical potential dependence of the diffusion coefficient have significant implications for

understanding the transport dynamics of the QGP in heavy-ion collision experiments.

A detailed examination of the drag force demonstrates how temperature, velocity, and

chemical potential interplay to affect the magnitude and trend of the force experienced

by quarks. An increase in either temperature or velocity leads to a rise in the drag force.

Moreover, a higher chemical potential further intensifies this effect in the 2-flavor and 2+1-

flavor systems. Analysis of the diffusion coefficients in our holographic calculation unveils

the temperature and chemical potential dependence of quark diffusion in the strongly

coupled plasma. As temperature increases, the ratio of the diffusion coefficient to its

conformal value in the N = 4 SYM theory also increases. This indicates that at higher

temperatures, the QGP exhibits diffusion properties tending towards those predicted by

conformal field theories, showing a trend of conformal behavior in the high-temperature

limit.
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The results confirm the validity of our model presented in [34] and this paper offers a

comprehensive numerical and theoretical analysis of jet quenching mechanisms within the

QGP, a key phenomenon for understanding energy loss during jet propagation in heavy-ion

collisions. Our results are consistent with the experiments and other theoretical models,

which confirm the validity and robustness of our EMD model. Our studies can offer useful

insights into the non-perturbative aspects of QCD.
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