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Abstract—In this paper, we propose a movable antenna (MA)
enhanced scheme for wireless powered mobile edge comput-
ing (WP-MEC) system, where the hybrid access point (HAP)
equipped with multiple MAs first emits wireless energy to
charge wireless devices (WDs), and then receives the offloaded
tasks from the WDs for edge computing. The MAs deployed
at the HAP enhance the spatial degrees of freedom (DoFs)
by flexibly adjusting the positions of MAs within an available
region, thereby improving the efficiency of both downlink wireless
energy transfer (WPT) and uplink task offloading. To balance the
performance enhancement against the implementation intricacy,
we further propose three types of MA positioning configurations,
i.e., dynamic MA positioning, semi-dynamic MA positioning,
and static MA positioning. In addition, the non-linear power
conversion of energy harvesting (EH) circuits at the WDs and
the finite computing capability at the edge server are taken into
account. Our objective is to maximize the sum computational
rate (SCR) by jointly optimizing the time allocation, positions of
MAs, energy beamforming matrix, receive combing vectors, and
offloading strategies of WDs. To solve the non-convex problems,
efficient alternating optimization (AO) frameworks are proposed.
Moreover, we propose a hybrid algorithm of particle swarm
optimization with variable local search (PSO-VLS) to solve the
sub-problem of MA positioning. Numerical results validate the
superiority of exploiting MAs over the fixed-position antennas
(FPAs) for enhancing the SCR performance of WP-MEC systems.

Index Terms—Movable antennas (MAs), wireless powered mo-
bile edge computing (WP-MEC), MA positioning configurations,
particle swarm optimization with variable local search (PSO-
VLS).

I. INTRODUCTION

With the rapid development of Internet of Things (IoT),

the scale of data produced by heterogeneous wireless devices

(WDs) has grown exponentially in recent years [1]. However,

constrained by the limitations of physical dimensions, the

batteries of WDs are normally capacity-constrained, resulting

in insufferable replacement cost. In addition, for cost saving,

the WDs are typically equipped with processors with poor

computing capability. As such, these WDs can not sustainably

power the emerging resource-intensive applications with strict

delay demands [2]. Cloud computing, allowing task offloading

from WDs to the powerful cloud servers, can significantly
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amplify the computing capability of WDs. However, these

servers are always deployed in internet center and far away

from the WDs, which causes severe energy loss and unbearable

response delay.

Mobile edge computing (MEC) has emerged as an effective

solution for enhancing the capabilities of WDs by placing

servers in close proximity to the WDs [3]. Compared to

the cloud computing, MEC facilitates more efficient access

for WDs to the computation resources of the edge servers

over the centralized cloud in the distance [4]. Wireless power

transfer (WPT) technique has gained increasing attention for

its ability of handling the critical issue of energy shortage at

the WDs [5]. Specifically, the WDs featuring energy harvesting

(EH) circuits can harvest the energy of radio frequency (RF)

signals from a controllable energy station and then store it

in rechargeable batteries [6]. In this way, the batteries of the

WDs keep on recharging, which makes the self-sustainability

of WDs realistic. The combination of WPT and MEC, i.e.,

wireless powered MEC (WP-MEC), has pioneered an appeal-

ing paradigm for ubiquitous computing in a self-sustainable

manner [7]. In WP-MEC systems, WDs leverage the harvested

energy for local computing and/or task offloading. The pro-

liferation of resource-intensive applications has necessitated

the utilization of multiple antennas at the energy station to

achieve efficient WPT systems by virtue of favorable energy

beams. However, the spatial degrees of freedom (DoFs) are not

fully exploited since the positions of the conventional antennas

remain stationary.

Recently, an emerging antenna paradigm called movable

antenna (MA) has originated from the above dilemma, which

is able to fully exploit such DoFs in the continuous spatial

region [8]. Specifically, in MA-enhanced systems, each an-

tenna is linked with an RF chain through a flexible cable,

whose length can be flexibly adjusted in a certain range. In

addition, each antenna is equipped with a driver component,

e.g., stepper motor or servo, and thus it can move within

an available spatial region [9]–[11]. Compared to the fixed-

position antennas (FPAs), the flexible mobility of MAs fa-

cilitates the antennas at favorable positions for better channel

conditions so as to realize efficient WPT and communications.

Generally, fewer antennas are acquired by the MA-enhanced

systems to utilize such spatial DoFs [12], which substantially

reduces the computational complexity of signal processing in

comparison with the FPA-enabled systems.

http://arxiv.org/abs/2404.18406v1
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A. Related Works

We review the existing works from next three perspectives,

i.e., resource allocation in MEC systems, designs of WP-MEC

systems, and MA-enhanced communications, respectively.
1) Resource allocation in MEC systems: The objective

of MEC is to merge wireless communications and mobile

computing seamlessly, yielding diverse designs of offloading

strategies and network architectures. Considering the load im-

balance at the edge sides caused by the differences in tasks and

network capability, the authors in [13] designed an efficient

task offloading architecture to realize flexible collaborations

between multiple edge servers. The authors in [14] developed

an efficient pricing mechanisms for resource allocation based

on auction and linear programming. The authors in [15]

studied the impacts of task priority of heterogeneous WDs in

the unmanned aerial vehicle (UAV) mounted MEC systems,

where the offloading strategies and UAV trajectory are jointly

optimized according to the time-varying priorities of tasks. The

authors in [16] studied the placements of services in MEC

systems to reduce the response latency. An edge platform

was constructed in [17], which allowed flexible resources

allocation for WDs with diverse requirements.
2) Designs of WP-MEC systems: To facilitate ubiquitous

computing sustainability, WPT-enabled MEC, has attracted

increasing attention. The authors in [18] studied a weighted

SCR maximization problem in the WP-MEC system, where

the WDs follow the binary offloading mode. The authors in

[19] studied the resource management for IRS-assisted WP-

MEC system, where the energy consumption of the IRS and

WDs was considered. To mitigate the doubly near-far effects,

the authors in [20] proposed a cooperative scheme, in which

the far-WD with less harvested energy can offload its tasks

with the aid of the near-WD with better channel condition.

The authors in [21] utilized an UAV to provide wireless

energy and receive offloaded tasks in the vicinity of WDs.

The author in [22] focused on the security of task offloading

and leveraged the power station to emit jamming signals to

interfere with the eavesdroppers. The authors in [23] and

[24] studied backscatter-aided WP-MEC systems, in which

the WDs can simultaneously obtain computing services from

the edge server and harvest energy. The authors in [25] also

studied a backsctter-aided WP-MEC system and maximized

the weighted SCR of all the WDs. The authors in [26] studied

the problem of max-min energy fairness among the multiple

WDs. In addition, the authors in and [27]–[29] maximized the

computational rate in the WP-MEC systems, where the time

spent on edge computing is considered.
3) MA-enhanced communications: MA has emerged as a

promising approach to achieving better communication perfor-

mance by exploiting new spatial DoFs via flexibly adjusting

the positions of MAs. The authors in [9] developed a field-

response based channel model under the far-field conditions

and analyzed the maximum channel gain of the MA-aided

system, in which both the receiver and transmitter are equipped

with a single MA. For further capacity improvement, the

authors in [10] studied an MA-aided point-to-point multiple-

input multiple-output (MIMO) system, and jointly optimized

the positions of MAs at both receiver and transmitter. The

authors in [11] and [12] studied the MA-enabled multiuser

communication networks and maximized the sum-rate of all

the WDs. To reduce the pilot overhead, the authors in [30] and

[31] proposed a compressed sensing based channel estimation

framework, by which the complete channel state information

(CSI) can be reconstructed via limited number of channel

measurements. The authors in [32] maximized the achievable

rate by jointly optimizing the MA positions and the transmit

covariance matrix based on statistical CSI. The authors in

[33] maximized the minimum beamforming gain over the

desired directions by joint optimizing the positions and weight

vector of the MA array. The effectiveness of the directional

gain of the linear MA array was confirmed in [34], i.e.,

it enhances the gain in the target direction and suppresses

interference in non-target directions. Moreover, the authors

in [35] maximized the minimum capability among all the

WDs in an MA-aided multi-user system, and further validated

the superiority of MAs in channel gain enhancement and

interference suppression over the FPAs. The authors in [36]–

[38] demonstrated that MAs have significant power saving

properties. Moreover, the benefits of MAs in physical security

are exploited and conformed by the authors in [39].

B. Motivations and Contributions

In the previous studies (i.e., [18]–[29]), the transmitters

and receivers in WP-MEC systems were equipped with the

conventional FPAs, which cannot fully exploit spatial diversity

gains. MA technology, flexibly deploying the antennas at the

positions with better channel conditions, has been regarded as

a novel approach to acquiring the spatial DoFs. Therefore, it

is necessary to exploit the advantages of MA technology in

the WP-MEC systems for further performance improvement.

Recently, several works have validated the advantages of

MA in capacity improvement [9]–[12], interference suppres-

sion [34], [35], power conservation [36]–[38], and physical

security [39] in communications. However, the methods pro-

posed in [9]–[12] and [34]–[39] are not suitable for the WP-

MEC systems. It is due to the fact that the MA technology

has not been used for the WPT improvement to the best of our

knowledge. Hence, it is necessary to work out a new method

with high accuracy to optimizing the positions of MAs in the

WP-MEC systems.

In addition, the authors in [18]–[28] assumed that the edge

server executes the offloaded tasks after the task offloading

stage. As a result, the edge server keeps idle for a long time

during each time block. Moreover, the previous works (i.e.,

[18]–[23], [25] and [26]) ideally assumed that the computing

capability of edge server is infinite and ignore the time spent

on executing the offloaded tasks.

Based on above observations, we propose an MA-enhanced

WP-MEC system, where the HAP is equipped with MA array

instead of the conventional FPAs. The MA-enabled HAP emits

wireless energy to charge the WDs firstly and then receives

the offloaded tasks from the WDs. The WPT efficiency can be

improved and the communication links for task offloading can

be strengthened by properly adjusting both the beamforming

designs and the positions of MA array at the HAP.Due to the
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non-linear conversion efficiency of the built-in rectifier, the EH

circuit typically causes a non-linear power conversion [40].

To capture the non-linear power conversion of EH circuits

at the WDs, a practical EH model is applied. In addition,

the finite computing capability of edge server is considered.

According to the characteristics of the partial offloading mode

(i.e., arbitrary segmentation and parallel computation [4]), we

consider the immediate response at the edge server, i.e., the

edge server immediately executes the offloaded tasks as soon

as they are received. In this way, the finite edge computing

capability can be fully exploited. Our objective is to maximize

the sum computational rate (SCR) of all WDs by jointly

optimizing the time allocation, the positions of MAs, the

energy beamforming matrix and receive combing vectors at

the HAP, as well as the offloading strategies of the WDs. The

main contributions are summarized as follows.

• To the best of our knowledge, this is the first work that

exploits MAs in the WP-MEC systems. To balance the

enhancement of performance against the augmentation in

implementation intricacy due to the MA positioning op-

timization, three types of MA positioning configurations,

i.e., dynamic MA positioning, semi-dynamic MA posi-

tioning, and static MA positioning, are proposed based

on how the MAs are allowed to adjust their positions

across time. Specifically, for the dynamic MA positioning

scheme, the positions of MAs can be adjusted flexibly not

only for WPT but also for each WD’s task offloading,

thereby improving the WPT efficiency and strengthen-

ing the communication links significantly. To achieve a

better trade-off between the performance enhancement

and the implementation intricacy, the semi-dynamic MA

positioning scheme allows all WDs to share the same

positions of MAs during the entire task offloading stage.

In addition, the implementation intricacy can be further

reduced by the static MA positioning scheme, in which

the positions of MAs remain stationary throughout the

entire time block.

• For the case with dynamic MA positioning, we propose

an efficient alternating optimization (AO) framework to

solve the formulated problem. Specifically, the feasibility-

checking sub-problem of energy beamforming matrix and

MA positioning optimization during the WPT stage is

firstly converted into an explicit goal-based problem.

Then, the successive convex approximation (SCA) is ap-

plied to tackle the non-convexity caused by the non-linear

EH model. In addition, according to the maximum-ratio

combining (MRC) criterion, the receive combing vectors

are calculated in the closed-form with respect to the

positions of MAs. The hybrid algorithm of particle swarm

optimization with variable local search (PSO-VLS) is

proposed to optimize the positions of MAs. Compared

to the standard PSO algorithm in [35], the PSO-VLS

algorithm can achieve a better SCR performance.

• For the case with semi-dynamic MA positioning and

the case with static MA positioning, we extend the AO

framework with the PSO-VLS algorithm to solve the

formulated problems. Specifically, the MA positioning

Edge server
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K
g

MA HAP

Fig. 1. The MA-enhanced WP-MEC system.

HAP WDs

τ0 τ1 τK

T

Local  computing at each WD
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WPT Result downloadTask offloading and edge computing

0tD

Fig. 2. The time scheduling.

optimizations for both cases are solved by the PSO-VLS

algorithm by properly redesigning the fitness functions.

• Numerical results validate the high efficiency of the

PSO-VLS algorithm and the AO frameworks. Compared

to the standard PSO algorithm, the proposed PSO-VLS

algorithm provides solutions for MA positioning with

higher accuracy, especially for the scenario with sufficient

channel paths. Moreover, extensive results demonstrate

the superiority of the MA-enhanced scheme over the

FPA-enabled scheme in WP-MEC systems.

The rest of this paper is organized as follows. Section II

introduces the system model and problem formulations for the

MA-enhanced WP-MEC system with three types of MA po-

sitioning configurations. Section III proposes an efficient AO

framework to solve the formulated problem for the case with

dynamic MA positioning. In Section IV, the AO framework

is extended to solve the formulated problems for the cases

with semi-dynamic MA positioning and static MA positioning,

respectively. Section V provides the numerical results. Section

VI concludes this paper.

II. SYSTEM MODEL AND PROBLEM FORMULATION

As depicted in Fig. 1, we consider an MA-enhanced WP-

MEC system, which comprises an HAP with M MAs, an

edge server with finite computing capability, and K single-

FPA WDs. Each of the MAs at HAP is connected to an RF

chain via a flexible cable and is driven by a stepper motor

[9]. Thus, the positions of MAs can be mechanically adjusted

within a given region at the HAP, i.e., C. The HAP firstly

emits wireless energy to charge the WDs and then receives

the offloaded tasks from the WDs. The WDs are assumed to

operate in the partial offloading mode, i.e., offloading tasks

while processing computational tasks locally. To guarantee

completely execution of the offloaded tasks at the edge server,

the processing delay caused by the finite computing capability

of edge server needs to be taken into account.

Fig. 2 illustrates the scheduling of the considered time

block with duration of T in seconds, which consists of the

WPT stage, the task offloading and edge computing stage, as

well as the result downloading stage. The WPT stage with
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duration of τ0 is used for charging the WDs. Then, during the

task offloading and edge computing stage, the WDs may opt

for employing part of the harvested energy to offload some

tasks to the edge server in rotation. Specifically, the slot with

duration of τk is exclusively used for WD k to offload its tasks,

where k ∈ K , {1, · · · ,K}. To fully exploit the finite edge

computing capability, we consider the immediate response at

the MEC server, i.e., the MEC server immediately processes

any offloaded tasks from WDs once they are received, instead

of implementing the edge computing after completing the

offloading of all tasks [24]. In addition, a dedicated slot

with duration of ∆τ is required to guarantee the complete

execution of residual tasks. Similar to [41], the duration for

result downloading can be negligible due to the minuscule

volume of results typically involved. Advanced power splitting

techniques empower the on-chip processors of WDs during

the WPT stage by utilizing portion of the harvested energy,

facilitating continuous local computing throughout the whole

time block [42].

In this paper, three types of MA positioning configurations,

i.e., dynamic MA positioning, semi-dynamic MA positioning,

and static MA positioning, are considered. Without loss of

generality, the case with dynamic MA positioning is modeled

in details. As mentioned above, the positions of MAs can be

flexibly adjusted during each time slot in this case.

A. Channel Model

Similar to [9], [10], [34], [35], The field-response channel

model is employed, i.e, the channel response is the super-

position of coefficients of multiple channel paths between

the HAP and WDs. In addition, for this MA-enhanced WP-

MEC system, the far-field condition holds due to the smaller

moving area for MAs compared with signal transmission

range between the WDs and the HAP. Thus, the plane-wave

model can be utilized to form the field response channel [9].

Specifically, the angle of departure (AoD), the angle of arrival

(AoA), and the amplitude of complex coefficient for each

channel path remains constant despite various positions of

MAs, while only the phases of the channel paths various with

respect to the positions of MAs.

Let Cartesian coordinates ri,m = [xi,m, yi,m] denote the po-

sition of the m-th MA during τi, where i ∈ I , {0, 1, · · · ,K}
and m ∈ M , {1, · · · ,M}. Let Lk denote the number of

channel paths between the HAP and WD k. The elevation and

azimuth AoDs of the l-th channel path at the HAP for WD

k are respectively denoted by θk,l ∈ [0, π] and φk,l ∈ [0, π].
Then, for this channel path, the deference of signal propagation

between the position ri,m and the reference point r0 = [0, 0]
is

ρk,l(ri,m) = xi,msin(θk,l)cos(φk,l) + yi,mcos(θk,l). (1)

Accordingly, during τi, the field response vector (FRV) of

between the m-th MA and WD k is obtained as

fk(ri,m) =
[
ej

2π
λ

ρk,1(ri,m), · · · , ej
2π
λ

ρk,Lk
(ri,m)

]T ∈ C
Lk×1,

where λ is the carrier wavelength. By stacking fk(ri,m) of all

MAs, the field response matrix (FRM) from WD k and the

m-th MA during τi is

Fi,k(r̃i) , [fk(ri,1), · · · ,fk(ri,M )] ∈ C
Lk×M , (2)

where r̃i , [ri,1, · · · , ri,M ] denote the antenna position vector

(APV) of all MAs during τi. As such, the channel response

vector (CRV) from WD k to the HAP is

hk(r̃i) = FH
i,k(r̃i)gk ∈ C

M×1, (3)

where gk = [gk,1, · · · , gk,l, · · · , gk,Lk
]T ∈ CLk×1 is the path

response vector (PRV). Herein, gk,l is assumed to be block-

fading and perfectly estimated by the methods proposed in

[30] and [31].

The channel reciprocity between the downlink channels and

the counterpart uplink channels is assumed and thus the CRV

from the HAP and WD k during τi is hT
k (r̃i) [43].

B. Wireless Power Transfer

Let x0 =
Mt∑
j=1

w0,jx0,j denote the combined effect of

multiple independent energy beams emitted by the HAP, where

Mt ≤ M is the number of energy beams, and x0,j is the

carried signal satisfying E][|x0,j |2] = 1. Accordingly, during

τ0, the signal received by WD k is

y0,k = hT
k (r̃0)x0 + nk, (4)

where nk ∼ CN (0, σ2
0) denotes the additive white Gaus-

sian noise (AWGN). For simplicity, let Q , E
[
‖x0‖2

]
=

Mt∑
j=1

w0,jw
H
0,j � 0 denote the energy beamforming matrix.

Mathematically, w0,j can be recovered by the eigenvalue

decomposition (EVD) of Q.

To capture the non-linear power conversion of the EH

circuits, a practical non-linear EH model is applied [44].

Accordingly, the amount of power harvested by WD k is

Ξk =
Xk

1 + exp
(
−ak

(
hT
k (r̃0)Q

(
hT
k (r̃0)

)H − bk

)) − Yk.

Herein, ak, bk, Mk, Xk = Mk

(
1 + exp(akbk)

)
/exp(akbk),

and Yk = Mk/exp(akbk) are constants determined by the

configurations of the EH circuit.

C. Computing Model

1) Local Computing: As mentioned above, the local com-

puting rate of WD k in bits/second (bps) is

RL,k =
fkT

ϕkT
=

fk
ϕk

, (5)

where fk (Hz) denote the frequency of WD k, and ϕk

(cycles/bit) denotes the complexity of the tasks at WD k. The

energy consumption for local computing is

EL,k = κf3
kT, (6)

where κ (Watt/Hz3) is the capacitance coefficient of the on-

chip processor at WD k [45].
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2) Task Offloading: The WDs may opt for performing task

offloading in rotation by employing part of the harvested

energy. Let xk denote the transmit signal of WD k satisfying

E
[
|xk|2

]
= 1. The estimated signal at the HAP is

yk = wH
k hk(r̃k)

√
pksk +wH

k n0, (7)

where wk ∈ CM×1 is a receive combing vector to combine

the received signal at the HAP for WD k, pk is the transmit

power of WD k, and n0 ∼ CN (0, σ2
0IM ) is the AWGN. The

offloading rate of WD k is

RO,k =
Bτk
T

log2

(
1 +
|wH

k hk(r̃k)|2pk
‖wH

k ‖2σ2
0

)
, (8)

where B (Hz) is the frequency bandwidth.

3) Edge Computing: Similar to [29], to guarantee all of-

floaded tasks are impeccably executed by edge servers, we

have

K∑

i=k

ϕiRO,iT ≤ fE ·
(
∆τ +

K∑

i=k

τi

)
, (9)

where fE (Hz) denotes the edge computing frequency.

D. Problem Formulation

Denote by sets τ = {∆τ, τi, i ∈ I}, p = {pk, k ∈ K},
f = {fk, k ∈ K},w = {wk, k ∈ K}, and r̃ = {r̃i, i ∈ I}.
Our objective is to maximize the SCR of all WDs in the MA-

enhanced WP-MEC system by jointly optimizing the time

allocation, positions of MAs, energy beamforming matrix,

receive combing vectors, and offloading strategies of WDs.

1) Dynamic MA positioning: In this case, the optimization

problem is formulated as

(PA) : max
τ ,p,f ,w,r̃,Q�0

∑

k∈K

(RL,k +RO,k) (10a)

s.t. κf3
kT + pkτk ≤ τ0Ξk, k ∈ K, (10b)

∑

i∈I

τi +∆τ ≤ T, 0 ≤ τi,∆τ ≤ T, (10c)

K∑

i=k

ϕiRO,iT ≤ fE ·
(
∆τ +

K∑

i=k

τi

)
, k ∈ K, (10d)

Tr(Q) ≤ Pmax, (10e)

ri,m ∈ C, m ∈M, i ∈ I, (10f)

‖ri,m − ri,n‖2 ≥ D, 1 ≤ m 6= n ≤M, i ∈ I, (10g)

where Pmax is the maximum transmit power of the HAP. (10b)

is the energy-causality constraint, which indicates that the

energy consumed by each WD cannot exceed the harvested

energy. (10d) is caused by the finite edge computing capability.

(10g) ensures that the inter-MA distance should be not less

than D in actual practice.

2) Semi-dynamic MA positioning: In this case, two APVs

are allocated for WPT and task offloading, respectively. Let

r̃u denote the APV during entire task offloading stage, i.e.,

r̃u = r̃k, ∀k ∈ K. Then, the problem is formulated as

(PB) : max
τ ,p,f ,w,r̃0,r̃u,Q�0

∑

k∈K

(RL,k +RO,k) (11a)

s.t. (10b), (10c), (10d), (10e),

ri,m ∈ C, m ∈M, i ∈ {0, u}, (11b)

‖ri,m − ri,n‖2 ≥ D, 1 ≤ m 6= n ≤M, i ∈ {0, u}. (11c)

3) Static MA positioning: In this case, the same APV,

denoted by r̃s, is adopted throughout the entire time block,

i.e., r̃s = r̃i, ∀i ∈ I. Then, the problem is formulated as

(PC) : max
τ ,p,f ,w,r̃s,Q�0

∑

k∈K

(RL,k +RO,k) (12a)

s.t. (10b), (10c), (10d), (10e),

rs,m ∈ C, m ∈M, (12b)

‖rs,m − rs,n‖2 ≥ D, 1 ≤ m 6= n ≤M. (12c)

Obviously, the above three problems are all highly non-

convex due to the non-convexity of objective functions with

APVs, as well as the multiplicative terms in (10b) and (10d).

The globally optimal solutions can not be obtained by the

existing convex optimization tools.

III. SOLUTION FOR DYNAMIC MA POSITIONING

In this section, we propose an efficient AO framework to ob-

tain a sub-optimal solution for (PA). Specifically, the variables

are first partitioned as {τ ,p,f}, {r̃0,Q}, and {w, r̃k, k ∈ K}.
Then, we optimize each block of variables alternately, until

convergence is achieved.

A. Optimization of {τ ,p,f}
Given {r̃0,Q} and {w, r̃k, k ∈ K}, (PA) is reduced to

(PA1) : max
τ ,p,f

∑

k∈K

(RL,k +RO,k)

s.t. (10b), (10c), (10d).

According to [27], the maximum SCR can be obtained if

each WD exhausts its harvested energy, i.e.,

κf3
kT + pkτk = τ0Ξk. (14)

Then, RL,k in (5) can be rewritten as

RL,k(τ0, pk, τk) =
1

ϕk

(τ0Ξk − pkτk
κT

)1
3
, (15)

which is non-convex with respect of τk and pk. Then, the

auxiliary variable ek = pkτk is introduced. Accordingly,

RL,k(τ0, pk, τk) in (15) and RO,k in (8) can be rewritten as

RL,k(τ0, ek) =
1

ϕk

(τ0Ξk − ek
κT

)1
3
,

and

RO,k(τk, ek) =
Bτk
T

log2

(
1 +

ek|wH
k hk(r̃k)|2

τk‖wH
k ‖2σ2

0

)
,
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respectively. Then, (PA1) can be converted to a convex prob-

lem as follows:

(PA1.1) : max
τ ,e

∑

k∈K

(
RL,k(τ0, ek) +RO,k(τk, ek)

)

s.t. (10c), (10d), 0 ≤ ek ≤ τ0Ξk, k ∈ K,
where e = {ek, k ∈ K}.

B. Optimization of {r̃0,Q}
Given {τ ,p,f} and {w, r̃k, k ∈ K}, (PA) is reduced to a

feasibility-checking problem as follows:

(PA2) : Find {r̃0,Q � 0} (16a)

s.t. (10b), (10e),

r0,m ∈ C, m ∈ M, (16b)

‖r0,m − r0,n‖2 ≥ D, 1 ≤ m 6= n ≤M. (16c)

To solve (PA2) efficiently, it is better to convert (PA2) into

an explicit goal-based problem. According to (14), auxiliary

variable βk is introduced as energy partition factor. Specifi-

cally, part of the harvested energy, i.e., βkτ0Ξk, is allocated

for task offloading, and the residual of harvested energy, i.e.,

(1−βk)τ0Ξk, is allocated for local computing at WD k. Then,

RL,k in (5) and RO,k in (8) can be rewritten as

RL,k(r̃0,Q) =
1

ϕk

((1− βk)τ0Ξk

κT

) 1
3
,

and

RO,k(r̃0,Q) =
Bτk
T

log2

(
1 +

βkτ0Ξk|wH
k hk(r̃k)|2

τk‖wH
k ‖2σ2

0

)
,

respectively. Then, (PA2) is converted into

(PA2.1) : max
r̃0,Q�0

∑

k∈K

(
RL,k(r̃0,Q) +RO,k(r̃,Q)

)

s.t. (10d), (10e), (16b), (16c),

Obviously, (PA2.1) is non-convex since r̃0 and Q are highly

coupled. Then, (PA2.1) is further split into two sub-problems

with respect to r̃0 and Q, respectively.

1) Optimizing r̃0: Given Q, (PA2.1) is reduced to

(PA2.2) : max
r̃0

∑

k∈K

(
RL,k(r̃0) +RO,k(r̃0)

)

s.t. (10d), (16b), (16c).

It is computationally prohibitive to search the MA po-

sitioning directly, especially when the dimension of r̃0 is

large. Thank to the fast convergence, easy implementation,

and robust searching ability, the PSO algorithm is applied to

search a sub-optimal of MA positioning [35].

We firstly randomly initialize N particles with positions,

i.e., P(0)
0 = {r̃(0),1

0 , · · · , r̃(0),n
0 , · · · , r̃(0),N

0 }, where the posi-

tion of each particle represents a candidate solution for the

APV, i.e.,

r̃
(0),n
0 =

[
r
(0),n
0,1 , · · · , r(0),n

0,m , · · · , r(0),n
0,M

]

=
[
x
(0),n
0,1 , y

(0),n
0,1︸ ︷︷ ︸

MA 1

, · · · , x(0),n
0,m , y

(0),n
0,m︸ ︷︷ ︸

MA m

, · · · , x(0),n
0,M , y

(0),n
0,M︸ ︷︷ ︸

MA M

]
.

To characterize the movement of each particle,

the velocities are randomly initialized as V(0)
0 =

{v(0),1
0 , · · · ,v(0),n

0 , · · · ,v(0),N
0 }, where

ṽ
(0),n
0 = [v

(0),n
0,1 , · · · ,v(0),n

0,m , · · · ,v(0),n
0,M ]

=
[
v
(0),n
x,0,1 , v

(0),n
y,0,1︸ ︷︷ ︸

MA 1

, · · · , v(0),nx,0,m, v
(0),n
y,0,m︸ ︷︷ ︸

MA m

, · · · , v(0),nx,0,M , v
(0),n
y,0,M︸ ︷︷ ︸

MA M

]
.

The key idea of the standard PSO algorithm is that each par-

ticle successively updates its position according to the personal

best position found so far by itself, denoted by r̃n
0,pbest, and the

global best position found so far by all particles, denoted by

r̃0,gbest. However, the particles in the standard PSO algorithm

are unable to explore the local neighborhoods to find a better

solutions, which indicates that the standard PSO algorithm

tends to be trapped in undesired sub-optima [46].

To cope with this problem, the variable local search is

introduced to the standard PSO algorithm, shortened to PSO-

VLS, to inspect all the personal best positions within the

variable neighborhood. Specifically, r̃0,gbest is replaced by the

best position found so far by particle n and its neighbors,

denoted by r̃n
0,nbest. The neighborhood is determined by the

distances between particles, calculated as ‖r̃(t),n
0 − r̃

(t),n̄
0 ‖2,

where t denotes the iteration index. In addition, to improve

the quality of r̃n
0,nbest with the increasing of iteration times,

the number of particles within the neighborhood, denoted by

N (t),n, also increases. At the beginning, the neighborhood of

each particle is set as the particle itself, i.e., N (0),n = 1. Then,

the size of neighborhood grows in scale as iteration increases

as follows:

N (t+1),n =





1, if t = 0,

N (t),n + β, if N (t),n + β < N,

N, if N (t),n + β ≥ N,

(19)

which indicates that the neighborhood will be gradually ex-

panded to include all particles.

For each iteration, the velocity and position of particle n
are updated as

ṽ
(t+1),n
0 =ωṽ

(t),n
0 + c1φ1

(
r̃n
0,pbest − r̃

(t),n
0

)

+ c2φ2

(
r̃n
0,nbest − r̃

(t),n
0

)
,

(20)

and

r̃
(t+1),n
0 = r̃

(t),n
0 + ṽ

(t+1),n
0 , (21)

respectively. Herein, ω ∈ [ωmin, ωmax] is inertia weight of

velocity, which linearly decreases with t so as to improve the

convergence speed, i.e.,

ω = wmax − (ωmax − ωmin) · (t/T ), (22)

where T is the default total number of iterations. c1 and c2 are

the learning factors, indicating the step size of each particle

moving towards the best position of itself and the best position

of all particles, respectively. φ1 and φ2 are assigned randomly

within [0, 1], whose aim is to enhance the randomness of the

search for escaping from local optima.
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To avoid excessive roaming of particles, a velocity range,

i.e., [vmin, vmax], is imposed to each entry of ṽ
(t),n
0 , i.e.,

v
(t),n
x,0,m =





vmin, if v
(t),n
x,0,m ≤ vmin,

vmax, if v
(t),n
x,0,m ≥ vmax,

v
(t),n
x,0,m, otherwise,

(23)

and

v
(t),n
y,0,m =






vmax, if v
(t),n
y,0,m ≤ vmin,

vmax, if v
(t),n
y,0,m ≥ vmax,

v
(t),n
y,0,m, otherwise.

(24)

In addition, each entry of r̃
(t+1),n
0 should be checked to

ensure that each particle stays inside the available region. As

such, we have

x
(t),n
0,m =





−A/2, if x
(t),n
0,m ≤ −A/2,

A/2, if x
(t),n
0,m ≥ A/2,

x
(t),n
0,m , otherwise,

(25)

and

y
(t),n
0,m =





−A/2, if y
(t),n
0,m ≤ −A/2,

A/2, if y
(t),n
0,m ≥ A/2,

y
(t),n
0,m , otherwise.

(26)

To evaluate the fitness of each particle, the fitness function

is formulated as

F0(r̃
(t),n
0 ) =

{
R(r̃

(t),n
0 ), if (10d) and (16c) hold,

− 1, otherwise,
(27)

where R(r̃
(t),n
0 ) =

∑
k∈K

(
RL,k(r̃

(t),n
0 )+RO,k(r̃

(t),n
0 )

)
. With

the fitness evaluation conducted on the particles during each

iteration, their personal and neighborhood best positions are

updated until convergence or the total number of iterations is

reached. The best position among the particles is selected to

be a sub-optimal solution for r̃0.

The details of the PSO-VLS algorithm for solving (PA2.2)

are summarized in Algorithm 1, whose convergence is guar-

anteed by the following inequalities:

F0(r̃
(t+1),n
0,pbest ) ≥ F0(r̃

(t),n
0,pbest),

and

F0(r̃
(t+1),n
0,nbest ) ≥ F0(r̃

(t),n
0,nbest),

respectively. Accordingly, we have

F0(r̃
(t+1)
0 ) ≥ F0(r̃

(t)
0 ),

which indicates that fitness value of r̃ is non-decreasing during

the iterations. In addition, the objective value of (PA2.2) is

bounded due to (10e). Therefore, the convergence of Al-

gorithm 1 is guaranteed. Compared to the standard PSO,

each particle in PSO-VLS needs to calculate the distances to

other particles to conform its neighbors. The computational

complexity of Algorithm 1 is O
(
T N2

)
.

Algorithm 1 PSO-VLS algorithm for solving (PA2.2).

1: Initialize N particles with positions P(0)
0 and velocities

V(0)
0 , r̃n

0,pbest = r̃
(0),n
0 , and r̃n

0,nbest = r̃
(0),n
0 .

2: Evaluate the fitness of each particle.

3: for t = 1 to T do

4: Update the inertia weight ω according to (22).

5: for n = 1 to N do

6: Update the velocity of particle n according to (20),

(23) and (24).

7: Update the position of particle n according to (21),

(25) and (26).

8: Evaluate the fitness of particle n according to (27).

9: if F0(r̃
(t),n
0 ) > F0(r̃

n
0,pbest) then

10: r̃n
0,pbest ← r̃

(t),n
0 .

11: end if

12: if max{neighborhood fitness values} > F0(r̃
n
0,nbest)

then

13: r̃n
0,nbest = argmax{neighborhood fitness values}.

14: end if

15: end for

16: end for

17: Obtain r̃0 = argmax
{
F0(r̃

n
0,nbest), n = 1, · · · , N

}
.

2) Optimizing Q: Given r̃0, (PA2.1) is reduced to

(PA2.3) : max
Q�0,z

∑

k∈K

(
RL,k(Q) +RO,k(Q)

)

s.t. (10d), (10e),

zk =exp
(
−ak

(
hT
k (r̃0)Q

(
hT
k (r̃0)

)H − bk

))
, (28a)

where zk is the auxiliary variable, and z = {zk, k ∈ K}.
Then, Ξk can be rewritten as Ξk =

Xk

1 + zk
− Yk. Since Ξk is

non-convex of zk, the SCA method is applied to approximate

Ξk as

Ξk = Xk

(
1

1 + z
(r)
k

− zk − z
(r)
k(

1 + z
(r)
k

)2

)
− Yk,

where z
(r)
k is a feasible solution in the r-th iteration. Accord-

ingly, (PA2.3) is simplified to a convex problem.

C. Optimization of {w, r̃k, k ∈ K}
Given {τ ,p,f} and {r̃0,Q}, (PA) is reduced to

(PA3) : max
w,r̃k,k∈K

∑

k∈K

(RL,k +RO,k) (29a)

s.t. (10d),

rk,m ∈ C, m ∈M, k ∈ K, (29b)

‖rk,m − rk,n‖2 ≥ D, 1 ≤ m 6= n ≤M,k ∈ K. (29c)

Before solving (PA3), it is commonly believed that (10d)

can be omitted safely, due to the fact that a better SCR

performance can be obtained by maximizing the capacity. Ac-
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Algorithm 2 AO framework for solving (PA).

1: Initialize w, r̃0, Q and z.

2: for k = 1 to K do

3: Recover r̃k by solving (PA3.2) with the PSO-VLS

algorithm.

4: end for

5: repeat

6: Update τ and e by solving (PA1.1) with CVX [47], and

calculate pk = ek/τk, ∀k ∈ K.

7: Calculate βk = pkτk/τ0Ξk, ∀k ∈ K.

8: Update r̃0 by solving (PA2.2) with the PSO-VLS algo-

rithm shown in Algorithm 1.

9: repeat

10: Update Q and z by CVX [47].

11: until Convergence.

12: until Convergence.

13: Calculate wk according to (31), ∀k ∈ K.

14: Return: τ , p, f , w, r̃, Q.

cordingly, removing the terms irrelevant to {r̃k,wk, k ∈ K},
(PA3) can be split into K independent sub-problems, i.e.,

(PA3.1) : max
wk,r̃k

RO,k (30a)

s.t. (29b), (29c).

Given r̃k, the optimal wk can be designed by the MRC

criterion [28], i.e.,

wk =
√
pkhk(r̃k)/σ

2
0 , k ∈ K. (31)

Then, (PA3.1) can be equivalently to the channel gain maxi-

mization problem as follows

(PA3.2) : max
r̃k

, ‖hk(r̃k)‖2

s.t. (29b), (29c).

The PSO-VLS algorithm is also applied to solve (PA3.2),

and the fitness of particle n during the t-th iteration is

evaluated by

Fk(r̃
(t),n
k ) =

{
‖hk(r̃

(t),n
k )‖2, if (29c) holds,

− 1, otherwise.

D. Convergence and Complexity Analysis

The procedure for solving (PA) is summarized in Al-

gorithm 2. As mentioned above, the PSO-VLS algorithm

for solving (PA2.2) is guaranteed to converge. Similarly,

the channel gain of each WD for task offloading in-

creases by optimizing r̃k with PSO-VLS algorithm, i.e.,

‖hk(r̃
(t+1),n
k )‖2 ≥ ‖hk(r̃

(t),n
k )‖2. More tasks can be executed

by setting {τ ,p,f} more properly with the guidance of other

variables. In addition, the SCR performance increases by

optimizing Q with SCA method, because more energy can

be harvested for task execution. Meanwhile, the performance

of the MA-enhanced WP-MEC system is bounded by the

communication resource and computing capability. Therefore,

the convergence of Algorithm 2 is guaranteed.

The complexity is then analyzed as follows. (PA1.1)

can be solved with complexity of O
(
(2K + 2)3.5

)
, where

(2K + 2) is the number of variables. In addition, Q and

z can be obtained by solving (PA2.3) with worst-case

complexity of O(LSCA(M
2 + K)3.5) [48], where M2

is the number of variables in matrix Q, and LSCA is

the number of iterations required to converge. Therefore,

the total complexity of Algorithm 2 is O
(
KTN2 +

LAO

(
(2K + 2)3.5 + LSCA(M

2 +K)3.5 + T N2
) )

, where

LAO is the number of iterations required till convergence.

IV. EXTENSION TO SEMI-DYNAMIC AND STATIC MA

POSITIONING

In this section, the AO framework with the PSO-VLS

algorithm is extended to solve the formulated problems for

the other two types of MA positioning configurations, i.e.,

semi-dynamic MA positioning and static MA positioning. It

is observed that the variables, i.e., {τ , Q, w, p, f}, in (PB)

and (PC) can be optimized using the similar methods as (PA).

As such, we only focus on the optimization of APVs.

A. Optimization of r̃u for Semi-dynamic MA Positioning

In the case, the APV optimization sub-problem for (PB) is

(PB1) : max
r̃u

∑

k∈K

RO,k(r̃u)

s.t. (10d), (11b), (11c),

where

RO,k(r̃u) =
Bτk
T

log2

(
1 +

βkτ0Ξk|wH
k hk(r̃u)|2

τk‖wH
k ‖2σ2

0

)
.

The PSO-VLS algorithm is applied to solve (PB1), and the

fitness of particle n in the t-th iteration can be evaluated as

Fu(r̃
(t),n
u ) =

{
RO,k(r̃

(t),n
u ), if (10d) and (11c) hold,

− 1, otherwise.

The procedure for solving (PB) is summarized in Al-

gorithm 3, whose convergence can be demonstrated anal-

ogous to that of Algorithm 2. Based on the anal-

yses above, the total complexity of Algorithm 3 is

O
(
LAO

(
(2K + 2)3.5 + LSCA(M

2 +K)3.5 + 2TN2
) )

.

B. Optimization of r̃s for Static MA Positioning

In the case, the APV optimization sub-problem for (PC) is

(PC1) : max
r̃s

∑

k∈K

(
RL,k(r̃s) +RO,k(r̃s)

)

s.t. (10d), (12b), (12c).

where

RL,k(r̃s) =
1

ϕk

( (1− βk)τ0Ξk(r̃s)

κT

)1
3
,

and

RO,k(r̃s) =
Bτk
T

log2

(
1 +

βkτ0Ξk(r̃s)|wH
k hk(r̃s)|2

τk‖wH
k ‖2σ2

0

)
.
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Algorithm 3 AO framework for solving (PB).

1: Initialize w, r̃0, r̃u, Q and z.

2: repeat

3: Update time allocation τ and e by solving (PA1.1) with

CVX [47], and calculate pk = ek/τk, k ∈ K.

4: Calculate βk = pkτk/τ0Ξk, k ∈ K.

5: Update r̃0 by using the PSO-VLS algorithm.

6: repeat

7: Update Q and z by CVX [47].

8: until Convergence.

9: Recover r̃u by solving (PB1) with the PSO-VLS algo-

rithm.

10: until Convergence.

11: Calculate wk according to (31), k ∈ K.

12: Return: τ , p, f , w, r̃0, r̃u, Q.

We solve (PC1) by the PSO-VLS algorithm and calculated

the fitness of particle n in the t-th iteration as

Fs(r̃
(t),n
s ) =

{
R(r̃(t),n

s ), if (10d) and (12c) hold,

− 1, otherwise,

where R(r̃
(t),n
s ) =

∑
k∈K

(
RL,k(r̃

(t),n
s ) +RO,k(r̃

(t),n
s )

)
.

The procedure for solving (PC) is summarized in Algorithm

4. The convergence of Algorithm 4 can be verified in a

similar way as Algorithm 2. The complexity of Algorithm 4

is O
(
LAO

(
(2K + 2)3.5 + LSCA(M

2 +K)3.5 + T N2
) )

.

Algorithm 4 AO framework for solving (PC).

1: Initialize w, r̃s, Q and z.

2: repeat

3: Update time allocation τ and e by solving (PA1.1) with

CVX [47], and calculate pk = ek/τk, k ∈ K.

4: Calculate βk = pkτk/τ0Ξk, k ∈ K.

5: Update r̃s by solving (PC1) with the PSO-VLS algo-

rithm.

6: repeat

7: Update Q and z by CVX [47].

8: until Convergence.

9: until Convergence.

10: Calculate wk according to (31), k ∈ K.

11: Return: τ , p, f , w, r̃s, Q.

V. NUMERICAL RESULTS

Numerical results are provided to evaluate the SCR per-

formance of the MA-enhanced WP-MEC systems, where the

available region is set as a square area centered at (0.0) meter

(m), i.e., C = [−A/2, A/2] × [−A/2, A/2]. The WDs are

randomly located around the HAP with distances following

uniform distribution from 7 m to 8 m [29]. It is assumed that

each entry in PRV gk follows gk,l ∼ CN (0, C0d
−α
k ), where

C0 denotes the large-scale fading at reference distance 1 m,

and α is the path-loss exponent. The other parameters are listed

in TABLE I.

TABLE I
PARAMETER SETTINGS

Description Parameter and Value

Communication model

T = 1 second, M = 8, K = 6

B = 50 KHz

λ = 0.1 m, Lk = 10, [35]

A = 3λ, D = 0.5λ [35]

C0 = (λ/4π)2 , α = 2.2

Pmax = 40 dBm, σ2

0
= −80 dBm

EH model [49] Mk = 0.024 W, ak = 150, bk = 0.014

Computation model [29]

fE = 0.4 GHz

ϕk = 1000 cycles/bit

κ = 10−26 Watt/Hz3

PSO-VLS algorithm [35]

T = 200, β = 1

ωmin = 0.4, ωmax = 0.9

c1 = 1.4, c2 = 1.4

vmin = −0.5λ, vmax = 0.5λ

A. Convergence Behaviors

Fig. 3 depicts the convergence behaviors of the PSO-

VLS algorithm (i.e., Algorithm 1) and the AO frameworks

for the three cases with different types of MA positioning

configurations (i.e., Algorithms 2∼4). From Fig. 3(a), it is

obvious that the PSO-VLS algorithm achieves a better SCR

performance than the standard PSO algorithm after a slightly

more iterations. The reason is that each particle in the PSO-

VLS algorithm is reasonable for the search of its variable

neighborhoods instead of all the particles. The diversity of

particles in the PSO-VLS algorithm keep longer, and slightly

more iterations are required. Fig. 3(b) shows that the SCRs

obtained by Algorithms 2∼4 increase with iteration index and

converge within almost the same number of iterations, which

demonstrates the fast convergence and good robustness of the

proposed AO frameworks. Specifically, the SCR obtained by

Algorithm 2 increases from 2.0× 105 bps to 3.144× 105 bps,

which yields 57.2% performance improvement. In addition,

there are 48.7% and 45.1% performance improvements for Al-

gorithm 3 and Algorithm 4, respectively. Algorithm 2 achieves

the highest performance improvement over Algorithms 3 and

4, because more spatial DoFs can be obtained by flexibly ad-

justing the positions of MAs during each time slot, inevitably

incurring a certain magnify in computational complexity.

B. Effectiveness of the AO Frameworks

To evaluate the effectiveness of the proposed AO frame-

works, the performance comparisons between the obtained

solutions and the optimal solutions achieved by the exhaustive

method are carried out. Before solving the formulated prob-

lems (i.e., PA, PB, and PC) by the exhaustive method, some

conversions are made. Firstly, the continuous spatial region C
is equally divided into 16 parts, whose centers can be used

for antenna deployments.Then, to further reduce the compu-

tational complexity of the exhaustive method, the number of

antennas is set to 2 (i.e., M = 2). At last, the continuous value
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Fig. 3. Convergence behaviors of the proposed algorithms.
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Fig. 4. The performance comparisons between the proposed AO frameworks
and the exhaustive method with M = 2.

of τ0 is assumed to take a finite number of values, i.e., obtained

by equally quantizing the interval [0, T ] into 100 levels. Thus,

we have τ0 ∈ {0,∆T, 2∆T, · · · , T }, where ∆T = T/100.

Based on these conversions, the formulated problems are

resolved by the AO frameworks and the exhaustive method.

Fig. 4 depicts the performance comparisons between the

proposed AO frameworks and the exhaustive method. Com-

pared to the exhaustive method, the AO frameworks achieve

near-to-optimal performances with only 1.68 %, 5.42 % and

4.96 % degradations in average for the schemes with dynamic

MA positioning, semi-dynamic MA positioning, and static

MA positioning, respectively. It demonstrates the effective-

ness of the AO frameworks. It is worth noting that the AO

frameworks achieve almost the same performance with the

exhaustive method for the FPA scheme, which further verifies

the effectiveness of the AO frameworks.
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Fig. 5. SCR versus the number of antennas at the HAP.

C. Performance Comparison

The following benchmark schemes are defined for perfor-

mance comparison:

• FPA: The HAP is equipped with FPA-based uniform

planar array (UPA) with M antennas, spaced by D [35].

Specifically, each antenna at the HAP has a fixed position.

The corresponding energy beamforming matrix (i.e., Q)

can be solved via the SCA method shown in Section III

B 2). In addition, the receive combing vectors (i.e., w)

can be calculated by using (31).

• PSO: The APV of all MAs are optimized by the standard

PSO algorithm [35]. Specifically, compared to the PSO-

VLS algorithm, the best position found so far by the n-

th particle and its neighbors (i.e., r̃n
0,nbest) is replaced

by the global best position found so far by all particles

(i.e., r̃0,gbest). For each iteration, the velocity and position

of the n-th particle are updated as ṽ
(t+1),n
0 = ωṽ

(t),n
0 +

c1φ1

(
r̃n
0,pbest− r̃

(t),n
0

)
+c2φ2

(
r̃0,gbest− r̃

(t),n
0

)
and (21),

respectively.

• Offloading-only: The harvested energy of each WD is

exhausted to perform task offloading, instead of imple-

menting the local computing. That is to say, the local

computing is in unavailable for this benchmark scheme.

Fig. 5 depicts the SCR versus the number of MAs, i.e., M .

It can be seen that the SCRs of all schemes increase with

K , which can be explained as follows. On the one hand, the

HAP can perform a more fine-grained energy emission during

the WPT stage by taking into account the spatial diversities

of all WDs. On the other hand, the stronger beamforming

gain can be obtained for task offloading. The MA schemes

significantly outperform the FPA scheme, because the MA

schemes obtain more spatial DoFs by properly optimizing the

positions of MAs. Obviously, the PSO-VLS schemes obtain

better performance than that of the counterpart PSO schemes,

which further validates the benefit of PSO-VLS algorithm in

escape from the local optima.

Fig. 6 shows the SCR versus the number of WDs, i.e., K .
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It is observed that the SCR performance increases with K for

all schemes. The MA schemes outperform the FPA scheme,

which again demonstrates the superiority of MAs over the

FPAs in the WP-MEC systems. Specifically, the schemes with

dynamic, semi-dynamic, and static MA positioning achieve

about 42.4%, 35.3% and 33.2% SCR gains over the FPA

scheme, respectively. In addition, as K increases, the perfor-

mance gaps between the dynamic MA scheme and the other

two MA schemes increase. It is due to the fact that the APV

for each WD in the dynamic MA scheme is optimized for easy

task offloading.

Fig. 7 depicts the SCRs of different schemes versus the

power budget of HAP, i.e., Pmax. As expected, with the

increase of Pmax, the SCRs of all schemes increase. The

MA schemes achieve more performance gains over the FPA

scheme, which again demonstrates the superiority of MA-

enhanced WP-MEC over the conventional WP-MEC with

FPAs. Significantly, the MA schemes achieve about 42.5%
and 23.4% performance gains over the FPA scheme when
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Fig. 9. SCR versus the edge computing capability.

Pmax = 36 dBm and Pmax = 46 dBm, respectively. This

indicates that the MA schemes are more applicable for the WP-

MEC systems with low power budget over the FPA scheme.

Fig. 8 illustrates the SCR versus the number of channel

paths of each WD, i.e., Lk. The SCRs of all schemes increase

with Lk because higher multi-path diversity can be exploited

and more design flexibility of energy beams and receive

combing vectors at the HAP can be obtained. In addition, the

performance gaps between the PSO-VLS schemes and their

counterpart PSO schemes increases with Lk, which further

validates the superiority of PSO-VLS algorithm over the

standard PSO algorithm, especially there exist lots of channel

paths.

Fig. 9 shows the SCR versus the edge computing capability,

i.e., fE. The benefits of exploiting MAs over FPAs are further

conformed, especially when the edge computing capability is

sufficient. The SCRs of all schemes increase with the edge

computing capability firstly and become stable afterwards.

This is due to the fact that the improvement in edge computing
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capability permits more tasks to be handled by task offloading,

yet restricted by the WPT efficiency and channel state for task

offloading. Therefore, for cost saving, it is crucial to take into

account the network topology and equip the edge server with

proper computing capability. Moreover, the partial schemes

outperforms the counterpart offloading-only schemes because

the partial schemes generally permit local computing and task

offloading in parallel.

Fig. 10 depicts the SCR versus the complexity of the

tasks, ϕk. The SCRs of all schemes decrease as ϕk increases,

because the energy required to process 1-bit raw task via local

computing is amplified and the time consumption via the edge

computing becomes longer. The partial scheme outperforms

the counterpart offloading-only schemes, which further vali-

dates the benefits of optimizing offloading strategies at the

WDs.

VI. CONCLUSION

In this paper, we have investigated three types of MA

positioning configurations for the MA-enhanced WP-MEC

systems, aiming to balance the enhancement of performance

against the augmentation in implementation intricacy cased

by the MA positioning optimization. For practical purposes,

A non-linear EH model has been applied to characterize the

power conversion of EH circuit at each WD. In addition, due

to the practical hardware limitations, the finite edge comput-

ing capability has been considered. The SCR maximization

problems for the three cases with different MA positioning

configurations have been formulated by jointly optimizing

the time allocation, positions of MAs, energy beamforming

matrix, receive combing vectors, and offloading strategies of

WDs. The dynamic MA positioning optimization has been

studied at first, and the efficient AO framework with the

PSO-VLS algorithm has been proposed. Then, the PSO-VLS

algorithm has been extended to optimize the semi-dynamic

and static MA positioning. Numerical results have revealed

the superiority of exploiting MAs in WP-MEC systems over

the conventional FPAs. Furthermore, analytical results have

demonstrated that compared to the standard PSO algorithm,

the PSO-VLS algorithm can jump from local optima.

Finally, we discuss some future research directions. Sig-

nificantly, it is optimistic that the positions of MAs can be

adjusted freely within a given region. In practice, the motion

control of the stepper motor is discrete with finite precision.

Thus, the given region is quantized in several paces, leading

to non-convex mixed integer programming (MIP). To tackle

this intractable issue, the novel deep reinforcement learning

(DRL)-based algorithms can be applied to optimize the re-

source allocation and offloading strategy in the MA-enhanced

WP-MCE systems. Moreover, in MA-enhanced systems, it is

impractical to acquire the instantaneous CSI due to the latency

caused by the MA array movement. In this case, only statistical

CSI is available, which may bring a great challenge to the MA

positioning optimization.
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